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## Abstract

An attempt is made to systematize the general calculation of the interaction energy of a pair of atoms each of which has one or two equivalent $s$-electrons outside of closed shells. General expressions for this energy are set up in terms of certain integrals and these integrals are evaluated for wave functions of Slater's type in terms of functions which are either tabulated or derivable from those in the accompanying tables. The method is applied to the calculation of some of the constants of a normal $\mathrm{Na}_{2}$ molecule (which show fair agreement with the experimental values) and the repulsion energy of two normal helium atoms.

## I. Introduction

T${ }^{\top} \mathrm{HE}$ interaction between two hydrogen atoms insofar as it is obtainable from a first-order calculation of the perturbation energy was determined by Heitler and London in their paper ${ }^{1}$ which opened the way to molecular calculations. The investigation of the interaction between two atoms other than hydrogen is considerably more complicated due to the greater number of electrons and the increased number and complexity of the wave functions. In this paper an effort is made to systematize such calculations for the case of two atoms each of which has one or two equivalent $s$-electrons in its outermost shell. While the calculations are long in some cases they are not particularly difficult; and to judge from the examples worked out, the results are fairly good.

## II. Theory

The theory for the type of interaction considered in this paper was first set forth by Heitler and London. However, it may be of some interest to develop it again at this time using the method of J. C. Slater in his paper on "Theory of Complex Spectra." ${ }^{2}$

## 1. Assumptions.

In the first place it is assumed that the functions of the atoms can be represented by products (or sums of products) of wave functions of the individual electrons, each such function being formed of one factor depending on the space quantum numbers and the electron coordinates and one factor on the spin quantum number and the spin coordinate, the latter being the component of the spin vector along the line joining the nuclei of the two atoms

[^0]involved. In accordance with the Pauli principle the complete wave function for each atom is taken as a determinant the elements of which are the individual wave functions with all possible permutations of electron coordinates. This wave function is assumed to satisfy the wave equation for the given atom. Similarly the wave function for the system of two atoms is taken as a determinant involving the individual wave functions of both atoms (zero'th order approximation). The electron spin serves only to determine the symmetry but does not affect the energy in this approximation. Questions of nuclear symmetry or spin are not considered here.

Another assumption made is that closed shells contribute nothing to the interaction. Strictly speaking, closed shells cause a repulsion through the interaction of each with the outer electrons of the other atoms and-a much smaller force-through their interaction with each other. The repulsive effect becomes rapidly smaller the deeper the shells in question are located within the atoms. For ordinary molecular distances this repulsion is small compared to the forces between the outer electrons.

The attraction between the atoms due to their mutual polarization (Van der Waals force) is not treated in this paper. It is known ${ }^{3}$ that this polarization force varies practically as $1 / R^{6}$ ( $R$ the distance between centers of atoms) whereas the "exchange" force considered here varies exponentially. Consequently for large distances the polarization force predominates and causes an attraction. For small distances it becomes relatively unimportant. For this reason it can be left out in calculations involving atoms in an "attractive" state where the equilibrium distance is small. In this case there is moreover a cancellation between the polarization force and the repulsion due to inner shells which may cause calculated results to be fairly accurate for the heavier atoms. But for "repulsive" states the distance between atoms is larger and the Van der Waals force must be taken into account; in fact there could be no equilibrium without it. If wanted it can be obtained by a separate calculation and added to the results obtained by the calculation treated here.

Finally, it is assumed that closed shells completely shield the nucleus insofar as effects on another atom are concerned. That is, the effective charge (which is to be understood hereafter whenever charge is mentioned) is the nuclear charge less the charge of all the electrons in closed shells. For the usual molecular distances this is certainly valid. In cases where the atoms are exceptionally close together, the effective charge may have to be corrected for incomplete shielding; but the formal results obtained below remain unchanged.

## 2. Notation.

We consider two atoms $A$ and $B$ with nuclei $a$ and $b$ and effective nuclear charges $Z_{a}$ and $Z_{b}$. The two possible orientations of each electron spin vector will be denoted by $\bar{\alpha}$ and $\bar{\beta}$ (corresponding to $m_{s}=+1 / 2, m_{s}=-1 / 2$ ). The coordinates of the various electrons will be specified by numbers. The individual space wave-functions will be designated by $u(a)$ and $u(b)$; if the spin

[^1]and the electron are to be distinguished, by $u(a \bar{\alpha} 1)$ for example. Combined wave functions will be indicated by $u$ with subscripts. The internuclear distance will be denoted by $R$, other distances by $r$ with appropriate subscripts. In integrations the element of volume in the total coordinate space will be denoted by $d \tau$ and that in the coordinate space of a single electron by $d v$ (with a subscript if necessary). Then
$$
d \tau=d v_{1} d v_{2} \cdots
$$

Furthermore, let

$$
\begin{align*}
I & =\int u(a) u(b) d v,  \tag{1}\\
K_{1}(a) & =\int \frac{[u(b)]^{2}}{r_{a}} d v, \text { etc., }  \tag{2}\\
K_{2} & =\int \frac{[u(a 1)]^{2}[u(b 2)]^{2}}{r_{12}} d \tau,  \tag{3}\\
J_{1}(a) & =\int \frac{u(a) u(b)}{r_{a}} d v, \text { etc., }  \tag{4}\\
J_{2} & =\int \frac{u(a 1) u(b 1) u(a 2) u(b 2)}{r_{12}} d \tau  \tag{5}\\
J_{3}(a) & =\int \frac{[u(a 1)]^{2} u(a 2) u(b 2)}{r_{12}} d \tau, \text { etc. } \tag{6}
\end{align*}
$$

Other symbols or quantities will be defined as needed.

## 3. Development.

It is convenient to break up the general problem into three cases that may arise depending on the number of electrons involved (outside of closed shells).
(a) One electron on each atom. The spin vectors of the two electrons may be either parallel or anti-parallel. In the first case the resultant vector $S$ will be of one unit magnitude and hence will give three possible spin components, $M_{s}=1,0,-1$, according to its orientation, resulting in a triplet term ( ${ }^{3} \Sigma$ ). In the second case $S=0$ and hence $M_{s}=0$, giving a singlet term ( ${ }^{1} \Sigma$ ). Hence wave functions for $M_{s}=\Sigma m_{s}= \pm 1$ correspond to the triplet. But those for $\Sigma m_{s}=0$ may belong to either the triplet or singlet. The possible wave functions are
$\left.\begin{array}{crrcc}\text { Wave Function } & m_{s}(a) & m_{s}(b) & \Sigma m_{s} & \text { Multiplicity } \\ u_{1}=u(a \bar{\alpha} 1) u(b \bar{\alpha} 2)-u(a \bar{\alpha} 2) u(b \bar{\alpha} 1) & \frac{1}{2} & \frac{1}{2} & 1 & 3 \\ u_{2}=u(a \bar{\alpha} 1) u(b \bar{\beta} 2)-u(a \bar{\alpha} 2) u(b \bar{\beta} 1) & \frac{1}{2} & -\frac{1}{2} & 0 \\ u_{3}=u(a \bar{\beta} 1) u(b \bar{\alpha} 2)-u(a \bar{\beta} 2) u(b \bar{\alpha} 1) & -\frac{1}{2} & \frac{1}{2} & 0 & \\ u_{4}=u(a \bar{\beta} 1) u(b \bar{\beta} 2)-u(a \bar{\beta} 2) u(b \bar{\beta} 1) & -\frac{1}{2} & -\frac{1}{2} & -1 & 1 \text { or } 3 \\ \end{array}\right\}$

We can now set up the secular equation to determine the energy levels. In doing this, we note first that as Slater showed, ${ }^{2}$ the energy operator will have no components (to the degree of approximation considered here) between states of different $\Sigma m_{s}$. Secondly we see that $u_{2}$ and $u_{3}$ are not orthogonal to each other. The secular equation becomes

$$
\left|\begin{array}{cccc}
W-H_{11} & 0 & 0 & 0 \\
0 & W-H_{22} & W \delta_{23}-H_{23} & 0 \\
0 & W \delta_{32}-H_{32} & W-H_{33} & 0 \\
0 & 0 & 0 & W-H_{44}
\end{array}\right|=0
$$

where

$$
\begin{aligned}
H_{i j} & =\int u_{i} H u_{j} d \tau /\left(\int u_{i}^{2} d \tau \int u_{j}^{2} d \tau\right)^{1 / 2} \\
\delta_{i j} & =\int u_{i} u_{j} d \tau /\left(\int u_{i}^{2} d \tau \int u_{j}^{2} d \tau\right)^{1 / 2}
\end{aligned}
$$

The Hamiltonian operator H is given by

$$
\begin{equation*}
H=-\frac{h^{2}}{8 \pi^{2} m}\left(\nabla_{1}^{2}+\nabla_{2}^{2}\right)+e^{2}\left(\frac{Z_{a} Z_{b}}{R}-\frac{Z_{a}}{r_{a 1}}-\frac{Z_{a}}{r_{a 2}}-\frac{Z_{b}}{r_{b 1}}-\frac{Z_{b}}{r_{b 2}}+\frac{1}{r_{12}}\right) \tag{7}
\end{equation*}
$$

In this expression each nuclear charge is to be considered as a function of the electron coordinates in the sense that it has two values: one for the case where the electron in question is in the same atom (when the shielding by the inner electrons is incomplete), the second when the electron is in the other atom (when the shielding by the inner electrons is practically complete).

Now the individual wave functions satisfy equations involving the atomic Hamiltonians. For example

$$
\begin{equation*}
H_{a 1} u(a 1)=E_{0 a} u(a 1) \tag{8}
\end{equation*}
$$

where

$$
H_{a 1}=-\frac{h^{2}}{8 \pi^{2} m} \nabla_{1}^{2}-\frac{Z_{a} e^{2}}{r_{a 1}}
$$

Using the fact that individual wave functions with opposite spins are orthogonal, one gets by a simple calculation

$$
\begin{align*}
H_{11}= & H_{44}=E_{0 a}+E_{0 b}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}\right. \\
& \left.+\frac{K_{2}-\left[Z_{a} K_{1}(a)+Z_{b} K_{1}(b)\right]-\left[J_{2}-I\left(Z_{a} J_{1}(a)+Z_{b} J_{1}(b)\right)\right]}{1-I^{2}}\right\}  \tag{9}\\
H_{22}= & H_{33}=E_{0 a}+E_{0 b}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}+K_{2}-\left[Z_{a} K_{1}(a)+Z_{b} K_{1}(b)\right]\right\} \tag{10}
\end{align*}
$$

$$
\begin{align*}
H_{23} & =H_{32} \tag{11}
\end{align*}=-I^{2}\left[E_{0 a}+E_{0 b}+e^{2} \frac{Z_{a} Z_{b}}{R}\right]-e^{2}\left[J_{2}-I\left(Z_{a} J_{1}(a)+Z_{b} J_{1}(b)\right)\right]
$$

The roots of the secular equation are given by

$$
\begin{align*}
& W_{1}=H_{11}  \tag{13}\\
& W_{2}=H_{44}=H_{11} \tag{14}
\end{align*}
$$

and by the roots of

$$
\left|\begin{array}{rr}
W-H_{22} & W \delta_{23}-H_{23} \\
W \delta_{32}-H_{32} & W-H_{33}
\end{array}\right|=0
$$

which are

$$
\begin{equation*}
W_{3}=\frac{H_{22}+H_{23}}{1+\delta_{23}}=H_{11} \tag{15}
\end{equation*}
$$

and

$$
\begin{align*}
W_{4}= & \frac{H_{22}-H_{23}}{1-\delta_{23}}=E_{0 a}+E_{0 b}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}\right. \\
& \left.+\frac{K_{2}-\left[Z_{a} K_{1}(a)+Z_{b} K_{1}(b)\right]+J_{2}-I\left[Z_{a} J_{1}(a)+Z_{b} J_{1}(b)\right]}{1+I^{2}}\right\} \tag{16}
\end{align*}
$$

The energy given by the roots $W_{1}=W_{2}=W_{3}$ is that of the triplet, the three levels having the same energy because the spin is not present in the Hamiltonian. The root $W_{4}$ gives the energy of the singlet.

If one determines the wave functions corresponding to $W_{3}$ and $W_{4}$ one finds by the usual theory that they are given (to within an arbitrary factor) by

$$
\begin{align*}
& \bar{u}_{2}=u_{2}+u_{3}  \tag{17}\\
& \bar{u}_{3}=u_{2}-u_{3} \tag{18}
\end{align*}
$$

where $\overline{\mathrm{u}}_{2}$ is the wave function belonging to the triplet and $\overline{\mathrm{u}}_{3}$ to the singlet.
Heitler and London ${ }^{1}$ pointed out that the functions of the triplet were all antisymmetric in the two nuclei and hence would have a node in the region between the nuclei, whereas the singlet function was symmetrical and would not, and hence concluded that the singlet would have a lower energy than the triplet. This means that

$$
\begin{equation*}
J_{2}-I\left(Z_{a} J_{1}(a)+Z_{b} J_{1}(b)\right)<0 \tag{19}
\end{equation*}
$$

and this has been verified in a number of calculations for typical cases involving neutral atoms, i.e. those for which

$$
Z_{a}=Z_{b}=1
$$

It is found in general that for neutral atoms the triplet energy rises monotonically as the atoms approach each other and hence there is repulsion between them. The singlet energy, it turns out, has a minimum for some particular distance between the atoms, and thus a pair of atoms with electron spins anti-parallel will attract each other until they arrive to within this distance.
(b) One atom with one electron, the other with two. For this case the only energy level is a doublet because of the two possible spin orientations of the single electron; since in the two-electron atom the spins must be opposite because the space wave functions are the same. Hence there are only two functions possible. If $A$ is the atom with one electron these functions are

$$
u_{1}=\left|\begin{array}{lll}
u(a \bar{\alpha} 1) & u(a \bar{\alpha} 2) & u(a \bar{\alpha} 3)  \tag{20}\\
u(b \bar{\alpha} 1) & u(b \bar{\alpha} 2) & u(b \bar{\alpha} 3) \\
u(b \bar{\beta} 1) & u(b \bar{\beta} 2) & u(b \bar{\beta} 3)
\end{array}\right|
$$

and

$$
u_{2}=\left|\begin{array}{lll}
u(a \bar{\beta} 1) & u(a \bar{\beta} 2) & u(a \bar{\beta} 3) \\
u(b \bar{\alpha} 1) & u(b \bar{\alpha} 2) & u(b \bar{\alpha} 3) \\
u(b \bar{\beta} 1) & u(b \bar{\beta} 2) & u(b \bar{\beta} 3)
\end{array}\right|
$$

The energy is given by

$$
\begin{equation*}
W=\int u_{1} H u_{1} d \tau / \int u_{1}^{2} d \tau=\int u_{2} H u_{2} d \tau / \int u_{2}^{2} d \tau \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
H=-\frac{h^{2}}{8 \pi^{2} m} \sum_{i=1}^{3} \nabla_{i}{ }^{2}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}-Z_{b} \sum_{i=1}^{3} \frac{1}{r_{a i}}-\sum_{i=1}^{3} \frac{1}{r_{b i}}+\sum_{i>j=1}^{3} \frac{1}{r_{i j}}\right\} \tag{23}
\end{equation*}
$$

Making use of the facts that matrix components of $H$ between functions with opposite spins are zero, and that the integrals are independent of the electron labels, it follows readily that

$$
\begin{gathered}
\int u_{1} H u_{1} d \tau=3!\left\{\int u(a 1) u(b 2) u(b 3) H u(a 1) u(b 2) u(b 3) d \tau\right. \\
\left.-\int u(a 2) u(b 1) u(b 3) H u(a 1) u(b 2) u(b 3) d \tau\right\} \\
\int u_{1}^{2} d \tau=3!\left\{\int[u(a 1) u(b 2) u(b 3)]^{2} d \tau\right. \\
\left.-\int u(a 1) u(b 1) u(a 2) u(b 2)[u(b 3)]^{2} d \tau\right\}
\end{gathered}
$$

By means of the relation

$$
\begin{aligned}
& H u(a 1) u(b 2) u(b 3) \\
& \quad=\left\{E_{0 a}+E_{0 b}+e^{2}\left[\frac{Z_{a} Z_{b}}{R}-\frac{Z_{a}}{r_{a 2}}-\frac{Z_{a}}{r_{a 3}}-\frac{Z_{b}}{r_{b 1}}+\frac{1}{r_{12}}+\frac{1}{r_{13}}\right]\right\} u(a 1) u(b 2) u(b 3)
\end{aligned}
$$

one obtains
$W=E_{0 a}+E_{0 b}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}\right.$
$\left.+\frac{2 K_{2}-Z_{a} K_{1}(a)\left(2-I^{2}\right)-Z_{b} K_{1}(b)-\left[J_{2}+I\left(J_{3}(b)-Z_{a} J_{1}(a)-Z_{b} J_{1}(b)\right)\right]}{1-I^{2}}\right\}$.
Because of the fact that the two atoms can behave in only one way, that is, because there is nothing in the atom $B$ to distinguish the two possible spin orientations of the electron in atom $A$, the force between the atoms must be repulsive. ${ }^{1}$ Another way of putting it is that an atom with a closed shell will exert a repulsion on any other whatever the state of the latter may be.
(c) Each atom with two electrons. For this case there is only one possible wave function corresponding to a singlet ( ${ }^{1 \Sigma}$ ) state

$$
u=\left|\begin{array}{llll}
u(a \bar{\alpha} 1) & u(a \bar{\alpha} 2) & u(a \bar{\alpha} 3) & u(a \bar{\alpha} 4)  \tag{25}\\
u(a \bar{\beta} 1) & u(a \bar{\beta} 2) & u(a \bar{\beta} 3) & u(a \bar{\beta} 4) \\
u(b \bar{\alpha} 1) & u(b \bar{\alpha} 2) & (u b \bar{\alpha} 3) & u(b \bar{\alpha} 4) \\
u(b \bar{\beta} 1) & u(b \bar{\beta} 2) & u(b \bar{\beta} 3) & u(b \bar{\beta} 4)
\end{array}\right|
$$

The energy is given by

$$
W=\int u H u d \tau / \int u^{2} d \tau
$$

where $H$ has a form similar to (23).
Expanding gives

$$
\begin{aligned}
\int u H u d \tau= & 4!\left\{\int u(a 1) u(a 2) u(b 3) u(b 4) H u(a 1) u(a 2) u(b 3) u(b 4) d \tau\right. \\
& -2 \int u(a 3) u(a 2) u(b 1) u(b 4) H u(a 1) u(a 2) u(b 3) u(b 4) d \tau \\
& \left.+\int u(a 3) u(a 4) u(b 1) u(b 2) H u(a 1) u(a 2) u(b 3) u(b 4) d \tau\right\} \\
\int u^{2} d \tau= & 4!\left\{\int[u(a 1) u(a 2) u(b 3) u(b 4)]^{2} d \tau\right. \\
& -2 \int u(a 1) u(b 1) u(a 3) u(b 3)[u(a 2) u(b 4)]^{2} d \tau \\
& \left.+\int u(a 1) u(b 1) u(a 2) u(b 2) u(a 3) u(b 3) u(a 4) u(b 4) d \tau\right\}
\end{aligned}
$$

Proceeding as before one gets

$$
\begin{align*}
& W=E_{0 a}+E_{0 b}+e^{2}\left\{Z_{a} Z_{b} / R+\left(K_{2}\left(4-2 I^{2}\right)-2\left(1-I^{2}\right)\left(Z_{a} K_{1}(a)+Z_{b} K_{1}(b)\right)\right.\right. \\
& \left.\left.+2 I\left[\left(1-I^{2}\right)\left(Z_{a} J_{1}(a)+Z_{b} J_{1}(b)\right)-\left(J_{3}(a)+J_{3}(b)\right)-J_{2}\left(2-4 I^{2}\right)\right]\right) /\left(1-I^{2}\right)^{2}\right\} \tag{26}
\end{align*}
$$

This can be written also in the form

$$
\begin{align*}
W= & E_{0 a}+E_{0 b}+e^{2}\left\{\frac{Z_{a} Z_{b}}{R}\right. \\
& +4 \frac{\left.K_{2}-\left[\left(Z_{a} / 2\right) K_{1}(a)+\left(Z_{b} / 2\right) K_{1}(b)\right]-J_{2}-I\left[Z_{a} / 2\right) J_{1}(a)+\left(Z_{b} / 2\right) J_{1}(b)\right]}{1-I^{2}} \\
& \left.+\frac{I^{2} K_{2}+J_{2}-I\left[J_{3}(a)+J_{3}(b)\right]}{\left(1-I^{2}\right)^{2}}\right\} \tag{27}
\end{align*}
$$

The term in braces is analogous to the perturbation energy obtained for the case of two one-electron atoms. For two neutral atoms $\left(Z_{a}=Z_{b}=2\right)$ it is in fact 4 times this corresponding energy. The last term is a correction term of the same order of magnitude as the preceding.

The force between the atoms in this case is repulsive just as in the previous case.

## III. Integrals

We now come to the question of determining the numerical values of the expressions set up in the preceding section. For this purpose it is necessary first of all to choose atomic wave functions which are simple enough in form so as not to complicate the calculations excessively and yet have sufficient accuracy for the purpose. In general the accuracy required in molecular problems is less than that for atomic problems because the theory itself is less accurate.

The best form of wave function for the present purpose is that given by Slater, ${ }^{4}$ of the form $r^{n-1} e^{-\left((Z-s) / n a_{0}\right) r}$ where $a_{0}=0.529 \mathrm{~A}, n$ is the effective quantum number and $s$ is a shielding constant, both of the latter being assigned by rules proposed by him. In the case of a stable molecule, i.e. for a pair of atoms in an attractive state, these wave functions are to be used as given by Slater with one exception, namely that $n$ is to have only integral values. In those cases for which Slater's $n$ is not an integer there are two ways of proceeding. Either one can calculate the quantities for the two nearest values of $n$ and interpolate or-and this is the better procedure-one can approximate the wave function in the important region, i.e. where there is most overlapping, by using the nearest integral value of $n$ and then readjusting the shielding constant to get a good fit.

In the case of "repulsive" states, Slater's rules for setting up wave functions are not accurate for the larger distances involved. One can either use the real quantum number for $n$ and take for $s$ one less than the total number of electrons in the atom; or one can determine the wave function by some

[^2]other method, for example that of Hartree, and having determined, fit to it a wave function of the form given above by choosing suitable values of $n$ and $s$. This will be made clearer in an example to follow.

In any case one can write the wave function in the form $r^{n-1} e^{-\alpha r}$ where $\alpha$ is a known constant. In the molecular problem the wave function is then normalized. For the repulsion problem this is not advisable, it being better to adjust the multiplying constant to get the best approximation to the true wave function in the important region. In the latter case one can then assume that enough of the electron charge (either positive or negative) is concentrated at the center of the atom to make up one electron. In what follows the multiplying factor will be denoted by $N$ if the wave function is normalized, otherwise by $C$.

For the problem on hand we consider two wave functions, one for each atom

$$
\begin{align*}
& u(a)=N_{a} r^{m-1} e^{-\alpha r}  \tag{28}\\
& u(b)=N_{b} r^{n-1} e^{-\beta r}
\end{align*}
$$

From the condition

$$
\int[u(a)]^{2} d v=4 \pi N_{a}^{2} \int_{0}^{\infty} r^{2 m} e^{-2 \alpha r} d r=1
$$

it follows that

$$
\begin{equation*}
N_{a}=\left(\frac{(2 \alpha)^{2 m+1}}{4 \pi(2 m)!}\right)^{1 / 2} \tag{29}
\end{equation*}
$$

and an analogous expression holds for $N_{b}$.
The integrals defined in the previous section can be calculated by a few simple devices, such as the use of elliptic coordinates, the fact that the potential of a spherical shell is constant inside the shell and outside is the same as if concentrated at the center, and the Neumann expansion of $1 / r_{12}$ in terms of Legendre functions. ${ }^{5}$ The integrals can be separated into two groups according as to whether $\alpha=\beta$ or $\alpha \neq \beta$.

In evaluating the integrals use is made of certain functions given by Guillemin and Zener, ${ }^{6}$ which are most conveniently defined as follows

$$
\begin{align*}
A_{n}(\alpha)=A_{n}(1, \alpha) & =\int_{1}^{\infty} x^{n} e^{-\alpha x} d x=\frac{n!e^{-\alpha}}{\alpha^{n+1}} \sum_{\nu=0}^{n} \frac{\alpha^{\nu}}{\nu!}  \tag{30}\\
A_{n}(-1, \alpha) & =\int_{-1}^{\infty} x^{n} e^{-\alpha x} d x=\frac{n!e^{\alpha}}{\alpha^{n+1}} \sum_{\nu=0}^{n} \frac{(-\alpha)^{\nu}}{\nu!}  \tag{31}\\
B_{n}(\alpha) & =\int_{-1}^{1} x^{n} e^{-\alpha x} d x=A_{n}(-1, \alpha)-A_{n}(1, \alpha)  \tag{32}\\
F_{n}(\alpha) & =\int_{1}^{\infty} x^{n} e^{-\alpha x} Q_{0}(x) d x=\frac{1}{2} \int_{1}^{\infty} x^{n} e^{-\alpha x} \ln \left(\frac{x+1}{x-1}\right) d x \\
& =\frac{1}{2}\left[(\ln 2 \alpha+C) A_{n}(1, \alpha)-E i(-2 \alpha) A_{n}(-1, \alpha)\right]-\theta(n, \alpha) \tag{33}
\end{align*}
$$

[^3]where
$$
C=0.577216 \cdots(\text { Euler's constant })
$$
and
\[

$$
\begin{equation*}
\theta(n, \alpha)=\frac{e^{-\alpha}}{\alpha} \sum_{\nu=0}^{n} C_{\nu}^{n} \alpha^{-\nu} \tag{34}
\end{equation*}
$$

\]

the coefficients $C_{v}{ }^{n}$ being defined by the relations

$$
\begin{align*}
C_{\nu}{ }^{n+1} & =C_{\nu}^{n}+\nu C_{\nu-1}^{n}+\frac{\left[1+(-1)^{n-\nu}\right]}{2} \frac{n!}{(n-\nu+1)!}, \quad 0<\nu \leq n  \tag{35}\\
C_{0}^{n} & =0
\end{align*}
$$

In addition to these we define the coefficients $p_{\tau}{ }^{i}$ and $q_{\tau}{ }^{i}$ by means of the identities

$$
\begin{align*}
& P_{\tau}(x)=\sum_{i=0}^{\tau} p_{\tau}^{i} x^{i}  \tag{36}\\
& Q_{\tau}(x)=Q_{0} \sum_{i=0}^{\tau} p_{\tau}^{i} x^{i}+\sum_{i=0}^{\tau} q_{\tau}^{i} x^{i} \tag{37}
\end{align*}
$$

where $P_{\tau}(x)$ and $Q_{\tau}(x)$ are Legendre functions of the first and second kind respectively of order $\tau\left(Q_{0}(x)=1 / 2 \ln (x+1) /(x-1)\right)$.

These coefficients satisfy recursion formulae which follow from the relations between Legendre functions

$$
\begin{array}{ll}
p_{\tau}^{j}=\left(\frac{2 \tau-1}{\tau}\right) p_{\tau-1}^{j-1}-\left(\frac{\tau-1}{\tau}\right) p_{\tau-2}^{j}, & (0<j \leq \tau, \tau>1)  \tag{38}\\
p_{\tau}{ }^{0}=-\left(\frac{\tau-1}{\tau}\right) p_{\tau-2}^{0}, & (\tau>1) \\
p_{0}{ }^{0}=p_{1}{ }^{1}=1
\end{array}
$$

and

$$
\begin{array}{lr}
q_{\tau}^{j}=\left(\frac{2 \tau-1}{\tau}\right) q_{\tau-1}^{j-1}-\left(\frac{\tau-1}{\tau}\right) q_{\tau-2}^{j}, & (0<j \leq \tau, \tau>1)  \tag{39}\\
q_{\tau}{ }^{0}=-\left(\frac{\tau-1}{\tau}\right) q_{\tau-2}, & (\tau>1) \\
q_{0}{ }^{0}=0, q_{1}{ }^{1}=-1
\end{array}
$$

The coefficients $D_{p}^{m n}$ are defined by the identity

$$
(x+y)^{m}(x-y)^{n}=\sum_{p=0}^{m+n} D_{p}^{m n} x^{m+n-p} y^{p}
$$

so that

$$
\begin{equation*}
D_{p}^{m n}=\sum_{k}(-1)^{k}\binom{m}{p-k}\binom{n}{k} . \tag{40}
\end{equation*}
$$

They satisfy the following relations

$$
\begin{align*}
D_{p}^{m n} & =D_{p}^{m-1, n}+D_{p-1}^{m-1, n}=D_{p}^{m, n-1}-D_{p-1}^{m, n-1},(0<p \leq m+n)  \tag{41}\\
D_{p}^{m n} & =(-1)^{p} D_{p}^{n m}, D_{m+n-p}^{m n}=(-1)^{n} D_{p}^{m n}, \\
D_{2 k+1}^{m m} & =0, D_{2 k}^{m m}=(-1)^{k}\binom{m}{k}, \\
D_{p}^{m, 0} & =\binom{m}{p}, \\
D_{0}^{m n} & =1 .
\end{align*}
$$

Finally we require several more quantities, as follows

$$
\begin{align*}
R_{\tau}{ }^{n} & =\int_{-1}^{1} x^{n} P_{\tau}(x) d x,  \tag{42}\\
& =\frac{2^{\tau+1} n!\left(\frac{n+\tau}{2}\right)!}{\left(\frac{n-\tau}{2}\right)!(n+\tau+1)!}, \text { if } n-\tau \geq 0 \text { and even, } \\
& =0, \quad \text { if } n-\tau<0 \text { or odd, } \\
G_{\tau}{ }^{n}(\alpha) & =\int_{-1}^{1} x^{n} e^{-\alpha x} P_{\tau}(x) d x,  \tag{43}\\
& =\sum_{i=0}^{\tau} p_{\tau}{ }^{i} B_{n+i}(\alpha), \\
A_{n}^{m}(\alpha) & =\sum_{\nu=0}^{m} \frac{\alpha^{v}}{\nu!} A_{n+\nu}(\alpha)  \tag{44}\\
F_{n}^{m}(\alpha) & =\sum_{\nu=0}^{m} \frac{\alpha^{v}}{\nu!} F_{n+\nu}(\alpha) . \tag{45}
\end{align*}
$$

In Tables I-VII ${ }^{7}$ are given some of the values of

$$
A_{n}(1, \alpha), A_{n}(-1, \alpha), C_{\nu}^{n}, R_{\tau}^{i}, p_{\tau}^{i}, q_{\tau}^{i}, \text { and } D_{p}^{m n} .
$$

By means of the defining equations and recursion formulae the tables can be extended if necessary. Although it would be convenient to have tables of the
${ }^{7}$ Tables I and II were prepared by Dr. S. Ikehara to whom I am indebted. Bartlett (Phys. Rev. 37, 507 (1931)) has given a smaller table of $A_{n}(1, \alpha)$. Part of Table III is given in reference (6).
Table I. $A_{n}(1, \alpha)$

| ${ }^{\alpha}$ | $n$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| 1.5 | 1.48753.10-1 | 2.47922. $10^{-1}$ | 4.79317 $\cdot 10^{-1}$ | 1.10739 | 3.10178 | 1.04880-10 | 4. $210009 \cdot 10$ | ${ }^{1.96620 \cdot 102}$ | ${ }^{1.04879} \cdot 10{ }^{3}$ |
| ${ }_{2}^{2.0}$ | ${ }_{3}^{6.76676 \cdot 10-2}$ | ${ }_{4}^{1.59567616 .10-2}$ | ${ }_{6}^{1.69608981 \cdot 10^{-2}}$ | $3.21421 \cdot 10^{-1}$ 1.16364 | ${ }^{7} .10510 \cdot 10^{-10}$ | $1.84394 \cdot 1$ $4.70866 .10^{-1}$ 1. |  | ${ }_{3}^{1.9868069 \cdot 10}$ | 7.87313.102 |
| ${ }_{2}^{2.75}$ | 3.32465 |  |  | 7.37565 $10^{-2}$ | ${ }^{2} .3 .10505$ | ${ }_{2}{ }_{2} .60571$ | ${ }_{5}^{1.917666} \cdot 10^{-1}$ | 1.52957 | ${ }_{4} .47288 \cdot 1$ |
| ${ }_{3.25}^{3.0}$ | 1.65957 | ${ }_{1}^{2.21276} 1.5015$ | 3. ${ }_{2} .113474$ 2 | ${ }_{3}^{4.79431}$ | ${ }_{5}^{8.105790}{ }^{8}$ | ${ }^{1.50795}{ }^{1.05090} \cdot 10^{-2}$ | 3.18186 1.79024 | ${ }_{3}^{7.959351}{ }^{7} 10^{-1}$ | ${ }_{9}^{2.04068}$ |
|  | 8.62782. $10^{-3}$ | ${ }_{1} 110929$ | 1.49666 | 2.14564 | 3.31494 | 5.59841 | 1.04601 | ${ }^{2.17829}$ | 5.06553 |
| 3.75 | 6. 277140 | ${ }^{7} .943377 \cdot 10^{-3}$ | ${ }^{1.050881}$ | 1.46779 | 2.19278 | 3.53084 | cole $\begin{aligned} & 6.30849 \cdot 100^{-2} \\ & 3\end{aligned}$ | ${ }_{7}^{1.24030}{ }^{2019}{ }^{\text {a }}$ | ${ }^{2} .70869$ |
| ${ }_{4.25}^{4.0}$ | 4.57891 3.35629 |  | ${ }_{5}^{7.30735}$ | ${ }_{7}^{1.0102965} \cdot 10^{-3}$ | 1.47384 | 2.30019 | 3.90817 2.47719 | ${ }_{4.41571}$ | ${ }_{8.64755}$ 1.10-2 |
| 4.5 | 2.46867 | 3.01726 | 3.80967 | 5.00845 | 6.92062-10-3 | ${ }_{1} 1.015882$ | ${ }^{2} .600130$ | 2.73778 | 5.11402 |
| 5.0 6.0 | ${ }_{\text {l }}^{1.34459} 4.13125 \cdot 10^{-4}$ | 1.61711. $4.81980 \cdot 10^{-4}$ | ${ }^{1.9}{ }^{1.99443} 5$ | 2.54425 $7.00018 \cdot 10^{-4}$ |  | $4.73058 \cdot 10^{-3}$ 1.14630 | ${ }^{7} \mathbf{7} .024248 \cdot 10^{-3}$ | ${ }_{2}^{1.11816}{ }^{\text {2 }} 2345 \cdot 10^{-3}$ | ${ }^{1.92381}{ }^{3} .38972 \cdot 10^{-3}$ |
| ${ }_{7.0}$ | ${ }_{1.30269}$ | ${ }_{1.48879}$ | ${ }_{1.72806}$ | 2.04328 | ${ }_{2} .47028$ | ${ }_{3.06717 \cdot 10^{-4}}$ | $3.93169 \cdot 10^{-4}$ | $5.23438 \cdot 10^{-4}$ | $7.28484 \cdot 10^{-4}$ |
| 8.0 | 4.19328. $0^{\text {- }}$ | $4.71744 \cdot 10^{-5}$ | 5.37264. $10^{-5}$ | ${ }^{2} 6.20802 \cdot 10^{-5}$ | 7. 29729 29 $10^{-5}$ | $8.75409 \cdot 10^{-5}$ | ${ }_{1} .07589{ }^{\text {a }}$ | ${ }^{1.36073}$ | 1.78006 |
| 8.5 9.0 | 2.39375 | 2.67536 1.52358 | 3.02324 1.70979 | 3.46077 1.94115 | 4.02234 2.23395 | 4.75983 2.61231 | ${ }^{5.75363 \cdot 10^{-5}}$ | ${ }_{\substack{7.73203 \\ 3.7925}}$ | ${ }_{4.74211}{ }^{\text {9. }} 10624 \cdot 10^{-5}$ |
| 10. | $4.53999 \cdot 10^{-6}$ | ${ }_{4}{ }^{1.993939} \cdot 10^{-6}$ | $5.53879 \cdot 10^{-6}$ | ${ }_{6}{ }^{1.20163} \cdot 10^{-6}$ | 7.02064 $10^{-6}$ | ${ }_{8.05032 \cdot 10^{-6}}$ | ${ }^{3} .157018 \cdot 10^{-6}$ | 1.10991 | ${ }_{1.34193}$ |
| 12. | 5.12018•10-7 | 5.54686 $10^{-7}$ | 6.04465 $10^{-7}$ | 6.63134 $10^{-7}$ | $7.33062 \cdot 10^{-7}$ | ${ }_{8} .17460 \cdot 10^{-7}$ | 9. $20748 \cdot 10^{-7}$ | $1.04912 \cdot 10^{-6}$ | ${ }_{1.21143} \cdot 10^{-6}$ |
| 14. | $5.93949 \cdot 10^{-8}$ | $6.36374 \cdot 10^{-8}$ | $6.84860 \cdot 10^{-8}$ | $7.40705 \cdot 10^{-8}$ | $8.05579 \cdot 10^{-8}$ | $8.81656 \cdot 10^{-8}$ | $9.71802 \cdot 10^{-8}$ | $1.07985 \cdot 10^{-7}$ | $1.21101 \cdot 10^{-7}$ |



Table III. $C_{\nu}^{n}$


Table IV. $R_{\tau}{ }^{2}$


Table VII. $D_{p}{ }^{m n}$

|  | $n$ | $p$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 0 | 0 | 1 |  |  |  |  |  |  |  |  |  |  |
|  | 1 | 1 | -1 |  |  |  |  |  |  |  |  |  |
|  | 2 | 1 | -2 | 1 |  |  |  |  |  |  |  |  |
|  | 3 | 1 | -3 | 3 | -1 |  |  |  |  |  |  |  |
|  | 4 | 1 | -4 | 6 | -4 | 1 |  |  |  |  |  |  |
|  | 5 | 1 | -5 | 10 | -10 | 5 | -1 |  |  |  |  |  |
| 1 | 0 | 1 | 1 |  |  |  |  |  |  |  |  |  |
|  | 1 | 1 | 0 | -1 |  |  |  |  |  |  |  |  |
|  | 2 | 1 | -1 | -1 | 1 |  |  |  |  |  |  |  |
|  | 3 | 1 | -2 | 0 | 2 | -1 |  |  |  |  |  |  |
|  | 4 | 1 | -3 | 2 | 2 | -3 | 1 |  |  |  |  |  |
|  | 5 | 1 | -4 | 5 | 0 | -5 | 4 | -1 |  |  |  |  |
| 2 | 0 | 1 | 2 | 1 |  |  |  |  |  |  |  |  |
|  | 1 | 1 | 1 | -1 | -1 |  |  |  |  |  |  |  |
|  | 2 | 1 | 0 | -2 | 0 | 1 |  |  |  |  |  |  |
|  | 3 | 1 | -1 | -2 | 2 | 1 | -1 |  |  |  |  |  |
|  | 4 | 1 | -2 | -1 | 4 | -1 | -2 | 1 |  |  |  |  |
|  | 5 | 1 | -3 | 1 | 5 | -5 | -1 | 3 | -1 |  |  |  |
| 3 | 0 | 1 | 3 | 3 | 1 |  |  |  |  |  |  |  |
|  | 1 | 1 | 2 | 0 | -2 | -1 |  |  |  |  |  |  |
|  | 2 | 1 | 1 | -2 | -2 | 1 | 1 |  |  |  |  |  |
|  | 3 | 1 | 0 | -3 | 0 | 3 | 0 | -1 |  |  |  |  |
|  | 4 | 1 | -1 | -3 | 3 | 3 | -3 | -1 | 1 |  |  |  |
|  | 5 | 1 | -2 | -2 | 6 | 0 | -6 | 2 | 2 | -1 |  |  |
| 4 | 0 |  | 4 | 6 | 4 | 1 |  |  |  |  |  |  |
|  | 1 | 1 | 3 | 2 | -2 | -3 | -1 |  |  |  |  |  |
|  | 2 | 1 | 2 | -1 | -4 | -1 | 2 | 1 |  |  |  |  |
|  | 3 | 1 | 1 | -3 | -3 | 3 | 3 | -1 | -1 |  |  |  |
|  | 4 | 1 | 0 | -4 | 0 | 6 | 0 | -4 | 0 | 1 |  |  |
|  | 5 | 1 | -1 | -4 | 4 | 6 | -6 | -4 | 4 | 1 | -1 |  |
| 5 | 0 | 1 | 5 | 10 | 10 | 5 | 1 |  |  |  |  |  |
|  | 1 | 1 | 4 | 5 | 0 | -5 | -4 | -1 |  |  |  |  |
|  | 2 | 1 | 3 | 1 | -5 | -5 | 1 | 3 | 1 |  |  |  |
|  | 3 | 1 | 2 | -2 | -6 | 0 | 6 | 2 | -2 | -1 |  |  |
|  | 4 | 1 | 1 | -4 | -4 | 6 | 6 | -4 | -4 | 1 | 1 |  |
|  | 5 | 1 | 0 | -5 | 0 | 10 | 0 | -10 | 0 | 5 | 0 | -1 |

other functions available, it did not appear advisable to go to the labor of preparing them in view of the fact that the present theory is probably of a temporary nature. From the tables given here, the other functions for specific values of the arguments can be computed in a reasonably short time.

Using the functions and quantities mentioned, the integrals can be evaluated and are listed below. Those which can be obtained by interchanging $a$ and $b, \alpha$ and $\beta$, and $m$ and $n$ in integrals already listed are omitted. The integrals given are for normalized wave functions. Corresponding integrals for unnormalized functions can be obtained from those below by multiplying $I$ and $J_{1}(b)$ by $C_{a} C_{b} / N_{a} N_{b}, K_{1}(b)$ by $C_{a}{ }^{2} / N_{a}{ }^{2}, J_{2}$ and $K_{2}$ by $C_{a}{ }^{2} C_{b}{ }^{2} / N_{a}{ }^{2} N_{b}{ }^{2}$ and $J_{3}(a)$ by $C_{a}{ }^{3} C_{b} / N_{a}{ }^{3} N_{b}$.

1. $\alpha=\beta$

$$
\begin{equation*}
I=\frac{(\alpha R)^{m+n+1}}{((2 m)!(2 n)!)^{1 / 2}} \sum_{k=0}^{\leq(m+n) / 2} \frac{D_{2 k}^{m n}}{2 k+1} A_{m+n-2 k}(\alpha R), \tag{46}
\end{equation*}
$$

$$
\begin{align*}
& K_{1}(b)=\frac{1}{R}+\frac{(2 \alpha R)^{2 m}}{(2 m)!R}\left[(2 \alpha R-2 m) A_{2 m-1}(2 \alpha R)-e^{-2 \alpha R}\right]  \tag{47}\\
& K_{2}=K_{1}(b)-\frac{\alpha(\alpha R)^{2 m}}{n(2 m)!} \sum_{\nu=0}^{2 n-1} \frac{2 n-\nu}{\nu!}(\alpha R)^{\nu} \sum_{p=0}^{\leq m+(\nu-1) / 2} \frac{D_{2 p}^{2 m-1, \nu}}{2 p+1} A_{2 m+\nu-1-2 p}(2 \alpha R), \tag{48}
\end{align*}
$$

(or the same with atomic quantities interchanged),

$$
\begin{align*}
& J_{1}(b)= \frac{2 \alpha(\alpha R)^{m+n}}{((2 m)!(2 n)!)^{1 / 2}} \leq(m+n-1) / 2  \tag{49}\\
& \sum_{k=0} \frac{D_{2 k}^{m, n-1}}{2 k+1} A_{m+n-1-2 k}(\alpha R), \\
& J_{2}= \frac{\alpha(\alpha R)^{2 m+2 n+1}}{(2 m)!(2 n)!} \sum_{r=0}^{m+n} \sum_{s=0}^{m+n} D_{r}^{m n} D_{s}^{m n} \sum_{\tau=0}^{\leq r, s}(2 \tau+1) R_{\tau}^{r} R_{\tau}{ }^{s} \\
&\left\{\sum_{j=0}^{\tau} \sum_{i=0}^{\tau} p_{\tau}^{j} A_{m+n-s+j}(\alpha R)\left[p_{\tau}{ }^{i} F_{m+n-r+i}(\alpha R)+q_{\tau}{ }^{i} A_{m+n-r+i}(\alpha R)\right]\right. \\
&-\sum_{j=0}^{\tau} \sum_{i=0}^{\tau} p_{\tau}^{j}(m+n-s+j)!(\alpha R)^{-(m+n-s+j+1)}  \tag{50}\\
& {\left.\left[p_{\tau}^{j} F_{m+n-r+i}^{m+n-s+i}(2 \alpha R)+q_{\tau}^{i} A_{m+n-r+i}^{m+n-s+j}(2 \alpha R)\right]\right\}, } \\
& J_{3}(b)= J_{1}(b)-\frac{\alpha(\alpha R)^{2 m}}{n((2 m)!(2 n)!)^{1 / 2}} \sum_{\nu=0}^{2 n} \frac{2 n-\nu}{\nu!}(\alpha R)^{\nu}  \tag{51}\\
& \leq(m+n+\nu-1) / 2 \sum_{2 k}^{m, n+\nu-1}
\end{align*} A_{m+n+\nu-1-2 p}^{2 k+1}(2 \alpha R) .
$$

2. $\alpha \neq \beta$

$$
\begin{align*}
I & =\frac{1}{2}\left(\frac{(\alpha R)^{2 m+1}(\beta R)^{2 n+1}}{(2 m)!(2 n)!}\right)^{1 / 2} \sum_{p=0}^{m+n} D_{p}^{m n} B_{p}\left(\frac{R}{2}(\alpha-\beta)\right) A_{m+n-p}\left(\frac{R}{2}(\alpha+\beta)\right),  \tag{52}\\
K_{1}(b) & =\frac{1}{R}+\frac{(2 \alpha R)^{2 m}}{(2 m)!R}\left[(2 \alpha R-2 m) A_{2 m-1}(2 \alpha R)-e^{-2 \alpha R}\right]  \tag{53}\\
K_{2} & =K_{1}(b)-\frac{\alpha(\alpha R)^{2 m}}{2(2 m)!n} \sum_{\nu=0}^{2 n} \frac{2 n-\nu}{\nu!}(\beta R)^{\nu} \\
J_{1}(b) & \left.\left.=\frac{1}{R}\left(\frac{(\alpha R)^{2 m+1}(\beta R)^{2 n+1}}{\sum_{p=0}^{2 m-1+\nu} D_{p^{2 m-1, \nu}}{ }^{2 m} B_{p}(R(\alpha-\beta)) A_{2 m-1+p-p}(R(\alpha n)!}\right)^{1 / 2}+\beta\right)\right), \tag{54}
\end{align*}
$$

$$
\begin{align*}
J_{2}= & \frac{(\alpha R)^{2 m+1}(\beta R)^{2 n+1}}{(2 m)!(2 n)!R} \sum_{r=0}^{m+n} \sum_{s=0}^{m+n} D_{r}^{m n} D_{s}^{m n} \\
& \left\{\sum _ { \tau = 0 } ^ { \infty } \left(2 \tau+1, G_{\tau}^{r}\left(\frac{R}{2}(\alpha-\beta)\right) G_{\tau}^{s}\left(\frac{R}{2}(\alpha-\beta)\right)\right.\right. \\
& \sum_{j=0}^{\tau} \sum_{i=0}^{\tau} p_{\tau}^{j} A_{m+n-s+j}\left(\frac{R}{2}(\alpha+\beta)\right)\left[p_{\tau}^{i} F_{m+n-r+i}\left(\frac{R}{2}(\alpha+\beta)\right)\right. \\
& \left.+q_{\tau}^{i} A_{m+n-r+i}\left(\frac{R}{2}(\alpha+\beta)\right)\right] \\
& -\sum_{j=0}^{\tau} \sum_{i=0}^{\tau} p_{\tau}^{j}(m+n-s+j)!\left[\frac{R}{2}(\alpha+\beta)\right]^{-(m+n-s+j+1)} \\
& {\left.\left[p_{\tau}{ }^{i} F_{m+n-r+i}^{m+n-s+j}(R(\alpha+\beta))+q_{\tau} A_{m+n-r+i}^{m+n-s+j}(R(\alpha+\beta))\right]\right\}, }  \tag{56}\\
J_{3}(b)= & J_{1}(b)-\frac{1}{2 n R}\left(\frac{(\alpha R)^{2 m+1}(\beta R)^{2 m+1}}{(2 m)!(2 n)!}\right)^{1 / 2} \sum_{\nu=0}^{2 n} \frac{2 n-\nu}{\nu!}(\beta R)^{\nu}
\end{align*}
$$

It is to be noted that the expression for $J_{2}$ for $\alpha \neq \beta$ involves an infinite (convergent) summation. The term at which this is to be cut off depends of course on the accuracy desired. The error involved in cutting off the expansion at the term $\tau=k$ is measured by the error in cutting off the expansion of $\mu^{s} e^{-(R / 2)(\alpha-\beta) \mu}$ in a series of Legendre polynomials $P_{\tau}(\mu)$ at the $k$ th term. From the theory of expansions in terms of orthogonal functions it follows that the root mean square error over the interval $(-1,+1)$, which results in cutting off this series at the $k$ th term is less than that for the corresponding situation in an expansion in terms of any other polynomials, in particular in a power series. Now in the expansion

$$
\mu^{s} e^{-(R / 2)(\alpha-\beta) \mu}=\sum_{\tau=0}^{\infty} \frac{\left[\frac{R}{2}(\beta-\alpha)\right]^{\tau}}{\tau!} \mu^{s+\tau}
$$

it is known from elementary theory that the error in the function in the range $(-1,+1)$ on cutting off at the $k$ th term is less than

$$
\frac{\left|\frac{R}{2}(\beta-\alpha)\right|^{k+1}}{(k+1)!}
$$

Consequently the magnitude of this can be taken as a rough measure of the error in the approximate expansion above, and may be helpful in determining the number of terms to keep in the series.

From Eqs. (46), (48) and (51) and the analogous equations in the second group, bearing in mind the definitions of the various functions, one can see that in most cases the following approximations may be made

$$
\begin{align*}
I^{2} K_{2} & \sim I^{2} / R  \tag{58}\\
I J_{3}(b) & \sim I J_{1}(b) . \tag{59}
\end{align*}
$$

## IV. Applications

It may be well to say a few words on the technique of these calculations. The most essential point is to be systematic. All the functions required should be calculated for the values of the arguments needed before beginning the lengthy summations that occur in some of the integrals. The summations should be carried out in tabular form; and it is wise to carry along the calculations for the various values of the argument simultaneously. This helps to avoid mistakes. Finally one should carry perhaps two or three more significant figures through the work than are required in the final result, because of the large number of subtractions of nearly equal quantities that occurs.

In the actual calculation again there are two different procedures depending on whether the problem is one of attraction or repulsion. In the first case what one generally desires is the equilibrium distance between the atomic nuclei, the energy at this position, and often the fundamental vibration frequency. Consequently one calculates the interaction energy for a number of values of the distance until one finds three consecutive values (fairly close together) such that the energy for the middle one is less than that for the other two. One can then assume that the energy as a function of the distance can be represented by a parabola in this region and thus determine the minimum energy and the corresponding distance $R_{0}$. If now the parabola is represented in the form

$$
E=\frac{1}{2} k\left(R-R_{0}\right)^{2}+E_{0},
$$

one can determine $k$ and then get the fundamental frequency (in wave numbers) by the relation

$$
\omega_{0}=\frac{1}{2 \pi c}\left(\frac{k}{M}\right)^{1 / 2},
$$

where $M$ is the reduced mass

$$
M=\frac{M_{a} M_{b}}{M_{a}+M_{b}},
$$

and $c$ the velocity of light.
In the case of a repulsion problem, what is generally desired is a knowledge of the energy as a function of the distance. One can therefore calculate it for a number of values of the distance (choosing them so as to have the arguments of the functions among the values found in the tables in order to avoid interpolation) and make a plot. It is advisable to plot $\log E$ against the distance because of its rapid rate of change; it is generally found that this will give a curve not differing greatly from a straight line.

As illustration of the method we may consider two typical calculations:

## 1. Sodium molecule ( ${ }^{1} \Sigma$ state)

Using Slater's rule it is found that for a sodium atom the outer electron has a shielding constant of 8.8 , and quantum number $n=3$, so that

$$
\alpha=\frac{Z}{n a_{0}}=1.385 \times 10 \mathrm{~A}^{-1} .
$$

Carrying out the calculation one finds the following values for the energy $\left(\Delta E=W-E_{0}\right)$ :

| $\frac{\alpha R}{4.00}$ | $\frac{R(\text { in } A)}{2.888}$ | $\frac{\Delta E(\text { in volts })}{-0.831}$ |
| :---: | :---: | ---: |
| 4.25 | 3.069 | .837 |
| 4.50 | 3.249 | .801 |

From these values one gets for the minimum energy $\Delta E_{m}=-0.84$ elec-tron-volts, at a distance of separation $R_{0}=3.01 \mathrm{~A}$. and a fundamental vibration frequency of $1.7 \times 10^{2} \mathrm{~cm}^{-1}$. These compare favorably with the experimental values $-1.0 \pm 0.1$ volts, 3.07 A ., and $158 \mathrm{~cm}^{-1}$, as given by Loomis. ${ }^{8}$ Incidentally, the present tendency is to consider Loomis' value for the energy as too high, about 0.8 volts being thought correct. ${ }^{9}$ In particular Kinsey ${ }^{10}$ finds it to be $0.85 \pm .02$ volts. For comparison, it might be mentioned that the calculated energy of the triplet has values for the distances given above of $+1.11,0.78$, and 0.68 volts.

At this point the question naturally arises as to what is the effect of the inner shells, the interactions of which had been neglected, on the energy. To give an accurate answer to this question would involve considerable calculation but we can set up a rough argument to indicate the order of magnitude of the energy due to the inner shells. By the latter is meant the interaction between the outer electron of each atom with the inner shell of the second, for the interaction between the two inner shells must be exceedingly small. The argument is based on the fact that the interaction between two atoms having electrons with wave functions of the form $r^{m-1} e^{-\alpha r}$ and $r^{n-1} e^{-\beta r}$ gives rise to an energy of the form $P e^{-(\alpha+\beta) R}$ where $P$ is a polynomial in $R$ which changes relatively little compared to the change in the exponential for changes in $R$ or even in the kinds of atoms. Consequently, in calculating orders of magnitude one may assume $P$ constant. Now consider the interaction between a neon atom and an argon atom. Although such atoms have not been treated in the theory of this paper, for such a rough calculation one may assume that the repulsion will be of the same form as in the cases that have been considered. Slater's rule (which can be used here for the accuracy desired, even if this is a repulsion problem) gives for neon $Z-s=5.85, n=2$ (so that $\left.\alpha=5.52 \mathrm{~A}^{-1}\right)$ and for argon $Z-s=11.25, n=3\left(\beta=4.25 \mathrm{~A}^{-1}\right)$, whence

[^4]$$
\Delta E \sim P e^{-9.77 R}
$$

Now the kinetic theory radii for neon and argon are 1.1 and 1.3 A respectively. ${ }^{11}$ Hence a neon and an argon atom approach to about 2.4 A at ordinary temperature; so that this distance corresponds to an energy of about $10^{-2}$ volts. For $R=3 \mathrm{~A}$ this gives, considering $P$ unchanged (it certainly cannot change by more than a small factor),

$$
\Delta E \sim 10^{-5} \text { volts }
$$

Now for the interaction between the outer shell of each of two sodium atoms with the inner shell of the other for the same value of $R$, the energy will be different because of the different values for $\alpha$ and $\beta$, because the number of electrons is less (we can make a rough allowance for this by dividing the results obtained by 4 ) and because $P$ is different. Neglecting the change in $P$ which cannot be very large since the atoms are not very different in kind from the preceding, we need only to consider the change in the exponential factor. For the inner shell, Slater's rule gives $\alpha=6.47 \mathrm{~A}^{-1}$, for the outer, $\beta=1.39 \mathrm{~A}^{-1}$. Hence the exponential in this case is $e^{-7.86 R}$ instead of $e^{-9.77 R}$ as above. Taking this into account and also the decreased number of electrons

$$
\Delta E \sim 10^{-3} \text { volts }
$$

which is negligible.
Admittedly this is a very rough calculation but it should serve to give the right order of magnitude. If for some reason the energy is somewhat larger than this estimate, no harm is done for it tends to balance the effect of polarization of the outer shells which has not been considered.

## 2. Helium atoms.

If each electron of a helium atom $A$ has a wave function $u(a)$, then the charge at any point is given by $2 u^{2}(a)$. If now one uses Hartree's charge distribution for helium in the range 0.5 A to 2 A and one assumes a simple exponential form for the wave function one finds as a good approximation

$$
u=3.20 e^{-1.48 r / a_{0}}
$$

where $r$ is measured in A. However, this wave function is not normalized; it is too low in the inner part of the atom. This can be compensated by imagining additional electron charge concentrated at the center of the atom. The exact position of the charge is not important for its effect on the result is small. The simplest way of proceeding at this point is to use the expressions for the integrals given in III modified by a appropriate factors $\mathrm{C}_{a} / \mathrm{N}_{a}$ etc., as indicated there, with the exception that the terms $1 / R$ are not to be changed. It can be verified that this implies neglecting a small part of the interaction between the inner portion of the wave function of one atom and the outer part of the other with respect to the integral $K_{2}$, and also it neglects the contribution of this inner part to the $J_{1}$ and $J_{2}$ integrals. But these are quite small and tend to balance each other.

[^5]Carrying out the calculation according to the theory of III, 3 , one obtains the following values for the interaction energy:

| $\alpha R$ | $R($ in $A)$ | $\Delta E($ in ergs $)$ | Slater's value |
| ---: | :---: | :---: | :---: |
| 4 | 1.430 | $6.38 \times 10^{-13}$ | $1.08 \times 10^{-12}$ |
| 5 | 1.787 | $1.55 \times 10^{-13}$ | $2.09 \times 10^{-13}$ |
| 6 | 2.144 | $3.43 \times 10^{-14}$ | $4.06 \times 10^{-14}$ |
| 8 | 2.859 | $1.37 \times 10^{-15}$ | $1.5 \times 10^{-15}$ |
| 10 | 3.574 | $4.68 \times 10^{-17}$ | $5.8 \times 10^{-17}$ |

In the last column are included for comparison the values calculated by Slater's formula ${ }^{12}$

$$
\Delta E=7.7 \times 10^{-10} e^{-2.43\left(R / a_{0}\right)} .
$$

It can be seen that the order of magnitude of the two sets of results is the same and they are nearly equal in the region of 3 A . It is difficult deciding which is the more correct. ${ }^{13}$

The writer wishes to express his indebtedness to Professor J. C. Slater and to Professor R. M. Langer for their ever helpful advice and criticism.
${ }^{12}$ Slater, Phys. Rev. 32, 349 (1928).
${ }^{13}$ Cf. Gentile, Zeits f. Phys., 63, 795 (1930).
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