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We have developed and, to some extent, solved a number of kinetic equations for displaced
correlation functions in a classical fluid. These functions, of which the Van Hove neutron
scattering function is a special example, are one-particle distribution functions obtained from
a Gibbs ensemble which is initially, at =0, in equilibrium except for one labeled particle
whose distribution W(F,V) at t=0 differs from its equilibrium value ph(¥), where p is the
average fluid density, and k() is the Maxwellian velocity distribution function. We investi-
gate the time evolution of the (self- ) distribution function of this labeled particle, f¢(F,7,1),
as well as the deviation from equilibrium, (%, V, ?), of the total one-particle distribution func-
tion. The latter represents the density of fluid particles, labeled and unlabeled, at position
T and velocity V. Since both fs and n are linear fur_xctionals of W, they will satisfy exactly a
linear non-Markovian kinetic equation of the form f= Bf+ [ o ar’ M@ f@¢-t'). Bis atime-in-
dependent and M a time-dependent (memory) operator (nonsingular in {). Our kinetic equa-
tions (first- and higher-order) are based on neglecting or approximating M in such a way that
the short-time behavior of fg and 7 is described exactly. The rationale behind this scheme is
that our choice of initial ensemble is precisely of the type generally assumed in the “derivation”
of kinetic equations. The calculation of B is straightforward and depends in a very important
way on whether the interparticle potential in the fluid is smooth or contains a hard core. In
the former case, the first-order kinetic equation is of the Vlasov type with an effective poten-
tial given by the equilibrium direct correlation function, while in the latter case, B contains,
in addition, a linear Enskog-type collision term. We show that this Vlasov equation (also de-
rived previously by many authors) gives a damping linear in the wave number % for small % in-
stead of the hydrodynamic 8’ dependence. The kinetic equation for systems with hard cores does
not give correct hydrodynamic behavior. (For a one-dimensional system of hard rods, the first-
order kinetic equation is exact.) We also obtain and solve a second-order kinetic equation, which
is a generalized Vlasov-Fokker-Planck-type equation, for systems with continuous potentials.

I. INTRODUCTION

We have recently obtained and discussed the
time evolution of the Van Hove self- and total
correlation functions of a one-dimensional system
of hard rods.!=® The reason for studying this sys-
tem is that it is the only fluid with a true Hamil-
tonian for which these functions can be obtained
exactly. We investigated, in particular, the rela-
tion between the exact result and that obtained
from the solution of various approximate kinetic
equations in the hope that the study of such a sys-
tem would suggest viable approximations for real
fluids. It is the purpose of this paper to discuss
such approximate kinetic equations for these special
time-dependent distributions in classical fluids.

The kinetic-equation approach to time-dependent
phenomena in a fluid is on a level intermediate
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between that of hydrodynamics, where microstruc-
ture is totally ignored, and a full-scale attack on
the N-body problem. It generally involves the der-
ivation and solution of a trasnport equation for

the one- (or a few) particle distribution function.

It is thus somewhat analogous to the use of integral
equations for the low-order configurational distri-
bution functions in equilibrium fluids.* In the lat-
ter case, such methods have been found successful
in yielding good approximations over a wide range
of fluid temperatures and densities. This is par-
ticularly true in the case of the Percus-Yevick
equation, which is exact for a one-dimensional
system of hard rods.® It is our hope that we

might be equally successful with some of our one-
dimensional inspired kinetic equations, although
the time-dependent problem is much more com-
plicated.
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In restricting our attention to the so-called time-
displaced distribution functions of which the Van
Hove functions are special cases, we have the ad-
vantage of having awell-posed strictly linear initial
value problem. This, as we shall see, leads to
kinetic equations which are not always identical,
even within the same approximation scheme, to
linearizations of the originally nonlinear kinetic
equations, for example, the Boltzmann-Enskog
equation,

We start by considering a classical system of
N particles in a box (periodic) with average den-
sity p, interacting via a pair potential o(r). At
t=0, the T -space ensemble density u(x,, ...,

Xy 0), where X;= r; v;) stands for the position

and velocity vectors of the ith particle, corre-
sponds to having one particle with a specified dis-
tribution W(X) and the rest of the particles in equi-
librium at a temperature T = (28)"!, relative to
this particle. The distribution function of this
particular labeled particle at a later time ¢ is
designated fs(if;t). Letting particle number one
be the labeled particle, we have

.,:?N;t) . (1.1)

fs(xl;t)= J dx,* J deul(xl, ..
Here u1(Xq, ..., Xy;t) is the ensemble density at
time ¢ obtained from the seolution of the Liouville
equation, with the initial condition

ul(il, .. 0) Nuo(xl, cen, N) wix )/f1 (x ),

(1.2)

where i, is the canonical distribution and £,°(x,)
= pho(ﬂ) is the one-particle equilibrium distribu-
tion function in a uniform equilibrium system,

hy W) being the Maxwellian velocity distribution
function. At ¢= 0, f(X;0)= W(X) and we usually
have [dX W(X)=1. The one-particle density of
the other particles in the system is given by

&y )= (N=1) [ a%,

X fdis.--j'diNul(:?l, ...,)?N;t) . (1.3)
We have in mind here a situation in which the
labeled particle (particle 1) is of the same kind
as the other particles of the system. This is not
necessary, however, and in the usual kinetic
theory of tracer diffusion, electrical conductivity,
Brownian motion, etc., the labeled particle is
really different from the other fluid particles.
Many of our later manipulations in dealing with
fs can be readily modified to this more general
case, and this is usefulin gaining insight into some
approximations we shall use.

The total one-particle distribution function is
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f&X; ) =fs(§;t)+fd(§;t). (1.4)

It can also be defined® as the one-particle distri-
bution function in a symmetrized ensemble:

N

R, e K )=NT 2 0 &, e, Kgt),  (15)
i=1

fE0=N [dx, o [ax p&, ..., X0, (1.6)

where 4, is obtained from p, by interchanging 1
and Z, and

N W)
p.()?l, ...,)?N;O)=uo(5('1, "")?N) ?1 ?17(;%— .
(1.7
At t=0, f(&,5,0)= W(T,¥)+p~' hy(¥)
x [dr’ [av'pl(r, " )WE,v’), (1.8)

where p,°(f,T’) is the configurational two-particle
equilibrium distribution function.

We shall also be interested later in the higher-
order self- and total distribution functions,

fs,m(xl’ ..,xm;t)
W=t E oG .
TW-m)! J Jaxpg & e X 1),

(1.9)
fm(:?l, .. .,fm;t)

N!

=T j'dxm+1°'-fdeu()?l,...,)?N;t)

(1.10)

so that fs 1=fs» f1=f. The deviations of the f,,
from their equilibrium values fm will be denoted
by 7m,,:

nm(il, . .,im;t)=fm(f1, . --,fm;t)

-fm°(§1, ...,im)j'd:’cw(i) (1.11)
with fm°(§1, ,..,:?m)
m - o= -
= II ho(vi)pm (xl, .. .,xm) . (1.12)

i=1



188 TIME-DEPENDENT CORRELATION FUNCTIONS 489

Integrating over velocities, we obtain the coordi-
nate distributions

ns,m(;l""’;m;t)
= fdx?l---jdx?mfs’m(il,...,im;t), (1.13)
nm(Fl,...,?m;t)
=fd\71...fd?rmnm(il,...,im;t) . (1.14)

The Van Hove self- and total correlation functions,®
G4(T,t) and G(T,¢), correspond to

ns(r,t)zns,l(r,t) and n(r,t):nl(r,t),

with the particular choice

W, v)=56(f) 1y (V) . (1.15)
We shall also be interested inthe current-current
correlation tensors U¢(F, ¢) and T(F, ). These
correspond formally to

tr’s(F,t)=j'dx7x7fs(F,‘7, t), (1.16)
U, )= [ avin(F,v, 1), (1.17)
with W,V )=Vhy(¥)5 (F) . (1.18)

Since we are dealing with macroscopic systems,
we have to consider, as in equilibrium, the ther-
modynamic limit of the distribution functions, i.e.,
N~ 0, p and B fixed. While there is no general
proof at present for the existence of this limit for
time-dependent distributions, we shall assume that
such a limit exists for the correlation functions
at fixed values of their arguments.

II. TIME EVOLUTION OF DISTRIBUTION
FUNCTIONS

Since our initial ensembles are linear in W, the
distribution functions will also be linear in W, i.e.,

fs,m(x y oo .,xm;t)
_ -y - - . -y -y
= [dx fs,m(xl’ ...,xm,t/x YWE'), (2.1)
S ARIE )
-/ - - el -
= fdx nm(xl, .. -,xm,’t/x WE), (2.2)

where the conditional distributions appearing in
the integrands are the values of fs’ m and 7, at

-/

time ¢ for W(X)=6(x-X ). They depend only on
t;-T, i=1,..., m and also implicitly on the
Hamiltonian of the system, i.e., the mass of the
particles and the interaction potential ¢(F), and
onp and B. At¢=0,

- - -/
fs,m(xl, .. .,xm,O/x )

m
_ - _ol I - m—l - . -
=6 -X) 0y ng@) 0" g, @5ennT ),

(2.3)

where g,,=0,,°/p"" depends only on Fi—Fl, and, in
particular, g,=1 and g,(F)= g(r') is the radial dis-
tribution function of the fluid. The conditional
Ny,'s are symmetric in their arguments and con-
sist of two types of terms: those in which one of
the particles is the labeled one and those in which
none is:

- - - m-1 - -
nm(xl’ . ..,xm;O/x')=p gm(rl, cee, rm)
X F_xyn v n

j=1 6(xj * )H].ho(vi) +,‘:1 O(Vi)

m - - -2 - -
Xp [gm+1(r1,...’rm’r )-gm(rl, ,rm)il'

(2.4)
In particular, for m=1,2
n,(,v,0/4" V")
=5E-F )6~V )+h,@)GE-F) ,  (2.5)

7’2(’?1; X2 0/}?,)=pg(1?1 -15,)[ 6(;1 - i?l)

X 8(V, =V Vho(Wp)+ 8T, = T ) 667, = V' ) 1o (V)]

+ ho(\Tl)ho(\';z)pz [g3(;1, I"’2, Fl) _gz(i?u i‘.z)]: (2' 6)

where G(r)=p[g(t) - 1]=G(r,0) - 6(). (2.7)
The right-hand side of (2.5) is a generalization of
the modified equilibrium configurational two-par-
ticle Ursell function to include velocities® and has
as its inverse the correspondingly generalized

modified direct correlation function

I(F: T 7)== 66 -¥") = ph ) CE-T"),
(2.8)

ie., W®=[dX'l &X' )n&,0), (2.9)
with C(r) being the usual equilibrium direct corre-
lation function. By combining Eqs. (2.2), (2. 4),
and (2.9), we can express the higher order 7, as



490 LEBOWITZ, PERCUS, AND SYKES 188

linear functionals of =7, at =0,

The change with time of the f, . and 7, is
given by the Bogoliubov-Born-Gi'een-Kirkwood-
Yvon (BBGKY) infinite hierarchy of equations

af  (¢#) m< af (t)

én' a¢>(rz..-x?j) - 8fs’-m(t))

=T f (), (2.10)

m s,m+1

where M is the mass of a particle. The 7,
satisfy the same equations, only the initial condi-
tions are different. Equation (2.10) has to be
modified, in obvious ways, when ¢(7) has discon-
tinuities, e.g., the particles have hard cores.
We shall now assume that there exists, formally
at least, an inverse matrix to f (X, #/X'), i.e.,
W)= [dx'T-! (i,t:i’)fs(i’, t). (2.11)
This permits us to express the f . (t) and 7,,(¢)
as linear time-dependent functionals of f(t) and

n(t) at any time f. More specifically, we shall
formally write

- > L -7
fs’m(x ,...,xm,t)—fdx

-

- - - - rt .,
xfs,m(xl’ . ..,xm,O/x )fs(x )+ [ dx fO dt

> > 1, > >
sz,m(xl,...,xm,t—t 'X )fs(x,t ) (2.12)

and
- . N [t [ g
nm(xl, ...,xm,t)-fdx Jax

xnm()?

X O/FMIE": X I, t)

o - t - - - -
+ dx'f0 dt'Km(xl, -.-,xm,t—t':x')n(x',t') .

(2.13)

Substituting Eqs. (2.12) and (2. 13) into (2. 10), we
obtain for m=1

st(t) . afs(t)
otV e =B

+Jy a'M (=7 () (2.14)
an(¢) -~ om(s) _

and otV Tor =Bn(t)
s Ji ar M=), 2.15)

where the B’s are time-independent operators ob-
tained by operating with I', on the first term of the
right-hand side of (2.12) or (2. 13) with m =2.

Equations (2.14) and (2. 15) are exact but useless
as they stand since the non-Markovian memory
terms M (#) and M (¢) cannot be found explicitly
for a three-dimensional system. These equations
are, however, in a form suitable for deriving ap-
proximate kinetic equations for f; and 7. Such
equations, of which the Boltzmann equation for
gases and the Fokker-Planck equation for a
Brownian particle in a fluid are prototypes, are
characterized by the breaking of the BBGKY
hierarchy, Eq. (2.10), at m=1 (or in the Kirk-
wood theory of transport in liquids? at m =2).
The breaking of the hierarchy is accomplished
by what amounts to making some ansatz which
gives the two- (more generally m + 1) particle
distribution at time ¢ in terms of the one- (or m)
particle distribution at that time. This leads
then to a Markovian equation for the one-particle
distribution. The physical idea underlying this
derivation of kinetic equations is that the higher-
order distributions accommodate themselves to
the one-particle distribution, approaching a state
of conditional equilibrium relative to the one-par-
ticle distribution, in a time which is short on the
time scale in which the latter varies. In effect
the rest of the system follows adiabatically or
with only a slight time lag the variations of f,(¢).
The actual forms which one assumes for the two-
particle distribution vary with the problem. For
the test particle problem corresponding to fg one
assumes generally that the particles of the rest
of the system are in equilibrium prior to a col-
lision with the test particle. More recent deriva-
tions of transport equations involve expansions in
some small parameter such as the density, the
interaction potential, or the mass ratio in Brownian
motion,® These expansions generally agree with
the older, intuitively derived, kinetic equations to
lowest order only. Higher-order terms give rise
to non-Markovian equations which may be inter-
preted to reflect the noninstantaneous readjust-
ment of the system to the time varying one-par-
ticle distribution.

Since there is no suitable small parameter in
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fluids, we are by necessity forced to rely on
some sort of ad hoc approximations., Therefore,
we have carried the formal analysis as far as we
could to obtain Eqs. (2.14) and (2. 15). To pro-
ceed requires making some good approximations
for M¢(#) and M (2).

Our lowest-order kinetic equations for fg and
7 are obtained by setting the integrals on the right-
hand side of (2.14) and (2. 15) equal to zero. This
results in a Markovian equation for f; and 7. The
equation for 7 was found to be exact for a one-di-
mensional system of hard rods.® The equation
for fg is never exact, even in one dimension. It
does, however, yield the correct G(r, ) for some
special equilibrium velocity distributions in that
system,

To obtain the form of B ; and B, we let # - 0% in
Egs. (2.14) and (2.15). In this limit, the integral
on the right-hand side of (2.14) or (2. 15) vanishes
and our approximate kinetic equation thus becomes
exact at ¢=0% for all W(x). Hence, since B is a
time-independent operator, it may be obtained by
considering 81/8¢ at £=0*. We find now a marked
difference between continuous (piecewise differ-
entiable) pair potentials and discontinuous ones,
e.g., containing hard-core interactions. In the
first case, the velocities of all the particles are
continuous functions of the time, while in the lat-
ter case, there can be discontinuous changes in
the velocities. This leads to an effective field
type of equation in the continuous case and to an
irreversible linearized Boltzmann- Enskog type
of equation in the hard-core case.

The reason for this qualitative difference lies,
of course, in the fact that we are looking at the
system at =07 when the continuous potential has
not yet had a chance to assert itself. If we were
to look at the system on a time scale which is
large compared to a collision time, the gross
difference between these potentials would disap-
pear and we would obtain some kind of Enskog
equation also for the continuous potentials.® The
mathematical simplicity of our present approach
would, however, disappear then and we shall not
pursue that approach here.

The outline of the remainder of this paper is as
follows. In Sec. III, we derive the first-order
kinetic equations for the continuous and hard-core
potentials. In Sec. IV, we discuss the short-time
behavior of these equations. Then, in Sec. V,
we obtain the full solution of the equation for the
continuous case and show that it does not have a
proper hydrodynamical limit. The solution of
the kinetic equations when the potential has a
hard-core part is discussed in Secs. VI and VII.
Finally, in Sec. VII, we derive and solve a
higher-order kinetic equation for continuous po-
tentials. This equation contains both Vlasov- and
Fokker-Planck-type terms and, therefore, does
not suffer from the defects of the first-order

equation.
III. FIRST- ORDER KINETIC EQUATIONS
A. Continuous Potentials

It is seen from Eq. (1.2) that at #=0 the non-
labeled particles are in equilibrium relative to
the labeled particle. Hence, if the labeled par-
ticle could be held fixed in its position for ¢ >0,
there would be no change in the distribution of
the other particles. The only reason for distri-
butions changing with time is the motion of the
labeled particle, For continuous potentials, how-
ever, this motion of the labeled particle only pro-
duces a finite rate of change in its own position,
not in its own or other particles’ velocities at
t=0%. Therefore, we have at ¢=0%

- - +
afs(r,v,o ) ) AW(T, V) -0 (3.1)
3 Ve T -
afd(;,;?0+)
o, 3.2)
-+ -
and an(r,v,0 ) +V e Wz, ¥ =0. 3.3)

at ar
Hence, since

WEE)=f (% 0)= [d&'l GX)nE,0) , (.4)
we obtain immediately as our lowest-order kinetic
equations for continuous potentials

o (F,7,¢)
a2 TV° or

afs(r‘, v, 1) 6.5)
=0, 3.5

an(r,v,¢)  ~ on(F,v,t)
ar TV o

- a - - -
= pho(av-—a—;— fdr'C(r—r’)

- NP 3, (V) 9
X0 ~or Er

x [dr'[- B CE -1 )]n(F, 1) . (3.6)

In other words, B_ =0 and Bn(¢) is given by the
right-hand side of (3.6). The second equality on
the right-hand side of (3. 6) shows clearly that
this approximate kinetic equation for 7 has the
form of a linearized Vlasov (i.e., time-dependent
self-consistent field) equation with — 8~1C(r) play-
ing the part of an effective potential V(r). Equa-
tion (3. 6) has also been derived by Nelkin and
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Ranganathan'® (and other authors!!) from a dif-
ferent starting point. Equation (3.5) for fg is

that appropriate foranidealgasand is, therefore,
of no practical interest. This ideal-gas equation
for fg results clearly from the fact that at /=0,
when the equation is exact, the distribution of the
other fluid particles is spherically symmetric
about the position of the labeled particle and hence
produces no force on it.

B. Systems with Hard Cores

We shall consider now the case where the inter-
particle potential is infinite for IT'| <a, a being
the diameter of the hard cores:

o(F)=0°)+'(F) , 3.7

where ¢°(¥) =w, for v<a

=0, for v>a

and ¢'(r) is continuous. For this potential the
velocities of the particles can change discontin-
uously due to collisions. Collisions take place be-
tween particles whose centers were separated by
the distance a* at £=0. The density of particles
at this distance from the test particle is equal to
pgla) at t=0. Hence the kinetic equation obtained
from (2.14), by neglecting the M term there, is

afs(F,J,t) . afs(F,‘T,t) .
m +V =Bsfs(r,v,t)

=pgla)a? [dR [a¥,,~7) & e[, =)+ &)

- >/

-l - - -
X [ho(vl)fs(r,v , t)—ho(vl)fs(r, v,t)], (3.8)
where vV =v+i[@,-V) -],
T k(G =) 7],

and € is the step function

€()=0, for y<0

=1, for y>0.
The right-hand side of (3. 8) is the usual linear
Boltzmann operator with the Enskog factor g(a).

When the ¥ integration is done, the equation re-
duces to

- -/

8 - - -~ 3 - - -
Wfs(r,v,t)+v-gfs(r,v,t)=jdv'Ls(v,v )

x[f &7 ’, Oy 60)-f (¥, 0 h & ), (3.9a)

- =/

where Ls(\T,\7')=pazg(a)(21r/ﬁm|v-v D)

xexp{Bm[v?v * - (7 - ¥ )2)/2|v-v | %}

=Ls(x7',x7). (3.9p)
This equation has been investigated in detail by
Desai and Nelkin, *?

To obtain B7, we note, using (1.4), that the
change in 7 at ¢= 0" due to collisions will involve,
in addition to B f as given in (3.8), also changes
in f due to collisions at =0 of a fluid particle,
say particle j (j #1), with the labeled particle,
(particle 1). In addition, particle j will suffer
collisions with the other particles of the fluid,
say a particle i (j#4), whose spatial distribution
at t=0% is influenced by the presence of particle
1 at a given position (but is independent of the
velocity of the labeled particle). Now if the la-
beled particle were fixed in position - “nailed
down” - then the effect of these collisions would
be to maintain f; in its conditional equilibrium
value. The net change in f,; at ¢= 0* will there-
fore be given by the difference between collisions
with a labeled particle which can move and a la-
beled particle which is fixed in position, i.e., the
rate of change of 7 at =07 is given by

of 6.f, 0,f
81] - S 17d 0 d
S N e IR
6lfd -
with —-= =pgla)a® [ dk [ av,(v, - V) - k

x €[y =) k][ 1yT)f (F +ak, 71, 0)

-ho(ﬂfs(F-aE,Gl,o)] (3.11a)
0074 - -
and — =pgla)a® [ dk (-V - k)e(-V - k)
x[ho(wT— ZE\T-I})nS(fﬁal?, 0)
- ho(ﬂns(F— ak,0)] . (3.11b)

Equation (3. 11) represents scattering of particles
with velocity distribution 4, (V) and density (at con-
tact) pg(a) from a moving and nailed-down hard
sphere, respectively. Using now (2. 9) we find
after some manipulations (a derivation using the
BBGKY equations is given in Appendix A)

CLCI A L AT )
ar D »Vy

at

- a - - - -
= — Bphy (V) V - = Jar'v(E - £ )n(@, t) + pgla) a®



188 TIME-DEPENDENT CORRELATION FUNCTIONS 493

x [dk [d¥,6, =)+ ke[, =V)-k][ B (] n(F, ¥, £)
- k@ N(E, 7, £)+ kg ME +ak, v, t)

= ho@M(E - ak, v,,1)], (3.12)

where the effective potential V(F') is given by

-BV(@E)=CE)+gla)ela~ IT1). (3.13)
Equation (3.12) or what corresponds to it for a
one-dimensional system of hard rods was found
to be exact in Ref. 3.
When a=0, Eq. (3.12) reduces to Eq. (3.6)

with C(f') the direct correlation function of par-
ticles interacting with a smooth potential only.
Note, however, that when the particles have hard
cores the effective potential is still continuous,
even at »=q, since C(F) - g(f') is continuous every-
where. Note also that even in the absence of a
soft potential ¢'(7), the hard core produces an ef-
fective field or Vlasov term in addition to the col-
lision term. Since to lowest order in p (with a
fixed) we generally have g(a)=exp[— B¢ (a)]

- BV(»)=exp[- Bop*(a)] - 1,

for 7r<a

for r>a. (3.14)

=exp[- B¢' ()] -1,
The effective potential thus has the form of a
square well for »<a when the density is small,
There is also another limit which one can take
of Eq. (3.12). This is the Boltzmann limit of
Grad,
p=w, a-0 with pa?® fixed, (3.15)
when, according to Grad, !* the Boltzmann equa-
tion for gases is exact. In this limit, the right-
hand side of (3.12) becomes identical with the
linearized Boltzmann equation, i.e., the one-
particle distribution function, f(r,V,¢), appearing
in the standard Boltzmann equation is set equal
to pho@)+n(¥, ¥, t) and linear terms in 7 are kept.
[Recent work of Gallavotti'* would seem to indi-
cate that in this limit (3. 9) and (3. 12) would be
exact when ¢'(f)=0]. Quite generally, (3.12) can
be written in the form

9 - - - 9 - - >
a7 (T, v, t)+v- ?r:n(f,v, t)=phy¥)v - 1

X [dt'CE~T1') favn(F’, V", 1)

- >

+ [df [aV' L(E-T1",V,V")
x [n@E, v, ) h, ) =, ¥, ) (¥ )] , (3.16)

- - >y

with L@, v,v')=L({,v' V).

IV. SHORT-TIME BEHAVIOR OF FIRST- ORDER
KINETIC EQUATIONS

The kinetic equations derived in Sec. IIl are
characterized completely by their being (i) Mar-
kovian and (ii) exact at #=0". Considering now

the positional distributions, we have generally the
continuity equation

0 - 9 T

5;n(r,t)+—a—lf—-J(r,t)=0 3 (4.1)
where n(f,t)= [dVn(F,7,¢), (4.2)
and I, 1)= [avin(E,¥, 1),

with similar equations for » s and J
time derivative of (4.1) gives

Taking the

92
afzn(r f)+—a1r' dVV

n(‘ v,0)=0. (4.3)
Our first-order kinetic equations will thus give ex-
actly the first and second derivatives of n(f,¢) with
respect to £ at = o*.

Considering now, in particular, the initial distri-
bution of (1.15), W(F, V)= 6(f),¥), we find, as
expected, the well-known exact sum rule:

812 x K, t)l ==k*(Bm),
(4. 4)

2 -
;Fx(k,t)\

while

2| -ty | -
o x(k,t)’0+— T xs(k,t)0+—0, (4.5)

where (K, ¢) and xs(k t) are the spatial Fourier
transforms of G(t,t) and Gs(r t). For continuous
potentials all the odd derivatives of x(K, ¢) and
Xs (k t) vanish at = 0" exactly and also in our
kmet1c model. For potentials with hard cores,
on the other hand, the third and higher odd de-
rivatives do not vanish at ¢= 0", In particular,
we find from Egs. (3.8) and (3. 12)

ag - _ (4)31T 1/ 2
B xs(k, t)\0+— pg,(a) Fa? <—9(Bm)3> (4.6)
83 - B 5 5 (4)3‘” 1/ 2
and Wx(k,t).o_}‘—-sz(d)ka (W)
coska sinka 2
X[ “(%a? "% ta (1' (kaP ﬂ’“ ”

which agree with the exact results.
To see that our kinetic equations give the exact
third derivative of xg and y at #=0", we make use
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of their definitions as time-dependent correlations
in an equilibrium ensemble p,:

xs(l'c',t—z')=<eﬂ'€.[ﬁ(t)-;l(t:)]> -
and  x(k,t- t')=Ej<eﬂ;' [7;(8)- ?1(t')]> ’
k#0. 4.9)

It follows directly from these definitions that

atz x &, 1)= -k k: T_(K, £)= - (K- 7,(1)

R EAGESAVIFS 70), (4.10)

82 - . g ..
and 5z x(&)=-KE: U, 0)=- 25 Ck-7.(1)

ezf'[%(f)-Fl(o)]ﬁ.v,(o)>, (4.11)

where Ug(k, ) and T (K, ¢) are the Fourier trans-
forms of the self- and total current-current corre-
lations As mentioned in the Introduction, the
exact U U may be obtained via Eqs. (1.16) and
(1.17) from the exact fs, M with the initial W(¥, V),
given in (1. 18). The exact third time derivative
of xg and x may therefore be obtained from the
first time derivative of f; and 7. Now, since our
kinetic equations give the first time derivative of
fgand 1 exactly at ¢ = 0* for an arbitrary W(r V),
we will obtain the exact x%’’(k,0*) and x’*’ (k, 0+)
whenever (4. 10) and (4. llssare satisfied by our
approximate kinetic equations. There is, how-
ever, no a priovi guarantee that (4. 10) and (4. 11)
will be satisfied by the approximate xg, x and Ug,
U for ¢>0.

To see what is involved, we derive (4.10) and
(4. 11) for the exact Van Hove correlation func-
tions in an alternative way which is more readily
applicable also to approximate correlation func-
tions. From (4.1)

82 > 9 -> -, .7 > - -
e x(k, t):—ﬁ/dv /dv’zk-vn(k, V, /¥ F) ,
(4.12)
- . . ---b,

where (&, ¥, 1/7= [aF S T 5 4w )
It follows from the time reversibility of the
Hamiltonian and translational invariance (and may
be verified explicitly for the exact solution of the
one-dimensional hard-rod system) that the exact
solution has the property

-

1K, v, t/V)h(")= n(=K, = V" , t/= Dh,(¥) ,
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=n(&, V', t/V)h,() , (4.13)
and £ &, v, /W) hfv") = £ &, t/Dr @)+ (4.14)

Substituting (4. 13) into (4. 12) yields

92 -~ ] O I VRN G
77 X&, t)=Tt/ d"'/ TN,V t/9) K ol ).
(4.15)

Using now the identity (4.1) again for nK,v’,t)
obtained from an initial W(K, V)= ik -V k, (%), we
obtain

2 . -
s Xk, t)=— [a¥' [dTk-¥

x n(k, v, t /V)k-Vh(V) (4.16)
which is identical to (4. 11).
holds for (4. 10).

The approximate kinetic equations (3. 5) and (3. 8)
for fg clearly have the symmetry of (4. 14) and
(4. 10) therefore holds. It will also be shown in
Secs. V and VII that the solutions of (3. 6) and
(3. 12) satisfy (4.13), and (4.7) is exact.

The higher-order time derivatives of g and x
obtained from our first-order kinetic equations will
coincide with the exact ones only for weak poten-
tials, i.e., to terms linear in ¢

A similar analysis

V. SOLUTIONS OF FIRST- ORDER KINETIC
EQUATIONS FOR CONTINUOUS POTENTIALS

Taking the Fourier- Laplace transform of (3.6),
we find

(s-&-v)NK,V,s)

=16, v, 0) - ik -vh,¥)p C(R)7(K, s), (5.1)
where #(K,s) = [avik,v,s) . (5.2)
We then have, using (2.5),
A&, v , s/ ) ={ 6@ =V")+ hy(¥) [ S(k) - 1]
- KV (WpCR) K, s/} /(s - K-v), (5.3)

where 7(K, s/¥') is the Fourier -Laplace trans-
form of the density when the test particle is at the
origin with velocity v’' at ¢=0, Integrating over v
we find

(R, s/3)= S_St{{ff‘?, (1_ K7 [S() - 1] }"(s)>

{1+[S®)-1]sP ()}
(5.4)
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6 =v') R @)[S()-1PP(s)
Tso®ev T {1+[SR)-11sTG)F

. Ry S(k)=1][s - &K .@+Vv")] 5.5
(s~-EK.-v)(s=-EK-v){1+[SE)—1]sP(s)} ™

where S(k)=x(%,0)=[1-pC(R)]-* , (5.6)

and Y(s)=/dx7—s_—’5°§.lv;— ) 6.7

Equation (4, 13) is thus satisfied at all times.

In order to investigate the properties of the
above equations in the complex s plane, it is con-
venient to define the entire function

00 - -2
D@E)= [ due Uz U /2
V]
2 2
=(_%")1/262 /2[1_(2"_1)1/2 2 e /2]
0 (5.8)
Then, for a Maxwellian velocity distribution, we
may write

¥(s)=[(Bm)I?/k] D(z) , (5.9)

with z=s(Bm)'/2/k, which extends ¥(s) into the
left-hand side of the complex plane.

The initial W(¥, ¥) of Eq. (1.15) then yields for
the Laplace transform of x(k, ¢)

x(K, s)= fd\?fdw;' 1K, v, s/ ), (v’)

S%(k)D(z)

=(Bm)'%/k 1+[S(k)-1]zD(z) ’

(5.10)

so that for an ideal gas where C(2)=0 and S(&)=1
%°6, s)=[(Bm)/2/k]D(z) .

The relation (5. 10) between (K, s) and ¥°(, s) is
a special case of a general relationship between
X ’s with different values of C(r) derived in Sec.
VI. Using the initial W(r,v) of Eq. (1.18) we
find explicitly that

(5.11)

with x(k, #) obtained from (5.10). Equation (4. 11)
follows from this at once. Equation (5.11) also
shows that the transverse current correlations are
those of an ideal gas. For the self-function we,

of course, always have in this approximation just
the ideal-gas result. .

The coherent scattering function, S(k,w)=m"!
x Rex(k,iw), may be readily obtained from (5. 10)
and has been investigated extensively by Nelkin
and Ranganathan!® in that form. For the equilib-
rium S(&) they used the Wertheim-Thiele solution
of the Percus-Yevick equation for a system of
hard spheres with the parameters a=3.0 A;
L mpa®=0.45. Their results were generally of the
form expected for S(E, w) except near w=_0 where
one expects a Rayleigh peak for small 2. Com-
paring their results with Rahman’s machine com-
putations on Lennard-Jones particles they also
found large disagreements.

Looking directly at (5.10), we see first that
x(K, t) will have its ideal-gas form for any value
of k£ for which S(¢)=1, i.e., C(¢)=0, [which also
follows from (3.6)]. For such values of &,

S(E, ©)= (Bm/zﬂkz)l/Ze-ﬁme/Zkz

(5.12)
When S(k)+#1, one may use contour integration
to obtain

x(e, t) = En A explktz /(Bm)/?]

where the z,, are the zeros of the denominator

on the right-hand side of (5.10) and the A,, are
residues. Note that both A, and z,, depend only
on S(£) and hence are even functions of 2. For
real values of z,zD(z) <1, hence since S(k) =0
none of the z,, will be real positive or indeed have
a positive real part. Furthermore, if S(¢)<1,
none of the z, will be real. If, however, S(¢)>1
there will always be one real negative z, which
corresponds to a pure dissipative mode albeit with
a damping coefficient which is linear in & for
small k. When S(£) > 1, the damping becomes
small so that for long times

x(&, 1)~ S(k) exp[— (2/npm ) 2kt/S(®k)].  (5.13)

Now since
-1
]
S(0)= <a—p(Bp)> = kaKT,

where kqp is the isothermal compressibility, the
above behavior will occur near the critical point.
In any case, the behavior of y(&, #) will never be
hydrodynamic where the damping goes as k2 for
small k. This shows that the various approximate
theories do not have a realistic dissipative mech-
anism in them. This is remedied when there is

in addition to the Vlasov term which gives a Landau
damping a real irreversible term in the kinetic
equation coming from hard-core collisions (cf

Sec. VII and Appendix B) or from a Fokker- Planck-
type term (Sec. VIII). [Itis interesting to note
here that if one uses an approximate equilibrium
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S(k), such as that obtained from mean-field theory,
then the unstable uniform fluid is characterized by
a negative compressmﬂlty which would give rise
to an unbounded x(k, #) in our kinetic equation. ]'s

VI. FORM OF f, FOR SYSTEMS
WITH HARD CORES

The solutions of Egs. (3.8) and (3. 12) are con-
siderably more complicated than the correspond-
ing equations for continuous potentials considered
before. Since these equations are, however, in
essence just linear or linearized Boltzmann equa-
tions there is much relevant information in the

literature of the kinetic theory of gases about them.

In particular, the asymptotic form of their solu-
tions has been investigated extensively. Also
many approximate methods of solution and alter-
nate simpler kinetic equations which are approxi-
mations to, or related to, the Boltzmann equa-
tion have been considered. Many of these equa-
tions have already been used to investigate the
Van Hove functions. In particular, Desai and
Nelkin'? have studied in detail the solutions of Eq.
(3.8) for the moments of G(F,¢). In their calcu-
lation pgla) -p, the actual den51ty, as is proper
for a dilute gas of hard spheres, ¢'(»)=0, when
gla)=1. This has no effect on the solutions of
(3.8) where pgla) is just a parameter. The in-
clusion of the Enskog g(a) term, which depends
also on the temperature when ¢'(r) #0, is neces-
sary for obtaining the exact third time derivative
at ¢+=0"* and is known to yield good agreement with
experiment for the diffusion coefficient of dense
fluids'® when the actual interparticle potential is
represented by a hard core plus soft potential with
parameters chosen to fit the equilibrium properties
of the fluid. The self-diffusion coefficient is given
generally as

D=4 [)7 at(#(1) - ¥(0))

f dt fav [av'v f( o,?,t/v')v'ho(v')

L lim — fdr?zG ()

- o0

=1.02 3(Bmm) Y2 /pgla)a® . (6.1)
The last equality is that computed from (3. 8). 2
The relationship between the mean-square displace-
ment and the velocity autocorrelation function is
a special case of Eq. (4.10).

The relationship between the self-function ob-
tained from (3. 8) and Rahman’s molecular dy-
namic computation of GS(F, t) for a system of par-
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ticles interacting with a Lennard-Jones potential
at a temperature and density corresponding to
liquid argon is discussed by Desai.'” Desai also
makes comparison of Rahman’s data with compu-
tations based on a Boltzmann equation like (3. 8)
but with a scattering kernel W(¥,V") appropriate
for Lennard-Jones or for an exp-6 potential. The
results are similar for these various potentials
and in qualitative agreement with Rahman’s data
for the deviation of Gg (t, ) from a Gaussian form.

As pointed out by Desai, !” however, equations
like (3.8) do not yield a striking feature of molec-
ular dynamic computations, namely, the velocity
autocorrelation function becoming negative at large
times. This is similar to what we found in the
one-dimensional hard-rod system where the exact
velocity autocorrelation function for a Maxwellian
velocity distribution %,(v) (in a one-dimensional
system of hard rods there are also non-Maxwellian
equilibrium velocity distributions) was negative
for large times but not the one obtained from the
approximate kinetic equation.?

It is mterestmg to note that had we approximated
(¥(£)+¥(0)) by { 2} e~ with  chosen so as to
make the time derivative of (V(¢)- v(0)) exact at
t=0" as given by (4.6) we would have obtained the
same answer for D as in (6. 1) with 1. 02 replaced
by 1. A similar situation occurs in the one-dimen-
sional hard-rod case where the exponential approx-
imation gives a result for D which is very close
to the exact one despite the fact that (¥(¢)-v(0))
is negative for large ¢.

VII. GENERAL SOLUTION OF FIRST- ORDER
KINETIC EQUATIONS

Turning our attention now to Eq. (3.12) we see
that it is more complex than (3.8). In addition to
having a Vlasov term, the collision term now in-
volves the instantaneous transfer of momentum
between colliding particles. Before attempting
to solve (3. 12) in some approximate analytical
way (cf Appendix B) or numerically (now being
carried out) we shall derive here some general
results about the solutions of kinetic equations of
the kind discussed above.

Denoting the Fourier-Laplace transform of a
one-particle distribution function f(T,V,¢) by
f(k V,s) we consider the case where f satisfies
the equation

-

(s —ik - V)F (K, ¥,s)=f(k,7,0) +ih @k - VQ(k, s)

+E(k,s) [dV'BK, s; 7,V )F (&, 7", s), (7.1)
where @ and & are for the present arbitrary
functions of k and s. We assume now that the
collision operator B, conserves particle number
and satisfies detailed balancing, i.e.,
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JdVB,%,¥') =0 (7.2)

and BV, V' (W) =B,(", V), (¥), (7.3)

where we have not written explicitly the depen-
dence of B, on k and s, which are just param-

-, >

eters. Let G,(k,s,VIV":£) be the Green’s function
of Eq. (7.1) when @ =0, i.e., G, satisfies the
equation
(s =ik « V)G,V IV")
=6(F V') +£ [aWwB,FIWG,HIV').  (7.4)
It follows from (7. 3) that
GV IT ), (V') =G, '19) ho(¥) . (7.5)

Integrating (7. 4) over the velocity ¥V and using
(7.2) yields

k. [dVVG,FIT)=s [dVG,FIF)-1. (7.6)
The solution of (7. 1) with the initial condition
F(&, ¥, 0) =N(k)hy(¥) (1.7
is given by
F&, ¥, 5)= [d0'G,F IRNINE) + ik - 7Q] 1 (7'
=[N +5Q) [dV'G,F'1¥)-Q], (7.8)

where use has been made of (7.5) and (7.6). Re-
arranging terms in (7. 8) gives

f(Ey 6)S)+Qh();(§) _/dvlco(o >

V135Q) VIVOR,').  (7.9)

The right-hand side of (7.9) is independent of @
and of the initial conditions, i.e., N(2). This
implies in particular that

F2&,7,5) +@phy(®) _Fik, 7, 8)+ Q@) (7 1)
(N, +5Q,) T (N, +sQ)) ’ ’
wherej.; and f, are solutions of (7.1) with differ-
ent values of @ and initial conditions (7.7).

The Fourier-Laplace transforms of (3. 16) and
(5.1), which is a special case of (3.16) when the
hard-core diameter a =0, are of the form (7.1)
with

-

QK,s)= - pCk) [dTF &, 7, )
= —pCR)7(K, s), (1.11)
and ¢ = pgla).

Hence, integrating (7.9) over the velocity gives
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[1-pCR)A(R,S) [ mlfraren mimty (3
N(k)—SpC(k)ﬁ(E’s)‘f’ﬁf‘ﬁ G,V IV, (¥)

=a(k,s: £). (7.12)

Choosing N(k) = S(k) makes 7i(k, s) =X (K, s) and we
obtain then in analogy with (7. 10)

~ > = salk,s:£)-1
sx(k, )= Sk)= 7 +pCR)[sa(K, s:£) 1)
This leads to the following general relation be-
tween the intermediate scattering functions for
different values of the continuous interparticle
potential ¢*(¥) or for the same potential at dif-
ferent temperatures:

(7.13)

X&, 5:£)/8(k) ={[1 = p,CoB)]X oK, 5: £)/S,(k)}
x{1 = pC (k) +[pC (%) = p,C, (k)]
X5%o(K,5:8)/Solk )} = [S(R)Xo(K, 5: £)/S52(k)]
x{1 +[S(k) - Sy(k)] s Xo(k, 5:£)/S2(R)} Y, (7.14)

where the subscript zero refers to some specified
reference system with the same value of £ as the
actual system. It is readily checked that x(k, s)
in (5. 10) for a system with continuous potentials
is of this form with the subscript zero referring
to the noninteracting system so that C,(k)=0 and
So(k)=1. In the more general case, we can take
the subscript zero to refer to a system in which
there are only hard-core interactions. Equation
(7. 14) then tells us how ¥(k, s) is modified by the
attractive interactions. It is important to note,
however, that in this case the value of £ =pg(a) in
the reference system has to be adjusted to coin-
cide with that in the system under consideration.
This corresponds to considering the hard-core
system at a density p’ such that

pg.p'a®)=pgla,p,B),

since the contact value of the radial distribution
function for hard cores is only a function of pa3.
[In Appendix C, Eq. (7.14) is used to give an ex-
plicit expression for )-((k, s) of a one-dimensional
system of hard rods with an additional continuous
interaction. In this case, the correct ¥ (K, s) is
known and is given exactly by the first-order
kinetic equation, (3.12).]

Equation (7.13) is of the same form as that
found by Nelkin'® to be given by several different
effective-field apgroximations. Some of these
theories use a ®(k, s) appropriate for a noninter-
acting gas and hence our analysis in Sec. V shows
that they fail to give the correct damping in the
hydrodynamical region. It is only by introducing
a dissipative collision term, which in our for-
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malism comes in the lowest-order kinetic equation
from hard-core collisions, that one obtains a
correct hydrodynamics. To see this clearly we
give in Appendix B an explicit form of ¥(k, s) when
the hard-sphere collision operator, B, in Eq.
(7.1), is approximated by a Bhatnagar, Gross,
and Krook'® (BGK) single relaxation-time collision
integral. This equation was also considered and
formally solved by Nelkin and Ranganathan. These
authors did not, however, obtain an explicit ex-
pression for x(k,s). We find that the hydrodynam-
ical limit of X(k, s) has diffusive and sound modes
and is precisely of the form calculated by Kadanoff
and Martin? and by Mountain?! with approximate
expressions for the transport coefficients, which
depend on the relaxation time introduced in the
BGK collision integral. We expect that the
solution of the full kinetic equation (3. 12) will
yield a similar %(k, s) in the hydrodynamical limit
with different transport coeff1c1ents

We note here thatn(k v, s/V ) corresponds ac-
cording to (2. 5) to the solution of (7. 1) with

->

fk,¥,0)=6F-v")+[S() - 1]1,().

It may now be readily verified, using (7.6) and
(7.13), that (4.15) is satisfied.

The current-current correlation function U (k, s)
may be analyzed in a manner similar to that
used for obtaining (7.13). In this case,

f&,¥,0)=V 1)

is a vector and so is Q(k,s). We find
spC(k)
1-pC(k) +spC(k)@(k, s: £)

Uk, s)=U,&,s)-

xJo(&, $)3,(, s), (7.15)
where & is defined in (7.12) and
Uk, s)= [V [d¥VG,F 1T W' n, ), (7.16)
with Jo&,s)= [d¥ [dV'VG,FIT") k(")
=j,(k, s)K . (7.17)

The second equality in (7. 17) follows from the
fact that k is the only vector in the problem.

VIII. SECOND-ORDER KINETIC EQUATION

Our first-order kinetic equations were based
on neglecting entirely the memory terms in
(2.14) and (2.15). In the language of the BBGKY
hierarchy this corresponds to assuming that the
two-particle correlation at any time ¢ is related
to the one-particle distribution at the same ¢ in
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the same fashion as at £=0. This assumption
can be weakened in various ways leading hopefully
to better kinetic equations. One criterion that
can be used for a systematic improvement is
requiring successively higher time derlvatlves
of fs and 7 to be given exactly at ¢= 0. This is
not unique but can be achieved to order j, for
example, by taking j time derivatives of Eq.
(2.10) for m=1 and assuming that the jth time
derivatives of fg 2(t) [or n,(¢)] appearing on the
right side of (2.10) depend on fs(@) [or n(#)] in the
same way as they do at #=0*. This procedure
leads, however, to the appearance of secular
terms for long times. An alternative is to ex-
pand M(¢) in (2.14) and (2.15) in a Taylor series
in ¢ and keep only a certain number of terms.
This is similar to the suggestion of Ortoleva and
Nelkin.?? This procedure, however, lacks an
aesthetic appeal and probably also leads to the
appearance of secular terms. Therefore, we
have decided to make the following ansatz:

M O=-w (M ; M _=M(0) (8.1)

M) =W(tM ; M=M(0) , (8.2)

where the functions (not operators) W (¢) and
W(t) are yet to be specified. Substltutmg (8.1)
and (8.2) into (2.14) and (2.15) then gives our
second-order kinetic equations:

of (t)

f (t)+V —?rr

=B f O+ [[arw t-tM f (), (8.3)

2 nte)+3- 2040
=Bn()+ fotdt'W(t— " Mn(") . 8. 4)
The condition Ws (0)=w(0)=1 (8.5)

ensures that both the first and second time deriva-
tives of f; and n will be given exactly at ¢= 0" for
an arbitrary initial W(f, ¥). Similar arguments

to those used in Sec. IV show that this also makes
the first four time derivatives of y; and y exact

at t=0%,

The form of M, and M can be obtained in a man-
ner similar to that used in Sec. IN for obtaining
Bg and B. For continuous potentials this yields,
after takmg the Fourier-Laplace transform of
(8.3) and (8.4), the following second-order
kinetic equations:

(s-ik )} &, 7,9 =7 & 7,00+ W_(s)h

xi—.- 7 (‘ v,8)+ (Bm)":—vfs &, v, s)> (8.6)
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and

vhy)pC (R)i(K, )

-

TRR)- IE, 9]

where ﬁ’s(s) and W(s) are the Laplace transforms
of Wg(#) and W(t) and

Ak)=ARKK /R + BR)(T-Kk /£2) , (8.8)
with?®  A(k)=k%pC (k) —pB [dT cosk - T g(r)
X(k- VPPW) (8.9)
B(k) = - 4pB [dF cosk - r g () V2
- (k- VR0 (8.10)
and x=-4nfn/ dr ﬁdg(’)d o(r) . (8.11)

J(&, s) is the Fourier-Laplace transform of the cur-
rent density J(%, ¢) given in (4. 2):

Ik, s)= [avvi(k,v,s) . (8.12)

The right-hand side of (8.6) will be recognized
as the Fokker-Planck operator of the theory of
Brownian motion with a frequency-dependent
friction coefficient

!(s)=%xu-/s(s) .

This friction coefficient ¢(s) is directly related to
the Laplace transform of the velocity autocorrela-
tion function

B(s) = fﬁfdv'v-fs(i =0,v,s/V)hy ()

s+
the last equality coming from the solution of (8.6).
When ¢(s) (sometimes called the memory function?*)
is independent of s, (8.13) yields the well-known
exponential decay of the velocity autocorrelation
of Brownian motion theory. This corresponds to

Ws(t)~6(t) ,

(8.13)

which violates (8.5), i.e., inconsistent with the
correct short-time behavior of a system with
continuous interparticle potentials. On the
other hand, if we assume §(s) known (e.g., from
molecular dynamic computations), we may use
(8.13) to determine ¢(s) and hence W (t). We
can then check the goodness of Eq. (8 6) by
comparing the xg (k t) obtained from the solution
of that equation w1th that obtained from machine
computations or experiment for the same ¥(s).
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The solution of (8.6) corresponding to the
initial condition (1.15) may be written after some
manipulation in the form (see Appendix D)

fs(i{” ‘/.I,S)= fdvel H vfg(i;’ ;7 S)

-1 e—uz/ZBmex‘ l-(z +K2)

=[¢(s)] P

2
ngnxfo)\dxe—xlxl(z 1) (8.14)

R=k/[c(s)Bm)?]
and X=k2— K- /(Bm)? .

where z=s/t(s), (8.15)

Setting 1 =0 in (8. 14) we obtain

X (&, 5)=[¢ ()] -1 K2 20 +K2)f0,<zd

-x (z+k%-1)
e «x

-2(z +k?)

z(s)pm K2
Y
k2 +sg(s)pm [1+
K2 -x (z+x%)
X . 8.16
f() dxe " x ] ( )
It is readily seen that for xk <1, z <1, &Q(l?, s)
has a diffusion type of behavior with a diffusion
constant
D =33(0)

in accordance with (8.13). [This may also be
verified directly from (8. 16) using (6.1). ]

fs and g may be expressed in terms of incom-

plete y functions or confluent hypergeometric
functions and are thus available for numerical
computations.

The solution of Eq. (8.7) for the total distribu-
tion function may be obtained in terms of the
self-distribution by methods similar to those
developed in Sec. VII. As in Sec. VII we need
the self-distribution with the parameter Ws(s)
replaced by W(s). Denoting Y¢(k, s; W(s)) by
s, s) we find

¥(&, s)=S(kla(k, s)/{(1 - pCR))b(K, s) + sa(k, s)},
(8.17)

where a(k,s)=s"{1 - [1- sW(s)k~24(k)]
x [1-s%/ &, s)]} (8.18)
and b(ﬁ,s):l—sis' k,s) .
Likewise, the whole analysis can be repeated
with the initial condition (1.18) to obtain the

current-current correlation functions. For the
self-function we find

’E'J's (E, s)=(s/k?)[1 - % (k, s)]Kk/#?



500 LEBOWITZ,

(e E.

The inverse Laplace transform can easily be
taken to obtain

- 1 2 K 1 =1
T 0= o x & 0 X +<Bﬁxs(k, D+

xf aret -t )at' X &, t')>(‘i‘_‘_‘£ ) . (8.20)

The longitudinal part of these expressions fol-
lows directly from the symmetry properties of
fg- For the total function

TE, s)= - &, o KE kk o7& s)(T-Xk)
k k

(8.21)
where, as expected, the longitudinal part is
given by

TL® o=/ 1-s 5 & s) , 8. 22)

while for the transverse component

076 9)=0" &1+ W)BRT T & 9.

(8. 23)

In Eq. (8.23) we have written the transverse
component of the self- current-current correla-
tion function UsT[k, s; W(s)] as TsT'(k, s).

The memory function W(t) is completely unde -
termined so far. If, for lack of any better idea,
we set

w(t) = W ® ,

which as we have already mentioned can be de-
termined from the velocity autocorrelation func-
tion, then

)’(;(E, s)=§s(l?, s) )

’

and U T (k,s)=0 T(E,s) .

s s
Equations (8. 17) and (8. 21) then give expres-
sions for ¥ (K, s) and Tk, s) in terms of #(s) and
equilibrium properties of the fluid. We plan to
compare the results thus obtained with molecular
dynamic computations.
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APPENDIX A

We illustrate the mathematical method of deriv-
ing the first-order short-time kinetic equation by
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considering the case of the total function for a
pure hard-core potential.

The change with time of the distribution function
fm, defined in Eq. (1.10), is given by the BBGKY
infinite hierarchy of equations. For a pure hard-
core potential, the first equation in this hierarchy
is

a - - - a - -
a—t fl(qv Vi t) +V, . a—('l‘l—fi(qu Vis t)

=a® [dK [aT,(V,~ 7)) ke[ (T, - ¥,) - k]

X[fz(al7‘71,,; qﬁ“a’?, ‘72’: £) _fz(quvl;ql = a'?;vz: t)],
(A1)
where V,'=V, +k[(¥,-¥,) k]

- R@,-7) R . (a2)

and v, =

We now put f,(@,, V,, £)=ph,¥,) +n(d,, V,, 1) , (A3)

and assume that the displacement 7 satisfies the
kinetic equation

—=nd, v, t)=Bnd, ¥, ) .

n(qu Vi t)+V
‘ot (A4)

1aq

The time-independent operator B is chosen to
make (A3) exact at £=0. Whence,

EW(CTU v,,0) =a2fd?<fd\72(62 -V,)-ke[(V,- V) ’?]

X[fz(apvll; -q.l + a'?: Vz’; 0) _f2(quv];q.) - a;z,“;g; 0)] .
(A5)
From (1.10) and (1.7), we see that
fz(au ‘715 qz: ‘72: 0)= Pg, (qu qz )ho(VZ)W(ﬁl, Vx)

+0g5(@,, @ (V) W@y, ¥,) + pho(F,)Ro(¥,)
X quogs(qos q; qz) de W qo, V N (AG)

where W is related to n(0) by Eq. (2.9). [We have
taken [dX W(x)=1, although this condition is not
necessary.] Thus the operator B can be deter-
mined explicitly. -

In the calculation, it is convenient to divide B
into three parts which correspond to the contribu-
tions from the three terms in (A6):

1o} [}
AR ”
6t 6t ot

En (q-.u ‘717
First,

of
5 = pagy(a) Jak [d5,6, - 7, kellF, - 7,)- &)

X[ho(Vz')W((Tl, ‘71') - ho(vz)w(qv ‘71)]
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=pa2g2(a)fdﬁ fd?z(vz -¥,) ke[(¥,-¥,) k]

X[ho( M@, 7,1, 0) = h(¥ @, ¥, 0)]
(a8)
so that 5f8/6t=gsn(c7,, v,0) . (A9)

Second,

5,f,/0t= pa"’gz(a)fd:?fdw72(w72 -9k
x€[(V, =¥,) - k][r,(¥," YW, + ak,¥,")
- V)W, - ak, )] =pa’e,(a) [dk [d¥,
x(F,-V,) ke[@,-¥,) - k] [n,(F," 0@,
+ak, V,', 0) = hy (W@, - ak, ¥,, 0)]
- p%a’g,(@h,(V) [dR ¥, " k

x [d¥C(d, -ak, T) f[dwn(F,w,0) . (A10)

6./
Finally, —g—t—é = - p?a’hy¥)) [dk ¥, &

X [d¥g, (F,d,, §, - ak) [dw W(F, W) .
(A11)

In order to proceed further, we must express g,
in terms of lower-order distribution functions.
From either the next higher order, equilibrium
BBGKY equation, or the definitions, we find

v, 'SZT;gz(OL, ) +2,@(|d, - 8, |- 2"

XV, @, -8/ |8, - @ +p fdd,6(]d, - d,]-aP)

X g,@, T 87, @, -3/ |4,-8,1 =0 ,  (a12)
so that

P PO B
pa? [dkV, - Rg(d,, 4, 4, - ak) =7, - = 2,(d,, )
2

_gg(a+)6(lql—q’2l—a+)‘71' (61—62)/lql_azl
(A13)

But this is precisely the integral over g, appear-
ing in the right-hand side of (A11). Thus

5. f
o'd - - 3 -> > - >
o Pho(vx)fdrvl .algz(QN r)fdw W(F, w)

+pa’g,y(a)h,(V) [dk ¥, - & [dw W(, - ak,W). (A14)

From Eq. (2.9) and the Ornstein Zernnike equa-
tion,

&,(F,T,)-1=C(F, T,)+p [dF'CF, F) g, (', F,) - 1],

(A15)
Eq. (A.14) becomes
5.f
>\ 9 - - - - -
.%)t_‘L - phy(¥))7, - T fatc@,, ) [dwn(F, W, 0)

+pa’g, (@), ¥,) [dk ¥, - k[ [dwn(d, - ak, W, 0)
-p fdf c@, -ak, ) [awn(F, % 0)] . (A16)

When all the terms are added together, we see
that the last part of (A16) is cancelled by the last
term in (A16). Since

a® [dR¥V - kn@, —ak, W, 0)
--7, % [dFela-|q, - T nEw,0), (A17)
we finally obtain from (A8), (A10), and (A16)
Bn(@,, ¥, 0) =~ Boky(7,)7, -gf [aE v, - D) [aw
xn(F, W, 0) + pa’g,(a) [dk [a¥,[(¥, - 7)) k] e[,
- V) k] [r,G," M@, ¥,", 0) = (T, @, ¥,, 0)
+ho(V," I, +ak, ¥,’,0) - (¥ @, - ak,¥,,0) ,
(A18)

where - gV(F)=C() +g,(a)ela - |F|) . (A19)

Equation (A18) is the desired explicit expression
for Bso that the short-time kinetic equation (A4)
is completely determined.

APPENDIX B

In this Appendix, we consider the kinetic equa-
tion

a3 > . > o . k - -
En&,V,t)—zk-vn(k,V,t)—% aw nlk,w,t)

xiK - v ph ()= an(k, 7, 2) N (@) a0k, %, 1)
() 3 [dwn (&, W, ¢) - 5pm fdw w?n (&, W, 1))

A BmY - [aww n(k, W, 1) — £ \pmv?hy(¥)
x [3 faw n(k,W,t)- 3pm [dww?n &, W, )], (B1)

where M=p/T (B2)

and 7 is the relaxation time. The left-hand side
of (B1) is the linearized Vlasov equation (3.6) and
the right-hand side is the BGK linearized collision
integral. * This collision integral has a simple
first term proportional to n(k, ¥, ) plus additional
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terms which are included to ensure the conversa-
tion of particle number, momentum, and energy.
The Laplace transform of (Bl) can be written

[s-ik-V+Al Ak, 7, ) + pCRY K - VR (V)X (%, 5)
=n(&, ¥, 0) + Mo ()X, s) + 1R (F)
x [3%(k, s) - pmZ(k, s)] +\Bmh () - Y&, s)
- IxBmvthy(¥) [3X(k, s) - pmZ(k, s)], (B3)
where x(k,s)= [awik,W,s) ,

Yk, s)= [dwwik,w,s) , (B4)

-

and  Z(k,s)= [dww=(k,W,s) .

The solution 7(k, v, s) is obtained simply by
dividing (B3) by [s-ik-V+X]. When the solution
is substituted into (B4), three simultaneous equa-
uons are obtained which determine the quantities
% Y, and Z. As in Ref. 19, all the integrals can
be expressed in terms of the single integral

Ao, )= fav @ (B5)

[s=ik-V+2]

For the particular initial condition

n(k, ¥, 0) =x (&, 0k (V) ,

x(k, s) is the coherent scattering function. A
formal expression for this has already been
given by Nelkin and Ranganathan!® who solved the
three simultaneous equations in matrix form. In
a straightforward but tedious way, ¥ (%, s) can be
calculated explicitly. The result is

Xk, ) =x(k, 0)alk, s)/{[1 - pC(&)] Bk, s) +salk, s)} ,
(B6)

where &(k,s)=2k2A(k,s)[3 - 22A(k,s)]

~2BmsA(k, s) - rxpm[6 — \A(k, s)

- Bms(s +\)/E21 = (s +\A(R, s)],
) (B7)
and B(k,s)=-kDA(k, s)+k2[6 - \A(k, s)
+2Bm(s +1)/k2][1 - (s +2)A(k, s)] .
(B8)

For A=0, (B6) reduces to (5.10) as expected.

In the hydrodynamical limit, 2 -0 with s/ con-
stant, ¥(k, s) becomes identical to the Kadanoff and
Martin?® and Mountain?! result. Define

P=[(s +1)/k)(z Bm)+2 (B9)
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then in the hydrodynamical limit, for fixed 2,
P - so that

(s+ A)j(k, s)= (Tr)I/ZPePZ erfcP

21+ 2 (=1)"1x8x- - x(@2m - 1)/@PY)".
m=1

(B10)

When this expansion is used in (B7) and (B8) and
the leading order terms collected together,
x(k, s) is given by

x(e,s)=x(k, 0)5(k,s) , (B11)

where (&, s)=(1/x€)

6x2 +9€x + 2 + 0(€?)
[6x3 +9€x2 +15 - 3pC(0)} x + 3€{1 = pC(0)} + 0(€?)]

(B12)
and x=(s/k)(EBm)2 e=(k/\)2/pm)2 . (B13)

We now factorize the cubic expression in the de-
nominator and write 6(k, s) as the sum of three

partial fractions. Keeping only the leading order
terms, we obtain in &, ¢ space the familiar result

olk,t)=(1- Cv/cp) exp[- (K/pcp)kzt

+ (cv/cp) exp(- T'k2%t) cosukt (B14)
with 2= (8m) " }[§-pC(0)],
¢ /e,=l1- pC(0)]/[§-pC(0)] ,
K/pcp =(\gm)'3[1 - pC(0)]/[§-pC(0)] , (B15)

and 2T=p~Y4n+¢)+(k/p) [(Cv)"— (Cp)"]
=(pm) 1505 - 2pC(0)] /[$- pC(0)] ,
or p'@n+¢)=2/xfm

Finally, since

0 j
X, s)= 2 1 2, 1)
’ +1 ]' I

) (B16)
j=0s? %" a8t

t=0

we can calculate from the large s (i.e., large
P) expansion the following sum rules:

*X(k, t) __k_m ’
o t=0
Zx 0| =g [3-pC(R)] (B17)
—X = -p ’ B
ot pm
t=0
9 3
and 5t—x(k, t) =a%3—x(k, ) =0 ,
t=0 £=0
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which are the same as those obtained from the
collisionless equation.

APPENDIX C

In one dimension, the surface factor a? in Eq.
(3.12) must be replaced by 1 and the ¥ integra-
tion by a summation over k=+1. The Fourier-
Laplace transform of (3.12) then becomes

[s-iBk) +alk)u)]) 1k, v s)=n(k, v, 0)

+ho(v)f_°;dv’ﬁ(k, v’, sHa(k)|v -2’

+ir(e - i[ BR) - K0} (c1)
where a(k)=pg(a)1 - coska)

B(E) =k +pgla)sinka , (c2)

u(v)=f_°:°duh0(u)|v-u| , (c3)

and A(R)=k[1 - pC(R)]- BlR) . (ca)

Equation (C1) has already been solved in Ref. 3,
Sec. 5. For a pure hard-rod system (with
quantities denoted by zero subscripts),

1 pCyl) = (a2 + B2)/R2 =[S, ()] ™, (c5)

io(k,s)=§%/};dv[s—ti+au(v)]'2 )

(cs)

which is the exact result.

For a system of hard rods plus continuous
potential, we can use (7. 14) to express x(&, s)
at density p and reciprocal temperature 8 in
terms of the pure hard-rod quantities with a
density p’ given by

t=p'gla)=p'/(1 -p'a)=pgla:p,p), (CT)
or p'=pgla:p, B)/[1 +pagla:p,p)], (cs)
where g(a: p, B) is the contact value of the radial

distribution function for the system of hard rods
plus continuous potential.

APPENDIX D
In this Appendix, we solve in greater detail the

second-order kinetic equations (8.6) and (8.7).
The equation for the self-function (8.6) is

(s_ii-v)fs(i,a,s)=w(i,‘7)
+¢(s) 2 ‘<\7]‘ (,7,s) +(Bm)? 2 7 &,7,s)
o s Vs +\pm g Vs )
where we have used (D1)

fs(ﬁ,v,o)=w(1¥,v) and C(s):%)\ﬁ’s(s).

We now take the velocity Fourier transform of this
equation to obtain

-

M

+ G+ u/pm)f &, 7, 5) ~¢(9 Wik, ), (D2)

where fS@, fi,s)= fave ' ~s k,¥v,s) ,
W, )= fave P VWi, 9 (D3)
and R=Rk/t(s)Bm)V? z=s/t(s) .

(D4)

The differential equation can be simplified by
putting

T i, 0) =y T2 E2Bm ()

where X=k2—K.[Z(pm)-12 |

Then the equation for y () is

(i - e (28 Ly @)

I P 2 2

= t(s) R, pn (€ + ) H 28m (D6)

The solution of the homogeneous equation is
y(ﬁ):A(}?,s)ex , (D7)

where A is an integration constant and to this
must be added any particular integral to obtain
the general solution.

For the initial condition (1.15),

Wik, ¥)=h,¥) ,

so that if hy(v) is a Maxwellian velocity distribu-
tion then

—_— -2
W, 5)=e /28 (D8)
A particular integral of (D6) with (D8) is

- 2 -
)—le)\fxdxe xx(K +z-1)

y(w)=¢t(s . (D9)

Thus, from (D7), (D9), and (D5)

;(:i

- . _u? —(x2 -
fs(k, s)=e ¥ /Zﬁmexx (k +Z)[A(k,s)
- - 2 —
+£(s) lf)‘dxe * ez 1)] .
(D10)
The integration constant A(l-;, s) is determined by
requiring that fg(k, ji, s) remains finite as x -0,
Whence
— - -1 -p2 _(n2
R ) =g (o) 1T 2B (W)
- 2 —-—
XLAdxe xx(K +z2 1)

which is identical to (8. 14) in the text.

, (D11)
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For the initial condition (1.18) + (T = &R Bmi(s k2] ~ [t (s) (k2
w(k, ¥)= Vo) (D12) .
__( V)=Vh,(¥ . -12/28m +2)x k,s)-1] , (D15)
so that W(K,Z)=@G/pm)ie (D13) s

The differential equation (D6) with (D13) can again
be solved for f5(k, [i, s), which is now a vector:

e 11 -pn2/2Bm
B THO A
. [K’(CETZ +<ﬁ —Kzlj—z (-7 +z(6m)”2])

(k2 -x (k2
. (k +z+1)e7\fo7\dxe xx(K +z)] . (D14)

In particular, the current-current correlation func-
tion is given by

k=0

which is just (8.19).

The time correlations for the total equation
(8.7) may be obtained by the method of Sec. VII
from the solutions of the self-equation (8. 6). If
B, (V) is the operator

- - 9
B,(¥)= C(S)gag' <v e g;‘;) ,

Bm
then [dVB,(#=0 , (D16)
and again we can show from the structure of
B,(¥) that
Go(V1 V("' )=Go(W 1h(V) (D17)

The analysis then proceeds as before and the re-
sults are given in the text.
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