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An experiment designed to study the vr p total neutral cross section and its breakdown into several
channels has been performed at eleven incident pion momenta ranging from 654 to 1247 MeV/c. Angular
distributions for the charge exchange m and for q production are given in terms of Legendre-polynomial
expansion coefFicients. Forward and backward differential cross sections are presented for the charge-
exchange channel and comparisons with recent dispersion-relation predictions for the forward cross section
are made.

I. INTRODUCTION
'

N this paper, we report the results of an experiment
~ - designed to measure detailed features of several
neutral final states originating from w p interactions a,t
eleven incident pion momenta ranging from 654 to
1247 MeV/c. The experiment was performed at the
3rookhaven National Laboratory Cosmotron. Pre-
liminary results of this experiment based upon limited
statistics have previously been reported. '
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The reactions of particular interest are

7l +P ~ S+'7l )

ir-+ p -+ u+ qo,

m +p —& n+kzo k=2 3

(1)

(2)

(3)

The z. p total neutral cross section and its breakdown
into the above-described channels has been measured;
for processes (1) and (2), the differential cross sections
have been studied in detail. Other possible reactions
with neutral final states (e.g., z. +p~Ao+Eo and

+p —+n+co) have been considered only for back-
ground subtraction purposes.

The momentum interval spans the two well-known
baryon resonances iV*(1518) and $*(1688). In addi-
tion, the lowest momentum is below the g-meson
threshold and consequently its excitation function is
thoroughly covered.

Since x and p' both have decay modes with only &
rays in the final state, a suitable detection system must
have a high probability for p-ray detection. Moreover,
it must also restrict the event selection to completely
neutral final states without introducing any biases into
the desired measurements. These requirements resulted
in the choice of a spark-chamber system containing
high-Z material for y-ray conversion and a triggering
logic which selected reactions with an incident w meson
entering a hydrogen target, located in the center
of the spark-chamber array, and no charged particles
emerging.
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II. EXPEMMENTAI APPARATUS

A. Beam Transport

The beam used in this experiment was designed by
conventional methods, utilizing computer-calculated
ray tracing and parameter optimization, to provide
3X10' ir /pulse in a region 4 cm in diameter, with a
relatively high momentum resolution (&0.5'Po) over a
wide momentum range.

In function, the beam was composed of two sections,
as shown in Fig. 1. The first section, magnets B1, Q1,
Q2, B2, and B3, provided momentum selection. The
source of m for this system was a carbon target 1'-',

144

in. irradiated by protons (incident on its 1X2-in.
face) from external beam 2. This target was placed
about 3 in. upstream from the pole face of bending
magnet 81, an 18X36-in. magnet with a 4-in. gap, which
served principally to deflect pions out of the target cave
and played essentially no part in momentum selection.
Magnets Q1 and Q2, an 8X16-in. quadrupole pair, had
a horizontal focus at the slit position. Magnets 82 and
83, both 18)(36-in. bending magnets with 6-in. gaps,
performed the momentum dispersion. The slit, which
had Heavimet jaws, was ~-in. horizontally by 3 in.
vertically.

The function of the second group of magnets, Pi,
Q3, Q4, and P2, was to change the horizontal level of
the beam so that it passed through the chambers and
hydrogen target at the correct height of 98-in. above the
floor. This placement of the high-Z chambers had the
additional essential feature of removing them from the
direct line of flight for any y ray originating in the slit.
Magnets P1 and P2 were pitching magnets (12X24 in.
with 6-in. gap); magnets Q3 and Q4 were a quadrupole
pair (8X48 in. ), which provided a vertical and hori-
zontal focus within the hydrogen target.

The magnetic fields of the momentum-resolving
magnets were measured with a NMR probe and
continuously monitored by previously calibrated Hall-
eGect probes. A precise determination of the beam

momenta is provided by a method based on the kine-
matics of reactions (1) and (2), and is described in

Appendix A.

B. Target and Detector System

The hydrogen target was molded from a 50-p, Mylar
sheet into an approximately oblate spheroid form, 4 cm
long and 5 cm in diameter, and placed in a stainless-
steel vacuum jacket (0.25 mm thick) equipped with
50-p, -thick Mylar windows along the beam direction.

A system of four large steel-plate spark chambers'
covered a s3 (4ir)-sr solid angle around the target.
Details of the detector system are shown schematically
in I'ig. 2. Each chamber was made of 50 plates, each
2 mm thick, with a total equivalent thickness of about
5.5 radiation lengths. The plates of spark chamber
SP1 were provided with a beam hole, 9 cm in diameter,
covered by 50-p brass foils in order to minimize the
absorption of the beam in the chamber while preserving
the visibility of the incoming track. Also included were
three thin-foil spark chambers whose function will be
described in Sec. IV.

In order to select only reactions with neutral final
states, the hydrogen target was closely surrounded by
an anticoincidence shield consisting of counters C4, C5,
C6, and C7. The beam was defined by the counter
telescope Ci, C2, C3, and by a round hole, 2.5 cm in
diameter, in the anticoincidence shield (C4); the
signature of a beam particle was therefore Ci, C2, C3,
C4. Neutral events were selected by the coincidence
Ci, C2, C3, C4, C5, C6, C7 corresponding to the dis-
appearance of a m within the anticoincidence shield.

All interactions in C3 yielding neutral final states
were not distinguishable from interactions of the same
kind taking place in the target solely by means of the

~ C. Calvelli, P. Kusstatscher, L. Guerriero, C. Voci, F. Waldner,
I. A. Pless, L. Rosenson, G. A. Salandin, I'. Bulos, R. E. Lanou,
and A. M. Shapiro, Rev. Sci. Instr. 35, 1642 {1964);L. Guerriero,
J.T. Massimo, G. A. Salandin, C. Voci, R. E. Lanou, A. E. Pifer,
B. B. Brabson, and L. Rosenson, ~bid. 37, 118 (1966).
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electronic logic. To minimize the number of these
spurious events, a thickness of 1 mm was chosen for
C3. Moreover, this counter was loca.ted inside the
antishield to avoid an enhancement of background due
to particles outside the limits of the anticoincidence
hole. Such a geometry also improves the rejection
eSciency of the antishield for wide-angle charged-prong
interactions in C3. The comparatively low eKciency
(90%) of a counter as thin as 1 mm does not aifect the
cross-section measurements, since it reduces the beam
and the triggering counting rates by the same
fraction.

Two stereo views of each of the four main chambers
and of the three thin-foil chambers were photographed
on a single 70-mm frame by means of the mirror system
described in Ref. 2. The film used was TRI-X and the
lens, which had a focal length of 190 mm, was set
at. f/11

C. Film Scanning and Measuring

The film was scanned and measured on projectors
equipped with image plane x-y digitizers having a
resolution of at least 1. part in 4000. The positions of
sparks in space were obtained with an average pre-
cision of &2 mm using standard techniques of approxi-
mately orthogonal stereo reconstruction. The main
contribution to the uncertainty in the directions of y
rays arises from the finite dimension of the target. In
order to minimize this error, the interaction-point
coordinates transverse to the beam-particle direction
were determined by measuring two or three points
along the beam-particle track. The uncertainty on the
longitudinal coordinate (+2 cm maximum, from the
median plane) introduces an average error of 2' in the
direction of a y ray in the most unfavorable situation,
corresponding to a y ray emitted at 90' to the beam
direction. This error, as well as the resolution spread
arising from the precision of the film measurements,
was taken into account in the Monte-Carlo calculations
performed during the subsequent analysis of the
data.

III. TOTAL NEUTRAL CROSS SECTION

Full-target and empty-target data were taken at
each momentum. In order to calculate the separate
cross sections for each of the neutral final states detected
in this experiment, we must set an absolute scale for
our observed events. We do this by first calculating a
total neutral cross section which is closely related to the
electronic counting rates measured at the time of the
exposure.

I et E. be the electronic counting rate per incident
pion corrected for empty-target events and for electron
and muon contamination in the pion beam. This
quantity can be related to the total neutral cross sec-
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Fro. 2. Counter trigger and spark-chamber detector system.
A description of this system is given in the text.

where T is the full-target counting rate

L = (C1C2C3C4C5C6C //C1C2C3C4) („ii),

0 is the empty-target counting rate

L= (C1C2C3C4C5C6C7/C1C2C3C4), p,„],
e is the fractional electron contamination in the beam,
p is the fractional muon contamination in the beam,
n is the number of protons per cm'=4. 28)&10", t is the
average target length at liquid-hydrogen temperature
(=3.96 cm), o~ is the 7r p total neutral cross section,
fTT is the x p total cross section, F~ is the fraction of
neutral events that appear as charged, and F2 is the
fraction of charged events that appear as neutral.
The calculation of F~ and F2 is described in Appendix B.
Since nhrr«1 and F2—0, expression (4) can be solved
for o.~.

o ~ R/n&(1 Fg) .— — (5)

The o.jv which results is the measured total neutral
cross section. The sum of the partial cross sections for
the major reaction channels indicated by (1)—(3) plus
the small background of Ao —Ko and coo divers from o.N
because of Dalitz-pair sects. That is, those events
having internally converted p rays can anti themselves
out. The correction for this e6'ect is dependent on the
number of p rays and consequently upon the final
decomposition into the appropriate channels. We have
chosen to make this correction channel by channel at
the time we calculate the partial cross sections from the
measured total neutral cross section. All partial cross
sections quoted in this paper have had this correction
made.

tion by the formula

T—0 —(1 e. +ter—)
1 p, 6

X —(1—Fg)+ 1 ——F2, (4)
-o'p &T



i830 8 li LOS et n I.

TAnI. E I. Flectronic rates an(1 correction factors. In the different columns all figures concerning formula (5) are
entered. The resulting cross sections are uiicorrected for Dalitz pairs.

Momentum
(MeV/c)

654
694
729
755
811
862
928
978

'l 024
1099
1247

KE
{MeV)

529
568
603
628
683
734
799
848
894
968

11.15

TX10'

1.6384
1.7465
1.8439
1.7846
1.4948
1.6060
1.8818
2.0602
1.8780
1.3291
1.0385

0X10'

0.5422
0.5696
0.5495
0.5446
0.5069
0.5349
0.5678
0.5429
0.5424
0.4638
0.4083

(T—0) X103

1.0962
1.1/69
1.2944
1.24(10
0.98]9
1.07] 1
1.3140
1.5173
1.3356
0.8653
0.6302

1 p c

0.65
0.69
0.70
0.? I
().74
0.76
0.78
0.78
0.80
0.82
0.84

0.93
0.93
0.93
0.92
0.93
0.93
0.93
0.93
0.93
0.92
0.94

(mb)

10.78+0.53
11.03&0.53
11.91~0.41
11.34&0.35
8.69+0.23
9.15+0.41

10.89~0.35
12.40~0.35
10.88+0.35
6.92~0.12
4.93+0.12

The electron contamination mas measured by the
showers developed in the high-Z chambers when the
beam particles mere allowed to trigger the system. The
muon contamination mas calculated' by computer using
a Monte-Carlo method.

All quantities entering into the calculation of the
total neutral cross section along with errors on the
cross section are presented in Table I; the values as a
function of incident, momenta are shown in Fig. 3. The
errors are primarily due to systematics; the major
component is the uncertainty in the electron and muon
contamination.

IV. MULTIPLE-mo SAMPLE

As seen in the previous section, the total neutral
cross section has been evaluated mainly from electronic
counting rates. Any further analysis has to be based on
the information contained in the spark-chamber
photographs.

The electronic counting ra, tes in Table I show the
contribution of nonhydrogen background interactions.
%e succeeded in considerably improving the signal-to-
noise ratio (t'rom 4: 1 to 16:1) by inserting the two thin-
foil spark chambers TF2 and TF3 just before and after

the target. This addition, while not aA'ecting appreciably
the spurious triggering rate, enabled us to reject by
visual inspection most of the background on an in-
dividual rather than on a statistical basis.

The pictures have been divided into tmo categories:
good triggers and bad triggers. A good-trigger signa-
ture is provided b& a track which shows aligned sparks
in chambers SP1, TF1, and TF2 and no spark in TF3.
Any different configuration in the thin-foil chambers
has been called a, bad trigger. All events with a good-
trigger signature and «t least tmo visible y-ray showers
have been measured.

From the reactions listed in the introduction, it is
clear that an even number of p rays is consistently
assumed to be produced in any event of our sample.
Only at the two highest momenta can a three-y-ray
final state be expected from the x"y decay of the ~'.
However, any multiplicity ranging from zero to six y
rays may be observed since some y rays can escape
detection because of our geometry a,nd the finite thick-
ness of the radiator plates. The breakdown of the data
according to the diferent y-ray multiplicities is given
in Table II.

Defining as P, I, the probability that in our apparatus
a k p-ray parent event be seen as a j y-ray event, the
following equations hold:

l2— n, =p p, l, .h'I. , 1~ =2,3,4,6,
k

j=0,1,2, ,6, j&k (t))

IO—

C 6—

b

I I I

600 700 800 900
I I I

IQOO IIOO l200 t300
P(MeV/c)

FIG. 3. Total neutral cross section for ~ p interactions. The
curve is drawn to serve as a guide to the e~ e.

3 A. K. Pifer, Brown University Internal Report (unpublished}.

where n, is the number of observed events with j y rays
and XA the number of parent events with k y rays.

The observed tmo-y-ray sample, which contains
information on the charge-exchange and g-meson pro-
duction reactions, also has contributions from the
multiple-z' parent events. To correct for this back-
ground, as mell as to assign the correct cross section
to each of the multiple-+' channels, least-squares fits
to the parent numbers 3,'~ have been performed at
each momentum. To accomplish this, the observed
sample of events with 0& j&6 and the relevant equa-
tions from (6) were used.

The P,.I, 's for the geometry of our spark-chamber
system mere calculated using the Monte-Carlo event-
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TABLE II. Scanning results for full-target data. Ambiguous events have a distribution of multiplicities essentially the same as the
unambiguous. They have been excluded from all considerations except that of partial cross sections. The number of two-y-ray events is
divided in two parts to show the relative populations of the 7f and q regions, respectively.

Momentum
(MeV/c}

654
694
729
755
811
862
928
978

1024
1099
1247

Total
triggers

11 341
17 889
18 646
21 643

5 674
25 841
23 027
20 874
22 878
22 012
23 462

2930
4122
4903
5211
1420
6447
6024
5084
5144
5276
4917

Number of good
2 ((90 ) 2 (&90')

3037 225
4638 543
4505 856
4311 1065
1128 338
4325 1316
4629 926
4257 893
4579 904
3732 1152
4098 1419

triggers by
3

320
640
849

1124
326

1531
1411
1404
1374
1519
1750

85
229
400
456
149
682
595
536
568
674
921

5
47
86

107
28

119
92

102
127
148
277

y-ray multiplicities
4 5

0
6
8

22

14
23
15
21
26
78

Am big.

297
207
293
544
226
736
550
787
413
897
776

generator ploglam NvERTx and also an independent
simulation program. ' Phase-space-distributed events
mere generated simulating the 2x and 3m" parent
events, and then every decay y ray was traced through
the geometry of the triggering and spark-chamber
systems and tagged as to whether it would develop a
detectable shower and did not have the accompanying
neutron interact in such a, way as to trigger the anti-
coincidence system. The correction for neutron and
y-ray detection in the antishield, which causes the loss
of a good event, is small but not negligible, and is dis-
cussed in Appendix B.

A study has been made of the dependence of the
p, f, 's, and the cross sections which result from their
use, on the production mechanism. Ke have used, in
addition to phase space, two-m' production through the
reaction

~-p ~ zV*(1238)+or

in which the EY*(1238) is given various production and
decay angular distributions. The cross sections do not
depend strongly upon the model. In general, they vary
by a few hundredths of a millibarn over all models
tested. This variation is of the same order as, or less
than, the statistical error. Consequently, we used the
phase-space values for the p, I,'s with k&3. The pro-
cedure had to be changed for the p, f,

's with k=2. Here,
the angular distributions needed for simulating the m'

and go simulated events mere those which are the final
results of the experiment and therefore initially un-
known. The experimentally observed bisector distribu-
tions (see Sec. V) were used first, and then the whole
process of data reduction described here and in the
following sections was iterated. Typically, one iteration
served to produce stable values of the p;A, 's involved.

In addition, the p, f, s are sensitive to the effective
threshold energy for p-ray detection assumed in the
simulation programs. This threshold arises principally

'A. E. Brenner, C. A. Bordner, and E. E. Ronat, Rev. Sci.
Instr. 37, 36 (1966}.

A. Tomasin, thesis, University of Padova, 1965 (unpublished).

from finite plate thickness and gap ineAiciency. Its
best estimate, ascertained by a method described in
Appendix C, is 40&10 MeV. The possible systematic
variation in the cross section due to this effect is again
of the same order as the statistical error.

The p, &'s used in the least-squares fits for the parent
numbers of m', q', 2x', and 3x' events are given in
Table III, and the results of the calculation are listed
in Table IV. Table IV also gives the best value for the
parent number of x' and p' events obtained by an alter-
native method based on angular-distribution analysis
and discussed in Sec. V; it can be seen that the agree-
ment is satisfactory.

The background contributions to the two-y-ray sam-
ple are obtained from the values X4, E6, Ã3, and the
appropriate p, & s inserted into Eq. (6) with j=2.

The partial cross sections are calculated from the
fitted numbers of parent events and are tabulated in
Table V and plotted as a function of incident w

laboratory momentum in Fig. 4. The corrections for
Dalitz pairs, mentioned earlier, are made at this point.
The resulting total neutral cross section, i.e., the sum of
all known channels, is thus slightly larger than the
measured f7~. It should be noted that this fitting
technique gives rise to correlated partial cross sections.
The quoted errors are from the diagonal elements of
the error matrix.

At the two highest momenta, contributions from
cP —+ m'y and 4m' channels are possible. It is found that
neither of these channels is needed for an adequate fit
at 1099MeV jc and that only a small amount from the cP
channel is needed at 1247 MeV/c. The cross-section
values mhich result for co' production, assuming a
branching ratio of 9.7% for the ~"y mode, ' are consist-
ent with bubble-chamber results~ at the same momenta.

A very small correction must be made at the four
highest momenta to account for events which arise

' Average value compiled by A. Rosenfeld, N. Barash-Schmidt
A. Barbaro-Galtieri, L. Price, P. Soding, C. k ohl, and M. Roos,
Rev. Mod. Phys. 40, 77 (1968).'R. Kraemer, L. Madansky, M. Meer, M. Nussbaum, A.
Pevsner, C. Richardson, R. Strand, R. Zdanis, T. Fields, S.
Qrenstein, and T. Toohig, Phys. Rev. 136, B496 (1964).
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TABLE III. The P, & probabilities. The second subscript denotes
the parent con6guration and the first indicates the observed 7-ray
multiplicity. (A) contains those for possible 2y parents, {B) for
4y parents, (C) for 6y parents, and (D) for 3y (cd —+ m y} parents.
The statistical errors on these P, I,'s are those appropriate to a
sample of 20000 events thrown for + and g, 10000 events for
2m', 5000 everits for 3x', and 10000 for a . The subscripts 0+1
indicate the sum of P0, Ig+Pf, I, and the subscripts 2 and 2+ in-
dicate the P2 g, for opening angles less than and greater than 90',
respectively.

to be subtracted from each y-ray topology before the
fit for parents. This correction causes its largest effect
in the zZ' cross section; typically it amounts to 5%
for zZP and 0.3% for zrP.

V. ~0 AND g" SAMPLES

A. Separation of ~ and q Events

Momentum
(MeV/c)

654
694
729
755
811
862
928
978

1024
1099
1247

PO+1, a

0.453
0.428
0.451
0.471
0.495
0.549
0.515
0.493
0.494
0.518
0.475

0

0.487
0.523
0.490
0.470
0.447
0.397
0.429
0.452
0.451
0.425
0.467

P0+i „0

~ ~ ~

0.555
0.545
0.544
0.549
0.544
0.551
0.526
0.567
0.512
0.501

(A) 2r0 and g0 parents (2y)

P2 0

~ ~ ~

0.382
0.392
0.391
0.388
0.393
0.388
0.410
0.373
0.420
0.434

In order to separate the contributions to the two-p-

ray sample from charge-exchange and p' production
reactions, an analysis has been performed based on
the kinematical properties of particles decaying into
two y rays. It is in fact possible to transform y-ray
directions from the laboratory system to the center-of-
mass system without knowing the y-ray energies. In
the center-of-mass system the two y rays, coming from
the decay of a monoenergetic particle, show the char-
acteristic opening-angle distribution"

Momentum
(MeV/. )

654
694
729
755
811
862
928
978

i024
1099
1247

P0+1, 2zr

0.277
0.205
0.242
0.238
0.177
0.206
0.185
0.182
0.166
0.201
0.170

P3 2z0

0.187
0.176
0.181
0.181
0.171
0.177
0.174
0.173
0.1.70
0.180
0.173

0.184 0.214
0.180 0.272
0.179 0.244
0.177 0.248
0.169 0.286
0.168 0.275
0.161 0.292
0.157 0.296
0.153 0.308
0.147 0.288
0.133 0.312

(B) 2' parents (4y)

P2—,2zr P4 2zro

0.040
0.089
0.055
0.058
0.088
0.075
0.089
0.093
0.104
0.087
0.125

dzz (mp/p)cos-, '0
dO 2 sin'(-'O)L(E/mp)-' sin'(-'0) —1]'"

the decay of the parent particles being isotropic in
their own rest frame. F and p are the center-of-mass
energy and momentum of the decaying particle of mass
mo. It is apparent that most of the events are expected
in a narrow angular region close to the minimum
opening angle dehned by

sin-', 0; =mp/E.
(C) 3' parents (&y)

0.295 0.162
0.279 0.237
0.293 0.204
0.292 0.209
0.271 0.251
0.284 0.249
0.276 0,261
0.273 0.264
0.265 0.274
0.278 0.246
0.251 0.269

(D) u0 parents (3y)

Momentum
(MeV/c) P0+1, 3 P2, 3 P2+, 3

654 0.110 0.121 0.123
694 0.056 0.073 0.085
729 0.079 0.100 0.106
755 0.076 0.099 0.104
811 0.037 0.031 0.072
862 0.053 0.079 0.087
928 0.041 0.068 0.076
978 0.039 0.068 0.074

1024 0.031 0.059 0.065
1099 0.051 0.085 0.082
1247 0.038 0.064 0.059

P.-, 3 P0, ~

0.053 0.004
0.137 0.029
0.085 0.101
0.077 0.011
0.164 0.025
0.101 0.026
0.123 0.022
0.125 0.023
0.143 0.028
0.102 0.027
0.145 0.029

9'-

JD 5E
b

Momentum
(MeV/c)

1099
1247

P0+1, zzz

0.253
0.233

P2(&90o), czz

0.125
0.123

P2(&90o},co

0,287
0.280

P2, „
0.263
0.283

from the production of Ao and E and in which the
decay products are all neutral or escape detection. This
correction is made by using published' ' cross sections
and branching ratios to predict the number of events

J. Steinberger, in 195$ Annual Conference on High-Energy
Physics at CERE, edited by B.Ferrett (CERN Scientific Informa-
tion Service, Geneva, 1958), p. 148.

9 F. S. Crawdord, in Proceedings of the International Conference
on High-Energy Physics, CERE, 196Z, edited by J. Prentki
(CERN Europan Organization for Nuclear Research, Geneva,
1962), p. 270.

0 I I I I I I

600 700 800 900 1000 1100 1200 1300
P (Mev/c)

Fro. 4. Partial cross sections for charge exchange (m'), 2'',
3~0, and y0 production. The curves are drawn to serve as guides
to the eye.

"See, e.g. , G. Kallen, E/ereentary Part&le Physics (Addison-
''esley Publishing Co., Reading, Mass. , 1964), p. $2,
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TABLE IV. Numbers of parent events. (1) and (2) refer to the methods described in Secs. IV and V,
respectively; in particular, the g probability refers to the Gt described in Sec. III.

Momentum
(MeV jc)

654
694
729
755
811
862
928
978

1024
1099
1247

m (1)

5706+ 75
8211~ 94
8297~106
7951~111
2086' 52
8752~ii9
9305~114
7957~105
8393~108
6972~107
6927~106

vP (2)

5600+139
8299+172
8080+176
7973&179
2223~ 95
8780%209
9528~217
8334&191
8849&200
6851&168
7003~165

~ ~ ~

439~ 69
981' 89

1168~ 98
364~ 45

1220~104
650~ 90
555& 82
549~ 85

1042~ 87
1533~ 84

n'(2)

r ~ ~

455~ 41
964~ 68

1193~ 85
494~ 53

1226& 99
784& 84
499& 84
707& 88

1117~ 99
1563'105

1231+ 72
1942&109
1980+183
2744&204
961~ 72

4362&182
3994~149
3914a146
3767&135
3818&179
3701a166

3xo

142& 37
392& 48

1270&100
1452&111
246& 36

1247m 93
831~ 71
743~ 69
771& 67

1392+102
1928+105

~ ~ ~

100+50

0.14
0.70
0.07
0.15
0.15
0.13
0.04
0.11
0.02
0.60
0.16

A typical center-of-mass opening-angle distribution is
shown in Fig. 5 (a). The positions of the two peaks cor-
respond to the 0~;„'s for g and q'. An unambiguous
separation of the events into the two categories is
clearly possible and this is true of all momenta covered
by our experiment. It is evident as well that there is a
background because there are events at opening angles
smaller than 0';„(mo) and there is an excess of events
in the region between 0; (s-0) and 0'; (vf). In Fig.
5 (b) the opening-angle distribution of background
events is shown; it is normalized to the contamination
calculated from the 2m' and 3m parent events and the
p;A, 's. Its shape is derived from the distribution of the
opening angle between all pairs of p rays observed in
the three-y-ray sample. Monte Carlo simulation in-
dicates that the opening-angle distributions originating
from events of higher multiplicity and detected as
either two- or three-y-ray events are approximately the
same, independent of the model. The subtracted two-p-
ray opening-angle distribution is shown in Fig. 5(c).
Superimposed on this histogram is a Monte-Carlo-
calculated curve (see Sec. V Il) which takes into ac-
count all the experimental factors for the x' and the g'.
The curves are separately normalized to the m' and p'
regions of the histogram. X.' tests between the histo-
grams and the Monte Carlo curves have been made. At
all energies the X' probabilities were a,cceptable in both
the x and q regions for the incident-pion energy and

choice of the low-energy p-ray-detector cuto6. It is
evident that the shapes of the experimental samples
after 2~' and 3m-' subtractions are the same as the shapes
predicted by the Monte Carlo calculation. This in-

dicates that the subtractions are correctly normalized
and that the various experimental factors are correctly
understood, independent of the numbers of m and q'

parents.
Unlike the peaked opening-angle distributions char-

acteristic of x' and g', the multiple-pion events observed
as two-p-ray events exhibit a distribution in which

spans 0'—180'. Thus, judicious cuts in O~ allow us to
obta, in highly enriched, unbiased samples of x' and p'

events, with essentially no mixing between them and
only a small percentage of background multiple-pion
events.

B. Method of Determining Angular Distributions

For both the m and g" samples, we are interested in
the center-of-mass production angular distribution of
the unobserved parent particle. Since we do not measure
the p-ray energy in this experiment, there is an am-
biguity between the two possible kinematical solutions
for the direction of the parent particle. Our analysis
procedure then is to determine the bisector direction of
the two-p-ray opening angle in the x P center-of-mass
system. The distribution of these bisectors can be

TABLE V. Partial cross sections. All cross sections are in mb. The errors quoted are statistical only.
cr is the sum of all neutral channels, i.e., the total neutral cross section.

Momentum
(MeV/c)

654
694
729
755
811
862
928
978

1024
1099
1247

8.78~0.44
8.33~0.41
7.97~0.29
6.84~0.23
5.03~0.17
5.19~0.24
6.92~0.23
7.51~0.23
6.74~0.23
3.60&0.08
2.36~0.07

~0

(~ 27)
~ ~ ~

0.45+0.07
0.94~0.09
1.00~0.09
0.96~0.11
0.72+0.07
0.48+0.07
0.52+0.08
0.44~0.07
0.53+0.05
0.52+0.03

1.92+0.14
1.99~0.15
1.92+0.19
2.39~0.19
2.30~0.16
2.62~0.16
3.01~0.14
3.74+0.17
3.06~0.15
1.99~0.10
1.28~0.07

0.22~0.06
0.41~0.05
1.25~0.11
1.28~0.10
0.51~0.08
0.76~0.07
0.63~0.06
0.72~0.07
0.63~0.06
0.73w0.06
0,67&0.04

~ ~ ~

0.11+0.05

AE
(neutrals)

~ ~ ~

0.04
0.10
0.18
0.18
0.06

10.92
11.18
12.08
11.51
8.80
9.29

11.08
12.59
11.05
7.03
5.00

0 3~(go ~ 2

~ ~ ~

0.91~0.18
1.33&0.17
1.28~0.15
0.53+0.10
1.06'0.14
1.31a0.24
1.38a0.25
1.43~0.26
1.38+0.17
1.29+0.11
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estimates of the fraction of these observed as t.wo-y-ray
events within the appropriate region of 0".

%e have used the Monte-Carlo technique to fold
additional experimental factors (e.g. , measurement
resolution, finite target thickness, and detection
eKciency) into the transformation relating the parent-
particle direction and the bisector direction distribu-
tions. Let m(x', x) be the probability density that a
parent particle produced in the direction defined by
x= cos8 be detected as a pair of y rays with bisector di-
rection defined by x' =cos8'; then the distribution of
bisectors u'(x') is related to the parent-particle dis-
tribution n(x) by

100— I (x )(fx =(lx m (x',x)n (x)dx.

I [ i I I f t I 1 t I t I I I I I

0 20 40 60 80 100 120 140 160 180
OH (deg)

100—

(b)

If we express e(x) as an expansion in Legendre
polynomials, P&(x), we have

900

800—

100—
(c)

n'(x')(lx' = (Ix' ( P C)P()m(x', x)(lx.

Substituting this into Eq. (9),

+~ lmax

(10)

cr) 600—

w 500-

O
ce 400—
LLJ

CG

g 300-

Experimentally, we look at a histogram of the y-ray
bisector cosines. If we replace the function g'(x')dx'
by I;, where n; is the experimental number of bisectors
in the ith bin and correspondingly write m(x', x)dx' as
m, (x), then

100—

I 1 I I I I r 1 l~ I T l 1 I 1 1 I

0 20 40 60 80 100 120 140 160 1808 (deg)

+& l~x
( P C(P()m, (x)dx

~max

= Q C( P((x)m;(x)dx. (12)

I'xo. 5. Center-of-mass y-ray opening-angle distribution for
p =862 MeV jc. (a) Unsubtracted 2y sample. (b) Normalized
subtraction for 2y sample. (c) Subtracted 2y-ray opening-angle
distribution. The curve is the smoothed predicted Monte Carlo
result. A x' test between the subtracted 2y sample and the Monte
Carlo predictions gives 90.5 for 90 degrees of freedom. Pg (x)m, (x)($x. (13)

These integrals can be represented as the elements
of the complete transformation matrix M;~, which we
define as

uniquely related to the parent-particle direction
distribution.

As indicated earlier, there is some background con-
tamination from multiple-pion events, which must be
subtracted from the samples. A very good approxima-
tion to the distribution which must be subtracted is
given by the bisector distribution of the background
two-p-ray sample, obtained as described in Sec. V A,
with the appropriate cuts in 0". In fact, the shape of
this background distribution is almost independent of
the cut in 0+. The appropriate normalization of the sub-
tracted distribution comes from the evaluated number
of parent 2+' and 3x' events and the Monte Carlo

The M;~'s are calculated in a Monte-Carlo program
which takes into account the possibility of a y ray or
neutron associated with the event triggering the anti-
coincidence counter, as well as cuts applied to the
opening-angle distribution, effective low-energy cutoff,
and experimental resolution. The actual computation
of the integrals makes use of the fact that we can aver-
age over the right-hand side of Eq. (13), writing
M, ~=2(Prm;), „,where

N

(Pgm;), =—P P)(x„)h„.
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TAHI.K Vl. Coefficients of Legendre-polynomial expansion for x . Cross sections are in mb and mbjsr; the errors quoted (in

parentheses) in this table include only those of the fit. (Note that these errors are the diagonal errors only; the full error matrix is given

in Table X.) The events used in the 6t are in the range 8; —5'& 0&0;n+10'.

729 4S1.8

755 463.0

811 486.7

862 507.6

1..91

1.82

1.64

1 ~ 51

533.7

978 552.9

1024 570.5 1.20

1099 597.3

1247 648.4 0.93

P k 1/k~
(Mev/c} (Mev/c) (mb)

654 418.1 2.23

694 436.3 2.05

(mb}

8.78
(0.44)
8.33

(0.41}
7.97

(0.29)
6.84

(0.23}
5.01

{0.17)
5.19

(0.24)
6.92

(0.23)
7.51

(0.23}
6.74

(0.23)
3.60

(0,08)
2.36

(0.07)

4.16
(0.31}
3.48

(O.z4)
3.01

(0.19)
2.24

(0.15)
1.62

(0-17)
1.73
(0.12)
2.74

(0.14)
3.51

(0.18)
2.82

(0.16}
1.35

(0.10)
0.24

(0.04)

0.55
(0.12)
0.47

(0.08)
0.35

(0.08)
0.15

(0.07)
0.12

(0.10)
—0.03
(0.05)

—0.07
(0.06)
0.08

(0.08)
0.25

(0.08)
0.37

(0.08)
0.51
(0.07)

{d /du} (d /dp)
(0') (180'} Co

0.322
(0.008)
0.332

(0.007)
0.345

(0.008)
0.312

(0.007)
0.253

(0.011)
0.296
(0.007)
0.415

{0.010)
0.479

(0.012)
0.454
(0.01 1)
0.278

(0.008)
0.2 11
(0.005)

0.532
(0.017)

Q.522
(0.014}
0.455
(0.015)
0.319

(0.014)
0.072

{0.022)
—0.070

(0.014)
—0.086
(0.020)
0.023

(0.025)
—0.020
(0.022}
0.016

{0.014)
0.019
(0.009}

0.516
(O.oz2)
0.537

(0.018)
0.516

(0.019)
0.417

(0.018)
0.354
(0.026)
0.433
(0.015)
0.694

(0.02 1)
0.827

(0.027)
0.738
(0.024}
0.270

(0.018)
0.191
(0.023)

C3

0.209
(O.OZ7)
0.164

(0.022)
0.161

(0.022)
0.145

(0.020)
0.151
(0.029)
0.278
(0.016)
0.426

(O.QZ3)
0.501
(0.030}
0.323
(0.023)
0.061

(0.020)
—0.074
(0.015)

0.180
(0.031)
0.110

(0.025)
0.085

{O.OZ6}
0.026

(0.024)
—0.013

{0.035)
—0.035

(0.019)
0.059
(0.028)
0.198

(0.035)
0.205

(0.033)
0.143

(0.022)
0.050
{0.017)

Cs

0.090
(0.034)
0.069

(0.028)
0.108

(0.030)
0.136

(0.028)
0.250
(0.042)
0.420
(0.023}
0.720
(0.032)
0.877
(0.040)
0.788

(0.037)
0.457

(0.02 7)
0.055
{0.019)

Cs C7 Cs

0.067
(0.038)
0.012

(0.030}
-0.030
(0.032)

—0.069
(0.031)

—0.045
(0.048)

—0.084
(0.02S)

-Q.159
(0.034)

—0.096
(0.044)

—0.091
(0.039}
0.165 —0.062 —0.206

{0.029) (0.033) {0.036}
0.075 —0.156 —0.105
(0.021) (0.024} (0.026)

P
(x'}

0.40

0.86

0.01

0.13

0.10

0.18

0.45

0.14

0.39

0.17

The summation extends over all of the X events
simulated in the Monte-Carlo program; x„ is the cosine
of the production angle of the eth event, and 5„ is 1
or zero depending upon whether the event has satisfied
all requirements or not. The simulated events were
picked at random out of a distribution of directions
which was isotropic.

The final expression for the expected population of
the bisector distribution is given by

u;= Q C)M;(.

The problem of determining the 7r" or g' angular dis-
tribution thus reduces to performing a least-squares fit
of the experimental distribution of bisectors to Eq. (15)
with parameters C~ of the 7r' or g' distribution. expansion.
Thus we obtain directly the Legendre-polynomial
expansion coe%cients for the 7r' or q' distributions.

C. ~' and. q' Angular Distributions

The least-squares fits described in the previous
section. were performed on each sample after the appro-
propriate background had been subtracted. The sub-
traction ranged from 1 to 3% of the raw m. sample and
up to 40%%uo for the q' sample. In addition to these sub-
tractions, at the four highest rnomenta a small sub-
traction was made for contaminants in the go sample
arising from the neutral decay of the A". The angular
distribution for this contaminant was obtained by a
Monte Carlo calculation and the normalization cal-
culated from the known cross sections.

At each momentum for both the +' and the g"

samples, a series of least-squares fits was made with

(16)

where 0-0 is the 7r' or g' production cross section and k is

values of l, , from 1 to 10. For the +0 fits, where the
data were adequate, each cosa'bin, 0.025 wide, was
required to have a total fractional error, including
estimated systematics in addition to the statistical
error, less than 0.3. If any given bin did not meet this
requirement, that bin was merged with an adjacent
bisector bin. This process was continued when necessary
until the test was satisfied. The same procedure was
followed for the qo fits, except that the data were
initially treated with each cos8 bin 0.10 wide. By this
fitting procedure we obtained also the total number of
parent 7' and q' events in the samples; they are entered
in Table IV.

The appropriate 1„, at, each momentum was chosen
with the following considerations. First, in order to
facilitate the use of the data in phase-shift analysis,
where expansions are normally made of the amplitudes
directly, we have elected to have the maximum value
of l always even. In no case do the C~'s with /(l,
change outside the quoted errors as a result of this
choice. The last coefficient is sometimes consistent with
zero; however, the error on this coe%cient is relevant
for such analysis. The quoted errors are the diagonal
elements of the error matrix; since their values are
correlated, we also give the full-error matrices in
Appendix D. Secondly, for a given beam momentum,
that value of /, „was chosen where the X' probability
had clearly reached its asymptotic value as a function
of /„„. Furthermore, the value of L,„was never
allowed to decrease at momenta above where it was
first needed.

The I.egendre-polynomial coe%cients normalized
according to

O.o= kr &' &'o,
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FrG. 6. Center-of-mass charge-exchange angular distributions
for the x . Typical error bars are sho~n.

the m momentum in the center-of-mass system, are
given in Tables VI and VII for mo and g', respectively.
Differential cross sections can then be obtained as

do tmsx

CiPi (cosa) .
dQ ~ m. k E=o

(17)

Also given in the same tables are the forward and
backward differential cross sections, calculated from
Eq. (17), as well as the X' probabilities of the best fits.

Plots of the m and g' differential cross sections are
given in Figs. 6 and 7, respectively; in Fig. 8 the be-
havior of the I.egendre-polynomial expansion coef-
ficients as a function of momentum is shown, for the
go case.

It should be remarked that the fits were made on a
data sample with a quite narrow cut on 0~ as given in
Table VI. Typically, 50-70'Po of all events in each of the
x and qo distributions were included within these cuts.
The complete analysis mas also performed on a sample
of data mith a wider cut, which always contained more
than 75% of all the events in each distribution. Within
our statistics there mere no differences in the results at
a11 momenta for both samples. The narrower cut, with

Fio. 7. Center-of-mass go production angular distributions.

fewer events participating in the fits, gave results with
about the same propagated errors on the coefFicients
of the series expansions as the wider cut. This is due to
the fact that the subtracted contaminant angular dis-
tributions, with associated errors, mere larger for the
sample with the wider 0 cut.

Finally, Fig. 9 illustrates at 729 MeV/c a comparison
of the observed bisector data (solid histogram), the
fitted 7ro distribution similarly binned (dotted curve),
and the Monte Carlo-predicted bisector distribution
(dotted histogram) based upon the fitted distribution.
The fitted distribution is normalized to the total num-
ber of g' parents. Thus the difference between the
number of observed events in each bin and that of the
predicted bisectors is the total correction, i.e., it in-
cludes bisector opening-angle cut, lom-energy p-ray
cutoff, geometric detection efFiciency, and opening-
angle bisector to x direction smearing.

VI. EMPTY-TARGET EVENTS

At each momentum a similar analysis has been
undertaken on the empty-target samples. It was found
that the split among the different multiplicities and the
angular distributions as mell agree within statistics
with the corresponding full-target case. For this reason
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TABLE VII. Coefficients of the I egendre-polynomial expansion for g0. The errors quoted (in parentheses} in this table include only
those of the Gt. (Note that these errors are diagonal errors only; the full error matrix is given in Table XI.) The events used in the
fit are in the range 0; —5'&O&O;„+10'.

(MeV/c)

694

729

755

811

862

928

978

1024

1247

C0

0.018
(0.002)
0.041
(0.003)
0.046
(0.003)
0.048
(0.006)
0.041
(0.003)
0.028
(0.003)
0.033
(0.006)
Q.029
(0.004)
0.041
(0.004)
0.047
(o.oo3)

0.016
(0.007)—0.003
(0.011)
0.008
(0.007)—0.013
(0.007)
0.016
(0.12}
0.003
(0.007}
0.041
(0.007)
0.045
{0.006)

0.007
(0.010)
0.014
{0.017)
0.030
(0.009)
0.016
(0.009)
0.014

(O.O16)—0.013
{0.011}—0.009
(0.010}—0.011
(0.008)

—0.029
(0.013)—0.027
{0.013)—0.049
(0.025)—0.025
(0.015)—0.029
(0.018)—0.054
(o.oio}

0.024
(0.020)
0.019
{0.020)—0.047
(0.039)
0.010
(0.020)
0.006
(0.025}—0.008
(o.o15)

0.41

0.55

0.13

0.12

0.79

0.20

0.96

0.64

0.61

0.52

~,o{~ 2v)
(mb)

0.45
(0.07)
0.94
(0,09)
1.00

(0.09)
0.96
(0.11)
0.72
(0.07)
0.48

(Q.oi)
0.52
(0.08)
0.44
(0.07)
0.53
(0.05)
0.52
(0.03)

it has not been necessary to make the empty-target
subtractions for the angular distributions. The cross
sections have been scaled as was indicated in Sec. III.

VII. DISCUSSION OF RESULTS

A. Partial Cross Sections

The general features of the partial cross sections for
reactions (1)—(3) are shown in Fig. 4. It can be seen that
around 700 MeVjc the inelastic processes, especially

3x and g" production, are relatively predominant; the
charge-exchange cross section indeed shoves only a
shoulder. Moreover, within the inelastic processes the
g' and 3'' productions shove maxima, while the 2x'
cross section is quite constant. At 900 MeV/c the
situation is just the opposite; the elastic channel and
2x production show marked peaks, while the g and
3s.o production are both constant. Quantitatively, the
charge-exchange cross section is the dominant one at all
momenta; the 2m-' cross section is about one-quarter the
value of charge exchange at the lower energies and
one-half at the higher energies. The peak in the 2m'

400

0.6—

0.2—
300-

0—

cl
( 0E

04—
100—

0.2—

-0.2
600 700 800 900 OOOO I l GO 1200 1300

P ( MeV/c)

Fro. 8. Iegendre-polynomial expansion coefficients for charge
exchange as a function of incident x momentum.

l.0 0.8 0.6 0.4 0.2 0 -0.2 -0.4 -0.6 -0.8 —l.0
cos 8

Fro. 9. An illustration at p=729 MeV/c of the differences
between the observed bisector distribution (solid histogram),
the fitted vP angular distribution (dotted curve) normalized to
the total number of H parents, and the Monte Carlo-nredirted
bisector distribution (dashed histogram).
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S. Total Neutral Cross Section
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Frt . 10. Forward differential cross section (Ckr/dO) ('0') for
the m in charge-exchange scattering. The dispersion-relation pre-
dictions from Carter {Ref. 11) are shown along with the estimated
limits.

cross section may be evidence for an appreciable decay
mode of X (1688) into a final state msoso, on the
contrary, no evidence for such a mode is indicated for
N*(1518).The g —+ 2y and 3s' cross sections are nearly
equal at all momenta above qo threshold with a magni-
tude about one-half that of the 2x', they peak at about
750 MeV/c. In fact, their shapes are so similar it is
suggestive that the dominant contribution to the 3m'

sample comes from the decay of the g' into 3m'. Con-
sequently, it is possible to make an estimate of the
upper limit of the branching ratio

As seen in Fig. 3, the measured total neutral cross
section shows two peaks around 600 and 900 MeV.
These are centered at 729 and 978 MeV/c (i.e., 1514
and 1660 MeV for the center-of-mass energy). While
the latter value is in agreement with previous measure-
ments of the peak position in total and elastic w p
scattering, the former is somewhat higher.

We believe there is little meaning in directly com-

paring the 0~'s from diferent experiments, as is fre-
quently done in the literature, since the available
measurements come from diR'erent setups with difI'erent

normalization and correction factors, which depend not
only on the relative sizes of the partial cross sections
but also upon the particular geometry involved.

C. ~' Differential Cross Section

Since these data in their most preliminary form'
appear in nearly all pion-nucleon phase-shift analyses
to date, a direct comparison with the results of these
analyses will not be made here. Rather, we will point
out some of the features of the data and their form of
presentation which we hope will facilitate their use in
refined phase-shift analyses.

(1) The forward cross section (I'ig. 10) is compared
with the dispersion-relation prediction calculated from
the recent reevaluation of quantities by Carter. " The
data are in agreement with the predictions at all
momenta.

(2) The backward cross section (Fig. 11) exhibits a
maximum near 600 MeV and a strong minimum near
900 MeV.

R= (q ~ 3s")/(v) ~ 2y) . (18)
0,6—

If all three x"s are taken as coming from g", then
R&I.j.9&0.06. In this case, the value of R is the
average derived from all momenta above q' threshold
and the error is the statistical error on this average.
The individual ratios E at each of the momenta going
into this average are listed in the last column of Table V.
If, instead, one assumes that there is some non-g'
background that should be subtracted from the 3m'

sample, then a diferent value of R can be obtained. In
this experiment we measure a 3x' cross section of 0.22
mb at a momentum just below q' threshold. Taking this
value to be the non-g' background to be subtracted at
all momenta, a value for R is found to be 0.82&0.06.
To give an estimate to the range of R values possible
in this experiment under the assumption that there is
some non-q' background, we may take the error on the
0.22 mb to be 100%. Thus, the previous value
(R& 1.19&0.06) corresponds to zero non-rlo background
and R=0.45&0.06 corresponds to 0.44 mb of back-
ground. The currently accepted' value for R is
0.77&0,09,

0.5—

04

Cl
E 0.3—
O
Co

b 02-

0,1—
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-0.1
I I .. I I l I

600 700 800 &00 1000 IIOQ 120Q 13QP
P (Mt. V/c)

FIG. 11. Backward difITerential cross section {da/dO) (180') for
the 71' in charge-exchange scattering.

"A. A. Carter, Cavendish Laboratory Report, 1968
(unpublished),



PRODUCTIOX OF q AAD ' I N p REACTIONS

0.8—
E

cu 06

4 04-
o

0.2—

600

()?I)
(54) (134) (231) (275) (324) (356) (31)4) (425)

I I I I I

/
700 800 900 1000 l 100
THRESHOLD P tM vy)Iob

0
('4y)

l I

I200 I300

FrG. 12, The q excitation curve showing the cross section for
g ~ 2p as a function of the incident 2)- laboratory momentum
pl, b and the q0 center-of-mass momentum P„~. The solid curve
serves only as a guide to the eye.

(3) &he graph of the Legendre-polynomial coef-
ficients (Fig. 8) shows the well-known freatures of the
resonances in the vicinity of 600 and 900 MeV.

As was mentioned in Sec. V, we have included in
t.his paper (Appendiv. D) the error matrices of the
Legendre-polynomial coeScients for the 6ts chosen. It
should be noted that these are the statistical errors
only and that there are normalization errors resulting
from the uncertainty in the partial cross sections for
charge exchange. These additional errors have been
included in the values quoted for the 0' and 180'
cross sections.

D. g' Differential Cross Section

The g' differential cross sections (Fig. 7) are isotropic
at the first two momenta. At higher momenta some
structure gradually enters, which we were insensitive
to in our preliminary low-statistics data. This is con-
sistent with the linear rise' " of the excitation curve,
shown in Fig. 12, and indicates S-wave production
near threshold.

It has been suggested" that a geometry which does
not cover the full 4n. solid angle can lead to insensitivity
in distinguishing between certain types of angular
distributions. Whereas our preliminary data suffered
from lack of statistics, this suggestion is not relevant
to our geometry as is discussed in Appendix E. With
the final sample, presented here, nonisotropy is readily
distinguished at all momenta and the errors quoted on
the coeScients accurately reflect the probability that
the inferred coeKcients might be difI'erent from the
true ones. In general character, the g' differential cross-
section curves presented here are in general agreement
with those in Ref. 12. It should be noted that although

12 K. B. Richards, C. B. Chiu, R. D. Eandi, A. C. Helmholz,
R. W. Kenney, B. J. Moyer, J. A. Poirier, R. J. Cence, V. Z.
Peterson, N. K. Sehgal, and V. J. Stenger, Phys. Rev. Letters
16, 1221 I', 1966); C. B. Chiu, R. D. Kandi, A. C. Helmholz, R. %.
Kenney, B.J. Moyer, J. A. Poirier, W. B. Richards, R. J. Cence,
V. Z. Peterson, X. K. Sehgal, and V. J. Stenger, Phys. Rev. 156,
1415 (1W7).

they are consistent at each energy within the quoted
errors, the partial g cross sections appear to be sys-
tematically of the order of 10% higher than those
presented in Ref. 12.

APPENDIX A: BEAM MOMENTUM
DETERMINATION

Eleven nominal values of central momenta were
selected for the incident x 's. The magnet currents and
fields were set at the design values and the magnetic
fieMs of the momentum-resolving magnets were mea-
sured by NMR and continuously monitored by Hall-
e6ect probes previously calibrated against the NMR.
The kinematics of two of the reactions being studied
in this experiment (m p ~ s "e, s=p —& g'n) provide the
best check available to us upon the momentum.

We have made use of the characteristic opening-
angle distributions and minima of both the x' and g'
to measure the incident momenta. The sensitivity of
this technique can be seen from Fig. 13, where dO~/dp

are plotted for the pion and g-meson minimum opening
angles as a function of momentum. The theoretically
expected distributions for the two-y-ray opening angles

0.3—

0.2—

O

EQ
0* 4 O.l

C1

0 I I I I I I

600 7CX) 800 900 )000 II00 l200
P(Mev/c)

I300

Fio. 13. Sensitivity (AO/Ap);„of the minimum-opening-angle
determination of the incident ~ momentum as a function of the
momentum for the H and g0.
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Beam
momentum

(MeV/c)

654
694
729
755
811
862
928
978

1024
1099
1247

(aO . /ap)/~
'/(Me V/c)

0.040
0.033
0.033
0.029
0.025
0.022
0.019
0.017
0.016
0.014
0.013

~ ~ ~

0.33
0.29
0.25
0.17
0.14
0.10
0.08
0.08
0.07
0.05

TABI.E VIII. Beam-momentum determination from
opening-angle distribution.

and appropriately directed 8 ray (produced either in

the array of thin foils, counters, or liquid hydrogen
through which the beam passes) which reaches the
anticoincidence counter removing the event from the
count. The second are events associated with a neutron
or y ray which interacts in the target walls or anti-
coincidence counter, giving a charged prong which

removes the event from the count.
Ke use the total number of parent events in the

various reaction channels involved in producing our
observed events, as indicated in Sec. IV, to evaluate
the correction 1—F~. To this end, we form the ratio

from w' and q' at any given momentum are calculated
by the Monte Carlo technique using the appropriate
angular distribution, low-energy y-ray cutoR for
detection, measuring resolution, and normalizing to the
same number of events in an opening-angle interval.
These expected distributions are then separately corn-

pared to the experimental opening-angle distributions.
If comparison shows that a theoretical and experi-
mental distribution do not agree, then a new theo-
retical distribution is calculated at a slightly different
incident momentum and comparison made again. The
process is repeated until agreement is reached. In
practice this procedure usually takes one iteration. The
errors on the momenta as determined by the opening
angles correspond to a shift in the position of 0;„by
~0.25'. Over-all shifts of 0.5' are readily detectable
and therefore it is felt that this error is adequate. The
effect of other parameters afI'ecting this momentum
determination, including the low-energy y-ray cutoff
for detection, the target position, the beam-momentum
spread, and the background subtraction, were all in-
vestigated and found to give consistent momentum
values within their error limits. A summary of these
results is given in Table VIII.

APPENDIX 8: CORRECTION FACTORS
FOR e~ CALCULATION

The fraction F~, appearing in Eq. (5), results from
events which have charged particles associated with
them, but appear as neutral events because all of the
charged particles escape detection. Ke have calculated
J'& using Monte Carlo techniques and available data"
on branching ratios to charged 6nal states and angular
distributions. Because of our tight electronic geometry
and the high multiplicity of prongs in inelastic events,
I'"

2 is found to be negligible. We take it equal to zero.
The remaining fraction 1—J i corrects for the loss of

true neutral events which are rejected by the electronic
logic because of the presence of a spurious particle.
These spurious particles arise from two types of events.
The first are events vhich have a suSciently energetic

"M. B. Olsson and G. B. Yodh, Phys. Rev. 145, 1309 (1966).

APPENDIX C: CHOICE OF EFFECTIVE
LOW-ENERGY CUTOFF

The number of sparks appearing in any given shower
depends upon plate thickness, the energy of the elec-
trons which propagate through the plates, the angle the
shower makes with the normal to the plates, and the

efficiency of the gaps for detecting them. Thus a Axed
number (three in our case) of sparks defining a mini-
mum for acceptance as a p ray corresponds to different
effective minimum-energy y rays at each set of running
conditions. All of these e6ects may be accounted for to
obtain an internally consistent sample by finding ex-
perimentally a value for what we call the effective low-

energy cutoff. It is found that a value in the range
40&10 MeV is adequate for all the data.

In order to find this value, several tests are made on
the data at each incident momentum. Consequently,
eleven separate evaluations are made. The tests are as

TABr,E IX. EfFective low-energy cutofF.

Momentum
{MeV/c)

654
694
729
755
811

Low-energy
cutofF
(MeV)

30
40
45
35

Momentum
(MeV/c)

862
928
978

1024
)099
1247

Low-energy
cutofF
(MeV)

40
35
35
30
45
35

where S; is the number of events of topology i found in
scanning and I',. is the number of parents deduced in
channel j; the summations are extended over all

possible configurations. This fraction f has in it the
effect of the neutron and y-ray conversion in the
anticoincidence shield via the elements P;I,.

A second fraction f' is calculated from geometry and
known electromagnetic cross sections to give the frac-
tion of all events which do not have a 5 ray associated
with them capable of giving anticoincidence. This
fraction has a value of 0.998 typically. Thus ff'= 1—J"i.
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follows:

(I) X' 6t for the number of parents is made to the
observed numbers of y-ray multiplicities including all
multiplicities 0-6. This fit is made as a function of the
cutofF since the Monte Carlo-calculated I', I,'s depend
slightly on it.

(2) A comparison is made of the number of ~'
parents predicted from multiplicites to that number
predicted by the angular-distribution method (see
Secs. IV and V). This is made as a function of the
cutoff, varying it in steps of 5 MeV between 30 and
60 MeV for al] tests.

(3) Same tests as (2) except for parent numbers
of q'.

(4) The observed number of two-y-ray events falling
in the opening-angle region between the x' peak and
the q' peak is compared with the number of two-y-ray
events to be subtracted as background, predicted by

the parent fit in all channels. This comparison is made
as a function of the cutoff.

Test (1) shows a broad minimum in the value of x'
as a function of the cutofF, while the other three tests
show minima in the normalized difFerence between the
two compared quantities. The value of the cutofF
chosen for a given sample is that value which gives
best coincidence of maxma and minima for all four
tests. The values found in the difFerent samples range
from 30 to 50 MeV; thus they are consistent with an
over-all choice of 40&10 MeV. The speciic values
chosen for the data taken at each of the running condi-
tions are shown in Table IX.

APPENDIX D: COMPLETE ERROR MATMCES
FOR m" AND g' ANGULAR DISTRIBUTIONS

Tables X and XI give the complete error matrices"
for the I.egendre-polynomial expansions of the m' and p'

TABr.E X. Legendre-polynomial coefEcient error matrices for x'. Units are (mb/sr)'
with the same normalization as in text. Here E(n) means $/10".

p.70620 ( —4)
P.79069 ( —4)
0.50736{—4)

—0.64283 ( —5)
O.2721O (-4)
0.50040 ( —4)
0.30229 ( —4}

0.49S48 ( —4)
0.53418( —4)
0.43701 ( —4)

—0.41692 ( —5)
0.88542 ( —5)
0.35663{—4)
0.326OV (-S)

0.56500 ( —4)
0.38101( —4)
0.45753 ( —4)

—0.25068 ( —5}
o.31ss1 ( —s)
0.51782 {—4)

—0.13107{—4)

O.?9O69( —4)
O.2761S (-3)
0.15135(—3)
0.12929{—3)
0.50991(—4)
0.?5735( —4)
0.62907 {—4)

0.53419{—4}
0.20460 {—3)
0.10364{—3)
0.93429 ( —4)
0.41340( —4)
0.24979 (—4)
0.7266V ( —4)

0.38101{—4)
0.22652 ( —3)
0.77246 {—4)
o.ssvss (-4)
O.64S13 (-4)

—o.s1389 ( —s)
o.97s1s(-4)

0.50750 ( —4)
0.15135{—3)
0.4832 1 ( —3)
O.3O613{—3)
0.21002 ( —3)
Q.s3241(—s)
0.24405 ( —4}

0.43695{—4)
0.10363( —3)
0.33319( —3)
0.21969( —3)
o.13sss(-3)
o.1s?7o(—4)

—0.28644( —4)

0.45753 ( —4)
O.?7239 ( —4)
0.35650 ( —3}
O.19976(—3)
0.10162( —3)
0.32871 ( —4}

-O.52413(-4)

—0.64275 ( —5)
0.12929( -3)
0.30613{—3)
o.7241s {-3)
0.36811{-3)
0.21730( —3)

—0.20560 ( —4)

—0.41692 ( —5)
0.93429 ( —4)
0.21968( —3)
O.48668( —3)
0,28517 ( —3)
o.1v2o9 (—3)
0.18890(—4)

—0.25068 ( —5)
0.887?7 ( -4)
0.199?6(—3)
0.49223 ( —3)
0.24435 ( —3)
Q. 15249 ( —3)
0.44923 ( —4)

(a) 654 MeV/c

0.27197 (—4)
0.50991( —4)
0.21002 ( —3)
0.36811( —3)
O.93267 (-3)
0.467 76 ( —3)
0.27576 ( —3)

(h) 694 MeV/c

0.88542 {,—5)
0.41334( —4)
0.13888{—3)
0.28517 ( —3)
0.6401S{—3)
0.35610( —3)
0.22489 (—3)

(c) 729 MeV/c
0.31952{—5)
0.64813( —4)
0.10162( —3)
O.2443S {-3}
0.67668 ( —3)
0.29833 ( —3)
0.21846 (—3)

0.50040 (—4)
0.75735 ( —4)
o.s3241(-s}
o.2173o {-3)
0.467 76 ( —3)
0.11846( —2)
0.56596 ( —3)

o.3s663(-4)
0.24979 {—4)
o.1s7 vo(-4)
0.17209( —3)
0.3561Q ( —3)
0.78427 ( —3)
O.3S911(—3)

0.51782 ( —4)
—0.51389( —5)

0.32871 ( —4)
0.15249 ( —3}
0.29833 ( —3)
0.89839{—3)
0.34755 ( —3)

O.3O229( —4}
0.62907 ( -4)
0.24405 {—4)

—0.20560 {—4)
0.27576 ( —3)
0.56596{—3)
0.14245 (—2)

0.32607 ( —5)
0.72667 ( —4)

—0.28644 ( —4)
0.18890( —4)
0.22489 ( —3)
0.35911( —3)
0.89206 (—3)

—o.13107( —4}
o.97s1s ( -4)

—0.52413 ( —4)
0.4492 3 ( —4)
0.21846 ( —3)
0.34755 {—3)
o.1o2s4( —2)

Q, S1738( —4)
0.13728{—4}
0.34317( —4)
0.13199( —5)

—0,61446( —5)
0.566ss {—4)

—0.25610 ( —4)

0.13728(-4)
0.19625{—3)
0.3S6O3(-4}
0.53603 ( -4)
0.78210 ( -4)

—0.38969{—4)
0.93833( —4)

O.34317 ( —4)
o.3s603 {-4)
0.29532 ( —3)
0.13727 ( —3)
0.37249 ( -4)
o.4s3vs(-4)

—0.60906( -4)

P.13203( —5)
P.S3S97{-4)
0.13V27 ( -3)
0.39842 ( —3)
o.14372 ( -3)
0.88268 ( —4)
0.79968 ( —4)

(d} VSS Mev/c
—0.61383( —5}

0.78210( —4}
0.37249 ( -4)
0.14372 ( —3)
0.57277 ( —3)
0.1?881 ( —3)
0.14359( —3)

o.s66ss {-4)
—O.38969{-4)

p.48378( -4)
0.88268 ( —4}
0.17881( —3)
0.78139( —3)
O. 1S393(-3)

—0.25610 ( —4)
O.93833(-4}

-o.eo9oe {—4)
0.79968 ( —4)
0.14359 ( —3)
O. 1S393( —3)
0.97601{-3)

0.12381{—3)
—0.69233 ( —4)

0.10737( —3)
0.23941 ( —4}

—0.64922 ( —4)
O. 1829S (-3)

—0, 11803( —3)

—0.69231 ( —4)
0.50404 ( —3)

—0.9152S( —4)
0.10755 ~ -3)
O. 3O622 (-3)

-0.24427 ( —3)
0.37516{—3}

0,10735{—3)
—0.91528( —4)

0,66346(-3)
0.13521{—3')

—0.15505 ( —4)
0.35950( —3)

—0,25236{—3)

0.23941 ( —4}
0.10755( —3)
0.13521{—3)
0.83348 ( —3)
0.13468( —3)
0.96267 (-4)
0.30450 ( —3)

0.18295 ( —3)
—0.24427 ( —3)

0.35950 ( —3)
0.96267 ( -4)

-0.64460 ( -4)
0.17508( -2}

—0.22395 {—3)

{e) 811 MeV/c
—0.64922 {—4)

0.30622 ( —3)
-0.15505 ( —4)

0.13468( —3)
0.12293( —2}

—o.6446o( —4)
0.26526 ( —3)

—0.11803( —3)
0.37516{—3)

—0.25236 ( —3)
0.30450 ( —3)
0.26526 ( —3}

—0.22395 ( —3)
0.23453 ( —2)

'4 For a discussion of the error matrix, see, e.g., N. Arley and K. R. Buch, Introduction to the Theory of I'robability and Statistics
(John %'iley 4 Sons, Inc. , New York, 1950), Chap. 12.
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TABLE X. (continued)

o.46s9o( —4}
—0.47545 ( —4)

0.50476{—4)
0.2 1501( —4)

—0,35423 ( —4)
0.83484 ( —4)

—0.43752 ( —4}

O.9183S ( —4)
—0.94013( —4)

0.11486{—3)
0.40984( —4)

-0.58646( -4)
0.18448( -3)

—0.10383( —3)

O. 14096( —3}
—0.11982( —3)

0.18082 ( —3)
0.57836 ( —4)

—0.60275 ( —4)
0.29446 ( —3)

—0.15214(—3)

0.1092?{—3)
—0.94663 ( —4)

0.12837{—3)
0.20055 {—4}
0.34799 ( —4)
0.2]837 ( —3)

—0.]2 383{—3}

0.52513 ( —4}
—0.35834{—4)

0.33488 {—4}
—0.36]59{—5)
—O.S79SS( -5}

0.97469 ( —4)
—0.31208 ( —4)
—0.35139( —5)

0.28337 {-5}

—0.47545 ( —4)
O. ]9?82(-3)

—0.55142 ( —4)
0.40680 ( —4)
O. 1662O(-3)

—0.10906( —3)
0.13770{—3)

—0.94013{—4)
0.40466 ( —3)

—0.98939{—4)
0.13068( —3)
O. 362OO (-3)

-o.2o4s? ( —3)
0.30767 ( —3)

—0.11982( —3)
0.62?28 ( —3)

—0.10839( —3)
0.25721 ( —3)
0.55034 {—3)

—0.24924 {—3}
0.51273 ( —3)

—0.94662 ( —4)
0.47346 ( —3)

—0. ]1768( —3)
O. 19880{—3)
0.35735 {—3}

—0.18062 ( —3}
0.37564{—3)

—0.3582? {—4)
0.19969{—3}

-0.77507 {—4}
0.54253 {—4)
O. 12 186{—3)

—O.52051 ( —4)
0.15950( —3)

—0.50132 ( —4)
—0.]2193(—4)

o.so4?2 ( —4)
—0.55139{-4)

0.22194( —3)
O.4S216(-4}

—0.25273 ( —4)
0.16504( —3)

—0.82097 {—4)

O. ]148S ( -3)
—0.98935{—4)

0.449] 1(—3)
0.1214] ( —3)

—0.25410 ( —4)
0.33461 ( —3)

—0.11827( —3)

0.18084 ( —3)
—0.10839{—3)

0.72727 ( —3)
0.23964 ( —3)
O.42694{-4)
0.49314( —3)

—0.17381 ( —3)

O. 12836( —3)
—0.11768( —3)

0.57403 ( —3)
0.11745{—.i}
0.62757 {—4}
0,29702 {—3)

—0.7&965 {—4}

O.33488{—4'i

—0.7?507 {—4}
0.31017( —3)
0.29259 {—4,'
0.40417 ( —4)
0.11178{—3)

—0.40764 ( —4)
0.21442 ( —3)

—0.38844 ( —4)

0.21501 ( —4)
0.40676 ( —4)
0.452 16{—4)
O.269SZ ( —3)
0.23043 ( —4)
0.44179 ( —4)
0.16440{—3)

0.40983 ( —4)
0.13067{—3)
0.12142 ( —3)
O. 51933( —3)
O.76368{—4)
0.14357 {—3)
0.32053 ( —3)

0.57834 ( —4)
0.25720 ( —3)
0.23963 ( —3)
0.85331 ( —3)
0.19443(-3)
0.25147 ( —3)
0.47319 C' —3)

0.20055 {-4}
O. ]9880 (-3)
0.]1?45(—3)
0.68327 {—3)
0.61]42 ( —4)
0.23575 {—3)
0.29199( —3)

-o.36o8? (-s)
0.54260 ( —4)
0.29252 ( —4}
0.39805{—3}

—0.27585 {—4)
0.&4?20{-4)
0.12304{—3}

-o.2822o( -s)
0.25855 ( —3)

(f} 862 MeV/c
—0.3542 3( —4)

0.16620 ( —3)
—0.25273 {—4)

0.23043 ( —4)
0.38559 ( —3)

-o.s?o54( -4)
0.11583{—3)

(g) 928 MeV jc
—O.58646 ( —4)

0.36200 ( —3}
—0.25410 ( —4)

O. 76368 ( —4}
0.76961 ( —3)

—0.12369{—3)
0.32622 ( —3)

(h) 978 MeV/c
—O.60275 ( —4}

0.55034 ( —3)
0.42694 {—4)
0.19443{—3)
O. 12199( —2)

—0.96163( —4}
O.SS866( —3)

{&) ]O24 MeV/c
—0.34789 {—4)

0.35735{—3)
0.62757 ( —4)
0.61]42 ( —4)
O. 10383( —2)

—O. 13140( —3)
0.46752 {—3)

{j}]099 MeVic
—0.58172 {—5)

O. 12186(—3}
0.4041? ( —4)

—0.27585 {—4)
0.51053( —3)

-0.9267 1 {—4)
0.12356( —3)
0.87112( —4)
0.14319{—4)

0.83484 ( —4)
—o.1o9o6( —3)

0.16504( —3)
O.44179 ( —4)

—0.57054 ( —4)
0.51990( —3)

—0.93721 ( —4)

0.18448{—3)
—0.20457 ( —3)

0.33461{—3)
0.14357 ( —3)

—0.12369( —3)
0.10120( —2)

—0.18294 ( —3)

0.29446 ( —3}
—0.24924 ( —3)

0.49314( —3}
0.25147 ( —3)

—0.96163( —4)
0.16213(—2)

—0.22932 {—3)

0.21837 ( —3)
—0.18062 ( —3)

0.29702 ( —3)
0.23575 ( —3)

—0.13140{—3}
0.13501( —2)

—0.25921 ( —3)

—0.97476{—4}
—0.52051( —4}

o.11]78( -3}
0.94720 ( —4)

—0.92663 ( —4)
0.69438{—3)

—0.13929{—3)
o.125?4 {—3)
0.10211(—3)

—0.43752 ( —4)
0.13770(-3)

-O.82O97 (-4)
0.16440(-3)
0.11583{—3)

—0.93721 ( —4)
0.62824 ( —3)

—0.10383{—3)
0.30767 ( —3)

—0.11827( —3)
0.32053 ( —3)
0.32622 ( —3)

—0.18294{—3)
0.11682 ( —2}

—0.15214(—3)
0.51273( —3)

—0.17381{—3)
O.47319(-3)
0.55866 ( —3)

—0.22932 ( —3)
0.]8963{-2)

—0.12383( —3)
0.37564( —3)

—0„74965{—4)
0.29199{—3)
0.46752 ( —3)

—0.25921 ( —3)
0.]5320{—2)

—0.31208( —4}
o.]s9so {-3)

—0.40648 ( —4)
0.12304{—3)
0.12345 {—3)

—0.13929( —3)
0.8S83] ( —3)

—0.21825 ( —3)
0.23249 {—3)

—o.3s139(—s)
-0.50132 ( -4)

0.21442 ( —3)
—0.28220 ( —5)

0.87] 12 ( —4)
0.12574( —3)

—0.21825 ( —3)
0.10934( —2)

—0.15861{—3)

0.28337 ( —5)
0 12193{ 4'i

—0.38844 ( —4)
0.258S5 ( —3)
0.14319( -4)
0.10211( —3)
O.23249( —3)

—0.15861 ( —3)
0.12812 ( —2)

0.25339 ( -4)
—o.]s32s ( —4)

0.15802 ( —4)
—0.10301(—4)

0.22660 {—5)
0.19961{-4}

—0.91757{—5)
—0.48722 ( -5}
—o.]]s9s ( —4)

—0.15329( —4)
O.95696{—4)

—0.45547 ( —4)
0.320]4( —4)
0.10044 ( —4}

-0.75694 ( —5)
0.27985 ( —4)

—O.30974 {—4}
—0.574]8 ( —6}

0.15862 ( —4)
—0.45502 ( —4)

0.15880{—3)
—0.35827 ( —4)

O. 344O? {-4}
-o.so984 ( -s}
—0.27609 ( —4)

O.S?919{—4)
—O.44224 {—4)

—0.10305{—4)
0.32055 {—4)

-o.3s?7s(-4)
0.20936{—3)

—0.65262 ( —4)
0.31459( —4}
0.54823 {—5}

—0.18769( —4}
o.so834 {-4)

{k) 1247 MeV/c

0.22660 ( —5}
0.10044 ( —4}
0.34407 ( —4}

-0.65262 {—4)
O.2622O ( —3)

—0.76357 ( —4)
O. S]879( -4)

—0, 1285] {—4)
—0.24806 {—4)

—0.91757( —5)
0.27982 ( -4)

—0.2 7549 ( —4)
0.54823 ( —5}
0.518?9(—4)

—0.10655 ( —3)
0.43837 {—3)

—0.12158(—3)
0.]0983(—3)

0.19961( —4)
—0.75694 ( —5}
—0.50984 ( —5)

0.3]459 ( —4)
—0.76357 ( —4)

0.35422 ( —3)
—0.]o6ss {—3)

0.49170( —4)
0.24835 {—5)

—0.48722 ( —5)
—0.30974( —4)

0.57919( —4)
-0.18769(-4)
—0.12851 ( —4)

0.49170( —4}
—0.12158( —3)

0.58772 ( —3)
-0.]6s?s(-3)

-o.11s9s(-4)
—0.574]8 ( —6)
—0.44224 ( —4)

0.50834 ( —4)
—0.24806 ( —4)

0.24835 ( —5)
0.10983( —3)

—0.16575 ( —3)
0.68156( —3)

TABLE XI. Legendre-polynomial coefficient error matrices for g'. Units are (mb/sr)' with the same normalization as in text.

0.11226(-4)
0.25340( —5~

0.13372(—5)

0.33317(—4)
-0.52786(-5~

0.57899(—5)

0.25340(—5)
0.44034 {'—4)
0.55258 (—5)

-0.52786(-5)
0.13046 t,

' —3)
0.48430(—5)

(a) 755 MeV/c

0.13372(—5)
0.55258 |', —5)
0.97386(—4)

(b) 811 MeV/c

0.57899(—5)
0.48430(—5)
0.28882 (—3)
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TABr,E XI. (continued}

0.11184(—4)
—0.42355 (—6)

0.34315(—5)
—0.31309(—S)
—0.38237 (—5)

0.12000(—4)
—0.23130(—5)

0.18402 (—5)
—0.34887 (—5)
—0.44264( —S)

0.37482 (—4)
O.66746(-S)
0.41489(—5)

—0.14733(—4)
—0.30108(—4)

0.17334(—4)
—0.26913(—5)
—0.31223 (—5)

0.25961 (—6)
—0.43189{—5)

0.15539(—4)
O.37SS2(—S}

—0.53048(—s)
0.28937 (—5}

—0.19431(—4}

0.10268(—4)
0.28939(—5)

—0.36165(—5}
—0.36375(—5)
—0.45576 (—5)

—0.42353 (—6}
0.43599 (—4)

—0.67696(—5)
0.17928(—5)

—0.59815(—5)

—0.23130(—5)
0.43844 (—4)

—0.11608(—4)
—0.67118(—6)
—0.78592 (—5)

0.66747 (—5)
0.13901(—3)

—0.15319(—4)
—0.36005 (—4)

O. 1O381 (—4}

—0.26913(—5)
0.56073 (—4)

—0.11996(—4)
—0.53376(—5)
-0.23376(-5}

0.37552 (—5)
0.47434 (—4}

—0.22113(—5)
—0.13203(—4)
—0.44143(—5)

0.28939(—5)
0.30748{—4)

—o.14002(—s)
—0.13972(—4}

0.17405 (—5)

(c} 862 Mev/c

0.34315{—5)
—0.67696{—5)

0.90881(—4)
—0.12056(—4)
—0.12102(—4)

(d) 928 MeV/c

0.18398(—5)
—0.11608(—4}

0.89343 (—4)
—0.21225 (—4)
—0.82633 (—5)

(e) 978 MeV/c

0.41473 (—5)
—0.15319(—4)

0.26846 (—3)
0.13295(—4}

—0.64073 (—4}

(f) 1024 MeV/c
—0.31229(—5)
—O. 11996(—4}

0.12554(—3)
—0.37568(—4)
—0.19215(—4)

(g) 1099 MeV, 'c

—0.53048 (—5}
—0.22113{—5)

0.10396(—3)
—0.48321 (—4}

0.58140(—4)

(h) 1247 MeV/c
—0.36167(—5)
—0.14002 (—5)

0.63016(—4)
0.34857 (—5)

—0.33906(—4)

—0.31309(—5}
0.17928(—5)

—0.12056(—4)
0.1814S(—3)

—0.34556 (—4)

—o.34887(—5)
—0.67118(—6)
-0.21225(-4)

0.17468(—3}
—0.26383 (—4}

—0.14733 (—4)
—0.36005 (—4)

0.13295{—4)
0.60871 (—3)

—0.10474(—3)

0.25961{—6)
—0.53376(—5)
—0.37568 (—4)

0.22863 (—3}
—0.16739(—4)

0.28937 (—5)
—0.13203(—4)
—0.48321 (—4)

0.32199{—3)
—0.23671 {—3)

—0.36375 (—5)
-0.13972(-4)

0.34857 (—5)
0.10541 (—3)
0.49102 (—5)

—0.38237{—5)
—0.59815(—5}
—0.12102(—4}
—0.34556 (—4)

0.39330(—3)

—0.44264 (—S)
—0.78592 (—5)
—0.82633 {—S)
—O.26383 (—4)

0.40586 (—3)

—0.30108(—4)
O. 10381(—4)

—0.64073 (—4}
—0.10474(—3)

0.15537(—2)

—0.43189(—5)
—0.23376(—5)
—0.19215(—4}
—0.16739(—4)

0.42122 (—3)

—0.19431(—4)
—0.44143 (—5)

0.58140(—4}
-O.23671{-3)

0.64484( —3)

—0.45576 (—5}
0.17405 (—5)

—0.33906{—4)
0.49102 (—5}
0.22176{—3)

angular distributions. A word of caution is in order.
These matrices contain the statistical error associated
with the fit only; they do not include the errors as-
sociated with the determination of the x' and q' cross
sections (and quoted in Table V) which systematically
shift all coefFicients in a distribution. The two errors
are illustrated graphically in Figs. 6 and 7, where the
error bars for the 0' and 180' cross sections have
had them compounded, while the error bar shown at
an intermediate value of cos8 is that of the fit only.

APPENDIX E ' GEOMETRIC DEPENDENCE OF
FITTED ANGULAR DISTRIBUTIONS

The suggestion has been made" that in a y-ray
detection geometry such as is used in this experiment,
the di8erence between a uniform angular distribution

and one which is of the form 1+cos' cannot be dis-
tinguished with certainty. This suggestion is certainly
correct in the sense that no measurement of finite
statistics ever represents "certainty"; however, as it
bears upon this experiment, it has relevance only to
statistics and not to geometry. This can easily be shown

by standard statistical tests on our data. At most
momenta the number of g' parents is of the order of
1000. At 811 MeV/c they are about 400. As discussed
in Sec. V, Legendre-polynomial fits are made to the
resulting angular distributions and errors are generated
as described. The errors on these coefficients should
reflect in the accepted statistical sense the probability
that the observed distribution divers from the true one.
More specifically, they should give a quantitative
measure of the probability that both Ci and C2 might be
simultaneously zero when the true distribution had
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nonzero CI and C2. We have checked the validity
of the assigned errors by making Monte Carlo simula-
tions of a number of statistical samples of 400 and 1000
events. In both cases, the angular distribution used in
the Monte Carlo simulation was that of Ref. 12 for
704-MeV incident m kinetic energy. It was found that
the values of the coefficients resulting from fits to dis-

tributions were normally distributed with half-widths

equal to the calculated errors. The chance that in a
population of 400 parents the given distribution would
be mistakenly called isotropic was 1 in 23; for the 1000-
event population the chance was 1 in 2000. Thus we
conclude that our errors as presented in this paper
correctly represent the experimental situation.
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Spin Analysis of pw+~ Enhancements in the pp~+~ Final State
Produced in pp Interactions at 22 GeV/c*

J I RHQDE~ R A LEAcocK~ W J KERNAN~ R A JEsPERsEN) AND T L ScHALK

Institute for Atomk' Research and DePartment of Physics, Iowa State University, Ames, Iowa 50020
(Received 28 July 1969)

W'e have investigated decay angular distributions and other characteristics associated with enhancements
near 1450 and 1700 MeV in the p~+m mass distribution for the ppm+~ final state produced in pp inter-
actions at 22 GeVjc. Our results are consistent with a spin assignment of ~ for the 1450-MeV effect if the
S,~~ branching of this effect is assumed to be small. We associate this effect with the P~~(1470) state
inferred from phase-shift analyses. In the case of the 1700-MeV feature, we favor strong contributions
from a J= ~s+ state which can be reasonably associated with the P~5(1690) state reported in the phase-
shift work.

I. INTRODUCTION
' X an analysis of two- and four-prong events from a
~ - 75 000-frame exposure of the Brookhaven National
Laboratory 80-in. hydrogen bubble chamber to 22-
GeV/c protons, we have investigated the following
I eactlons:

pp~ pn~, 220 events

*Work performed in part in the Ames Laboratory of the U. S.
Atomic Energy Commission. Contribution No. 2598.' R. A. Jespersen, Y. W. Kang, %'. J. Kernan, R. A. Leacock,
J. I. Rhode, T. L. Schalk, and L. S. Schroeder, Phys. Rev. Letters
21, 1368 (1968).' R. A. Jespersen, V. W. Kang, %. J. Kernan, R. A. Leacock,
J. I. Rhode, T. L. Schalk, and L. S. Schroeder, in Third Topical
Conference on Resonant Particles, Ohio University, Athens, Ohio,
1967 (unpublished).

s In quoting masses and widths for these effects we are simply
parametrizing features of our data. We can not demonstrate from
the px+m. mass spectrum alone that either of these efFects (but
especially the 1700-MeV peak) can be associated with a single
resonance. In Ref. 1 it was shown that the p~+m= mass distribution
for reaction (1) is poorly represented by either a conventional
"Deck" background (with or without reasonable refinements in
form factors) or by this background plus a single broad resonance.
I'he data are, however, adequately accounted for by two res@nance

-+ pp~+~, 1234 events. (2)

Preliminary studies of certain aspects of these final
states have been reported previously. ' ~

We consider here characteristics of two significant
enhancements in the ps+ad (and 5++m ) mass distri-
butions t Fig. 1(a)7 for reaction (2), one with mass
1443~15 MeV, width 100&15MeV, and the second of
mass 1693~15MeV, width 235~50 MeV. ' %e refer to

these features as the 1450- and 1700-MeV e6ects,
respectively. Evidence for a two-peak structure in the
p~+x mass spectrum for this and other reactions at
various momenta have been noted by other workers. ' '

Reaction (2) is characterized by a very strong forward
and backward peaking of the final-state baryons in the

structures plus the Deck background. E. L. Berger et al. /Phys.
Rev. Letters 20, 964 (1968)]have shown that a Reggeized Deck
calculation is in better agreement with certain features of reaction
(1) (at lower momenta) than the original Deck model. Such
modifications of the Deck effect are, however, generally unable to
account for the sharpness of the 1450-MeV effect seen in our and
in certain other workers' data (especially at high energies), and,
in any case, cannot reproduce a double-peak structure {seeRef. 6).
Nevertheless, these calculations may still be valid, according to
the duality concept t R. Dolen, D. Horn, and C. Schmid, Phys.
Rev. 166, 1768 (1968); G. F. Chew and A. Pignotti, Phys. Rev.
Letters 20, 1078 (1968)], in the sense of giving correctly a local
average over direct-channel resonance effects. In this view,
resonance states in our 6++m channel are already accounted for
by (and are not superposed upon) the x trajectory exchange in the
crossed channel. If this is correct, then fits to the px+m. and 3,++m.

mass distributions using resonances plus Deck background will
lead to an underestimate of the resonance contribution. Our anal-
ysis here is not dependent upon the validity of this approach, al-
though certain arguments in the text, particularly that concern-
ing the 6++m branching of the 1700-MeV effect, are strengthened
if this viewpoint is adopted.

4S. P. Almeida, J. G. Rushbrooke, J. H. Scharenguivel, M.
Behrens, V. Blobel, I. Borecka, H. C. Dehne, J. Diaz, G. Knies,
A. Schmitt, K. Stromer, and W. P. Swanson, Phys. Rev. 174, 1638
(1968).' R. Ehrlich, R. Nieporent, R. J. Piano, J. B. Whittaker, C.
Baltay, J. Veinman, P. Franzini, R. Newman, and N. Yeh, Phys.
Rev. Letters 21, 1839 (1968).' J. G. Rushbrooke, in Proceedings of the Fourteenth Inter-
national Conference on High-L&'nergy Physics, Vienna, 1966', edited
by J. Prentki and J. Steinberger (CERN, Geneva, 1968), p. 159.


