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Using the binary collision expansion of the time-displacement operator, a kinetic equation
for the Van Hove correlation functions is derived. The method differs from those already
in the literature by the fact that equilibrium correlations are taken into account fully. This
permits us to recover the exact “short-time” kinetic equations developed recently by various
authors, from the lowest-order term in our expansion. Indeed, when the interaction between
the particles is due entirely to their hard cores, then our lowest-order term is identical with
the short-time kinetic operator, yielding an Enskog-type correction to the low-density equa-
tion. In the particular case of a system of hard rods in one dimension we get the exact kinetic
equation found by Lebowitz, Percus, and Sykes. For non-hard-core potentials our lowest-
order term represents a natural extension of the Boltzmann-Enskog type equation obtained
in the case of hard spheres. The resulting kinetic operator can be put, for sufficiently short
collision times, into a form similar to the hard-core case, albeit with a velocity-dependent

collision diameter.

1. INTRODUCTION

There has been much work done recently on ob-
taining reasonable approximations for the time-
displaced distribution functions, i.e., the Van
Hove correlation functions, of a classical fluid.

A great stimulation for this work has been the
beautiful molecular dynamic machine computa-
tions of Rahman' and Verlet.? One of the theoret-
ical approaches used by many authors has been
the kinetic-equation method which works so well
for dilute gases. The difficulties of this method
for dense fluids are well known and may be di-
vided, in some sense, into the problem of the cor-
relations and the problem of dynamics. The di-
vision hinges on the fact that in considering the
time-displaced distribution functions we are deal-
ing with a system, that is, in a well-defined
sense, only slightly removed from equilibrium.
Hence, the problem may be put in a form in which
the correlations required are those of the equilib-
rium state, which are assumed to be known; in
principle, at least. It may then be hoped that
even when the dynamics of the problem is dealt
with approximately, the final results may be rea-
sonably good. This has been the philosophy of
many authors®~* going back to the work of Enskog
on the modification of the Boltzmann equation for
a system of dense hard spheres. The results,
when compared to the experiment, have been in
general quite encouraging.
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It is the purpose of this paper to describe a
systematic development for the kinetic equation
of the self- and total-time-displaced distribution
functions of a classical fluid in which the equilib-
rium correlations are taken into account exactly
at each step. Our procedure is based on the
“binary collision” expansion formalism of Sie-
gert and Teramoto® as used in transport theory
by Zwanzig.” This method has been used recently
for the investigation of the kinetic equation and
transport coefficients of gases at low density,
i.e., expansions in powers of the density p. Our
variation and hopeful improvement of this proce-
dure will consist of keeping intact, i.e., not ex-
panding in the density, the full equilibrium cor-
relations.

One of our motivations was the desire to under-
stand from this general point of view the exact
results obtained by Lebowitz, Percus, and Sykes®
for the time-displaced distribution functions of
a one-dimensional system of hard rods. Their
methods depend on the particular simplicity of
the system studied and cannot be directly extended
to three-dimensional systems. Our methods,
however, are valid in any dimensions, and we
can, therefore, use their exact results both as a
check and as a test of different approximations.

We begin by defining the problem: Consider a
system of N particles of mass m interacting via
a pair potential ¢(IT|). The particles are con-
fined to a periodic box of volume V with a density
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p. At t=0 the Gibbs ensemble in the 6N-dimen-
sional phase space has the form of an equilibrium
distribution with one labeled test particle (par-
ticle number one) out of equilibrium

uGy, -oe %y 30)

=Nu0(?< e ,iN) W(il)[pho(x*zl)]"
-FO(‘z,x ...,§N|§1)W(§1). (1.1)

Here X ;= (f;, V;) represents the position and ve-
locity of the ith particle, pgXy, «..,%XN) ~
exp(- BH ) is the equilibrium canonical distribu-
tion function at reciprocal temperature 8 and

1y @)= 2mm /B %" e P i (1.2)

is the equilibrium velocity distribution function.
W(X) is the distribution function of the labeled
partlcle (the test particle) and the function Fo(x2,

xNle) is the conditional probability of X9,

,Xy, relative to X, in the equilibrium ensem-
ble. We now define the self- and total-one-par-
ticle distribution functions fg and f at time ¢ ob-
tained from the ensemble density u whose initial
value is given in (1.1),

fsb?l,t)=fdiz---diNu(il, t), (1.3)

N’

(il,t)= fdiz . diN [1+(N- 1)P12]

xu(il, )= n(x t)+ph0(\71), (1.4)

* N?

where P,, is the permutation operator which in-
terchanges X, and X,. From (1.1), we have

fs(il, 0)= W(il), (1.5)
77&1, O)= W&1)+pho(;1)
X [d%,[ g(F),) = 1] W(,). (1.6)

Since u(¢) and thus fg and f are linear functionals
of W, we may also write

f& D= [HT &, 0 W),
&, 0= [FTE,5,t) W), (1.8)

where T4(X,7,t) and T'(X,¥,¢) are the functions f
and 77 corresponding to

W&X)=0&-y).

The kernels T4 (X,¥,t) and 7(X,7, t) can be writ-
ten explicitly in terms of the Koopmann operators,’
which can be expanded in terms of the binary col-
lision operators.® This allows us to get a
“closed” kinetic equation for both f((X,¢) and 7(%,
t). A formal series expansion for these equa-

1.7)
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tions is given in Sec. 2. Section 3 is devoted to
the discussion of the lowest-order terms of these
equations in some detail; it is shown that only
connected diagrams contribute to the series at
each order. In Sec. 4, we check our equations
with the exact equations forone-dimensional hard-
core systems. Also the short-time approxima-
tions®s !° and other limiting expressions can be
obtained from our formal expansion. Finally, in
Sec. 5, we give a brief discussion of the general
equation for long times.

Let us say, finally, that the binary collision
expansion is not the essential feature of our anal-
ysis. An alternative procedure would be to use
the Ursell function expansion of Green and Cohen,!!
which leads to the same results for the lowest-
order terms for a general potential, and for the
whole series in the case of hard-core potentials.

2. BINARY COLLISION EXPANSION

Let us consider a system with binary interac-
tions only. The Hamiltonian of such a system is

H=H,+U,
N
_1 2
HO_Zm Z U'L H
i=1
N
U—‘Z.¢>ij, =o(IT..1)
i>j
ri].=ri—rj (2.1)
We have
)= -tL )= ul% -
pt)=e "~ u( -u[xl(— t), ,xN(-—t),'O], (2.2)
where we have used the notation
N
L=Ly+ 2 6., (2.3)
i>j
N 9
L.=2 V. —, (2.4)
0,21t ofy
Iog
IS S/ )
i mE 2.5)
ij ij

Going back to Eqs. (1.7) and (1.8), we note that
the operators T¢(¢) and T(¢) may be defined by

- + LN
T ()= [dX, - d& e

x,), (2.6)

FO(XZ e 1
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-tL
T(t):faz:?2 ---diNe
X[1+(N=1)P,|F,&, -+ %) . (2.7)

The treatment of both these operators is very
similar, so that we will outline the procedure for
the first, which will give us a kinetic equation
for the self-distribution function, and only quote
the results for the total.

Let us first define the Laplace transforms of
the Koopmann operators

G=j"”dte_t(s+L)=(s+L)'1, (2.8)
0

Go= J “at ol L) (s+Ly)7F, (2.9)
0
w lls+Lg+oy) -1

G2]=f0 dt e :(s+LO+6i].) . (2.10)

Using the binary collision expansion we get®

G=G |1+2T G.+2 2 TGTG+~--:|,
O[zraoaﬁ;eaaoﬁo

(2.11)

are shorthand notations for the
and the binary collision operator

where @, 3, ...
pairs ij, ki, ...
is defined by

- -1 _ -1
T,= G0 (Ga GO)(;0

=-6 G G."'=-6 (1+G
a

«%a% Ta). (2.12)

0

In time-dependent form, (2.11) is

92iq O(t-tl)

xTa(tl—tz)Go(£2)+ cee (2.13)

G(t)=GO(t)+fotdt1fot‘dt 2. G

(We shall generally use the same symbol for a
function of the time ¢ and for its Laplace trans-
form which is a function of s frequently omitting
the argument in the latter. )

Our method may now be summarized as follows:

Replacing (2.13) into (2.6) we may write

7= T+ I [l T -1k ()

n=170
:‘ro(t)[1+ftdl"ro(—l’)K(l')] , (2.14)
where qo(t):fd?(z, ,diNGO(z)

- 2]
=exp[— tv, * —a‘:;'] (2.15)
1

is just the free-particle evolution operator. The
multiple collision operators Kn(t) contain the pro-
duct of exactly » binary collision operators T,
and are defined below. Taking the time deriva-
tive of (2.14) applied to the initial value of f¢(¢),
fs(0)=w(X,), we get

afs(t) . afs(t) ©

ot +V1 . ?r‘l— = nzz:lKn(t)W(il)- (2.16)

The Laplace transforms of Egs. (2.14) and (2.16)
have the forms

0

fs(s)=‘1’0(s)[1+ 2> Kn(s)] W(x.), 2.17)

n=1

TERETLE Py

= [l:ZIMl(s):]fs(s)q- w(x), (2.18)
where we have written

- * _1 _1
W(x1)=[ 1+n§1Kn(s):| cro(s) fs(s)

= ngoDm(S)fs(S)’ (2.19)

and Ml s)= 2 Kn(s)Dm(s), (2.20)

n+m=1

Here again, D; and M; contain precisely j colli-
sion operators T,. In time-dependent form, our
basic equation (2.18) is

[%J,;l.g;_j]fs(s): z ftdt'Ml(t—l’)fs(t’)
1=109

1

= flarme-17 @), 2.21)

where Ml(l) is the inverse Laplace transform of
M;(s), and the first equality in (2.21) is a binary
collision expansion of the memory operator (or
kernel) M({) (cf. Ref. 9).

The formal expressions for the operators K,
Dj, and Mj are readily obtained. Thus

‘T(s)”o(s)[“n?::l"n(s)] =%, JdRy s dk G,
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[Z > D Taco---TaGO]
*La, a,# 0, @ +a 1 n

x Fo(Zy. . [%)), (2.22)

. . 12
whose inverse is

f(s)-1=[1+ s (s)]r (s), (2.23)
n 0
n=1
where
K 1 0 0
mK, K, 1 . . 0
s =(- 2 1 2.24)
)= ) K, K, K, . . 0 (
This yields M,=K,7,”", (2.25)
M,=[K,-K*]7,7", (2.26)
M,=[K, - K,K, -K K, +K*]T,"". (2.27)

The series on the right-hand side of (2.18) and
(2.19) is a number of collisions expansion in the
sense that M), contains exactly » binary collision
operators. Note, however, that in this formal
procedure the triple, quadruple, etc., collisions
are also expanded in terms of binary collision
operators. This could be avoided if the similar
expansion using the Ursell function method would
have been used.!' For hard cores there are no
multiple collision events, and both methods yield
exactly the same results. A density expansion
can be obtained from (2.21) by expanding the cor-
relation functions that appear in each of the op-
erators M,,.

For the total distribution function the expansion
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procedure is entirely similar. The final result
is also formally similar but the meaning of the
operators changes in that there is a factor
[1+(N=-1)P,,] multiplying the integrand in Eq.
(2.22). This means that instead of the operators
K, we will get the new operators @, defined by

Q,= j‘d:‘cz, ...,d?:N[1+(N— 1)P12]Z 2

a, a,*aq,

2 T _Gn+*+T G F(X,:+|%,)

a; 0 a, 0072 1

(2.28)

for n =1. For n=0 we have

Q= {1 ‘*'Dho(;x)fd;e [g(;'xz)_ 1]P12}To . (2.29)

The kinetic equation for the total distribution
function is then

[i . a] (% 1)
8t+v1 '8—-E nx,,

-2 flary emE,i-11), (2.30)
not o n 1

where v, (¢) is the inverse Laplace transform of
7,(s) defined in a similar way as M, in Eq. (2.20).
The first few terms are

71(S)=Q1Qo-l; (2.31)
72(8)= @2Q, 7 = @,Q0™ To@:Q " . (2.32)

As in the case of the self-distribution function,
(2.30) corresponds to the binary collision expan-
sion of the kernels of the “master equation” for
(X%, ¢t).°

3. REDUCTION TO CONNECTED TERMS

A. Self-Operator

Let us now consider the operators M,, [Eq. (2.18)] in more detail. It will be convenient to use the

Fourier transforms of these operators. We define

‘», -, -, - - - _ - - .. - i no,.,. ) n-> ._.
(k kg, - oo k1o 1k ko, ...,kn)-fdrldrz drNexp[ 121 kj rJ.]e exp[tZl k]. r].]. (3.1)
Hence, we get for (2.18)
- 0
(s+zk1 -vl)fs(kl,vl,s)=n%:1Mn(k1)fs(k1,v1,s)+ W(kl’vl)’ (3.2)
with F (&, T, 8)=(K, 17 (%), 8)10), (3.3)
M, (k )=k 1M 1K ). (3.4)
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In deriving (3. 2), we have taken into account the translational invariance of the collision operators M,,,
so that only diagonal operators (3.4) are different from zero. Using

(k! 17, K, ) = 8m38(K, - K,) (s + ik, - ¥,), (3.5)

we get for the one-collision term [Eq. (2.25)]

Ml(kl): (87)1 <k1\ fdvz, .. .,vaZaTaGOFO(xz cee x1)|k1>(s+zk1 ‘vl). (3.8)
It is easy to see that the only nonzero contributions are those in which the pair a involves particle 1 (cf.
Ref. 7), so that in the thermodynamic limit, N ~e, V-« N/V ~{finite,

M,(R,, ¥y, 8)=[87°]p [d¥,(K, 1 T,,G,o (F10) 1K) (s + ik, * ¥, (T,) 3.7

It is shown in Appendix A that M, can be written in the form of a modified linear Boltzmann collision op-
erator in ordinary space time [cf. Eq. (A17)]

My=p [dNe(T,, - Vy,) [T () = J\5(= ] g(Fo)ho (V) (3.8)

where € is the unit-step function, J5(t) is essentially a time-evolution operator for two interacting par-
ticles, dA is a volume element in phase space (cf. Appendix A), and we have written the integrand in
terms of positions and velocities to avoid the necessity of writing the rather complicated transformation
functions to the Hamilton-Jacobi variables explicitly.

Let us now consider the next term, Eq. (2.26). Note first that in K, the only nonvanishing sequences
are

. 3.
leTl,j and leTli (3.9)

Hence,

M,=p? fd v, dGs (&, | [(T 126G T 3G + T12G0T1360)g(.f1s T, Fs)

- lecog(.fn)TmGog( ;13)](;0-1 lil )ho(az)ho(‘-;g) . (3.10)

As was first shown by Zwanzig,” the uncorrelated part of this contribution vanishes.
The third-order term Eq. (2.27) has two types of nonvanishing terms. The first type has sequences
that involve only three particles:

T!2T13T12’ T12T13T23! T12T23T12) TXSTZSTIZ‘ (3-11)
The second type contains sequences involving four particles:
TIZTIBT]A’ Tl2T13T34$ T12T23Tl4’ T12T13T24 . (3-12)

The terms in the first group are doubly connected and will occur only in the operator K;, so that no possi-
ble cancellation can occur. The total contribution of these terms is

M,(conn) = p? [ d¥,d ¥, (ky | [T15GoT13Go(T 5 + Tas)

"’(T12+Tla)GoTzaGole]Gog(rurzyrs) |k >ho(Vg)h0(V3) (3.13)

The uncorrelated sequences (3.12) cancel out also in this case. The correlated terms are at least of
order pd.7

It is interesting to note that our expansion holds also for the case when particle one, the labeled par-
ticle, is physically different from the other particles in the system. In particular, we may consider the
case of a “Rayleigh gas”, in which a “test” particle moves in a gas of noninteracting particles, i.e.,
#4j=T3=0, unless i=1or j=1. Now it was noted by Lebowitz and Percus, ** that the self-distribution
function fs(x t) for a one-dimensional system of hard rods of diameter o at density o is identical to the
distribution function of a particle with “zero diameter” moving among noninteracting particles of density

n=p/(1-po). For this case, M, [Eq. (3.10)] vanishes, and (3.13) can be evaluated explicitly (cf. Appen-
dix B) to yield,

> - 2 ) _
Msfs(kl,vl,s)-n deZdL (P12 1)P13\012l€(v )

3‘”12{ 12°23

X (s+ik1v2)"(P1 1)h0(v2)h0( 3)f (kl,vl,s) (3.14)
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This is just the Fourier-Laplace transform of (5.2) of Ref. 13, which is the »* term in the expansion of
the exact kinetic equation

B. Total Operator

The formalism in this case is very similar to the one of the self-distribution function. The main differ-
ence is the structure of the operator @,. The inverse of this operator can be obtained from the Fourier
transform of (2.29) and is

QM (K,) = (s+ik, - ¥))[1-pho(¥,)C(K,) [d¥, Py,], (3.15)

where C(k,) is the Fourier transform of the direct correlation function. '*
The first term in the expansion of the kinetic equation (2.31) can be written

(K ag v - X o0 X -1 K
vy = <k1] Javy, .. .,va{1+ (N 1)1012].20?0100Fo(x2 le)Qo ]k1> . (3.16)
As in the case of the self-distribution function, the only nonvanishing contributions are those in which the
pair « contains particles 1 or 2. In this case, however, a new term essentially due to the nonlocal nature
of the collision operator, and which involves three-particle correlations appears. Using (3.15), we get
Y1=P <§1 | fdvz dv,[(1 +sz)lecog(;xz)*‘p].dFsTmGoPla &(f,, Fz; ;3)]
18, Yo (V) () (s + 1K, V)[1-pho(¥)C(K,) [d¥, P,]. (3.17)

Since [ d¥, Py[1-pho(7,)C(K,) fd¥, P, ]0(F,) = [1-pClky)] [d¥, Py (%), (3.18)

where ¥(¥,) is any function of the velocity ¥,. Equation (3. 17) can be written in the more compact form

¥, = pT, +p°T;, (3.19)
T, = (K, | [d¥, (14 P,)T,G, g(F1,)G, 1 1K, Dho(V,), (3.20)
T, = (K, | [dV, (1 + Pp)T,,G, g(F,,)C (Ko (Vo (¥,)Gy ™1 + [dF, T1,Go g(F,, T, T)

X (T o(V,)[1 = pC(K,) ]G, Py Ik, ) [d¥, P, . (3.21)

The first term is the linearized Boltzmann term with the Enskog correction. The second term T, is es-
sentially a mean field contribution and depends on the equilibrium correlations in a quite involved manner.
However, in some limiting cases, it can be reduced to simple expressions: This will be discussed in
Sec. 4.

4. DISCUSSION OF THE LOWEST-ORDER TERM OF THE TOTAL
KINETIC EQUATION

We want to discuss now Eq. (3.19) in more detail. It can be shown that for very short times and for
arbitrary potentials the correlation term T', reduces to a simple form. Let us consider first the case of
soft potentials. In the limit s -« the collision operator T, approaches 6 ,

0,,=-m™(86,,/0T,,)  3/3V,, (4.1)

Using this limit (which corresponds to looking at the kinetic equation for very short times) in (3. 20) and
(3.21), we find

> ey 00 9 99 9 - - -
= - —rl2 ., ____ .~ T12 .,
I =-(k g, RN AT ST ho(¥,) [av, P,k ), (4.2)

R [55 ho@)] - (F1a 322 (4P CR)
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- - - - a - -~ -
- fdrag(rurz:rs Bq%lz[l‘pc(kx)] Pmlkx}fdv«lpm . (4.3)
12

Using the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) relation'®

9 - - aglﬁ - 0 - > -
g ax’l g(r13)+g(r13) ar i3 ==f fdrz ”a%ﬁ g(rn T2 ra) ’ (4.4)
- 0 -
and noting that [ df, —a%‘-z- g(f,)=0, (4.5)
12
8 o] e 80 o = e
we get T = BT R ) |* (k,1g(F),) oF,, P,lk) [aV, P, , (4.6)
1

8 ] e = 80 -
T, 2[_8;; ho(vl):| <k, 1-g(r,) ?Iftjpxz Clk,)

9 - - 9 - - -
- %[% —a'r*,l_zg(rlz) +g(r12) 5—'?1121 Px2:| [1 - pC(kl)] ‘k1>fdv4 Pm . (4- )

Replacing in (3.19) and using the fact that for Maxwell-Boltzmann distributions

) -
BEhO(VI):—VIBhO(v,), (4.8)

we get, in time-dependent form, valid for #=0+,
9 - - > - - - - - - e
[H + ik, * vl]n(kl,vl, t)==1dk, - v, ky(v,)C(k,) fdvzn(kl,vz,t) , (4.9)

which is a collisionless Vlasov-type equation. This equation was derived and discussed using different
procedures by many authors.®, 014,16

A similar reduction occurs in the case of hard cores. In this case, however, no ad hoc short-time re-
duction of the collision operator is necessary, since the collision is already instantaneous. The suitable
BBGKY equation is, in this case,

-

8 - > - - - 5 - - -
;ﬁ;g(rm)Jfrmg(rla)G(lrml—U):'pferrlZ 6(Ir ;1 -0)g(r,, 1y, 1), (4.10)

where ?12 is the versor of the vector r ,.
Let us first discuss the one-dimensional case. The BBGKY equation is then reduced to

d

Wg(rlz) +8r Mo, —0)+8(r,+0)]==plglr,, v —0,7,) —glr,,v,+0,7,)] . (4.11)

The collision operators I'; and T', are then

H
1

g(0) [dv,lv,1(1-P,){[e (vlz)eiokl +€(= 1)12)e—i0k‘] -1} h(v,), (4.12)

e
1

—g(a)fdv2 (v 1) (v Dhy(v,) {21 sin(ok ) C(k,) + fdrme-ik‘ym[,é,f(rl,rl -0,7,)
-g(r,, 740, 7)1 }H1-pCk)] [av, P, . (4.13)
Using these results in (3. 19), we get after some algebra,
v, = pg(0)[k(v,) (cosk,0 - 1) +iv, sink,0 + hy(v,) [dv,{lv,|(cosk,0 - 1) -iv,, sink,c } P, ]
- 2iv,h0(v,) p%82(0)k ™" (1 - cosk,0) [dv, P, (4.14)

where k(v,)= [dov,lv,lhy(v,). (4.15)
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This result is identical with the exact kinetic equation for the total distribution function for hard rods
found by Lebowitz, Percus, and Sykes.® Here there is a question of why the higher-order terms of the
expansion (2.30) are not present in the exact equation: This could be answered by evaluating the higher-
order terms in the kinetic equation. We conjecture that these terms vanish in the thermodynamic limit.

In the three-dimensional case a similar procedure can be used. Let us first split the operator (3.21)
into two parts:

T, =(T,, +Ty,) [dV, P, , (4.16)
T, == [d¥, (k114 P)T, Gog(F )Gy K, ) ko (F)o(F,) Cy) (4.17)
Ty, = [d¥, (K, T 1,Gog(F), Toy TGy 'PyslK, ) Praho(F)Ro(F,)[1 - pClk))] . (4.18)

Using the explicit form of the collision operator (A23), we get for the first term

T, = [d9,d60 %3 ¥,y e O ho(@)ho(@,)C(E,) . (4.19)
Similarly,
T, = [d¥,d6 [dF,dF,d Fee" Ky T35, - )7, 6g(F,, T, TV R, )[1-pC(K,)] . (4.20)

Using (4.10), we get

-
-tk 0.

Ty =—p ! [d¥,[ik, -¥,,8(,) + [d60%¢(5 )e Vo * 61T )R(F,)[1 - pC (k)] . (4.21)
Performing the indicated integrations in (4.17) and (4. 20), and adding them up, we get

pT, =ik, - %,1,¥)C(K,) [d¥, P, 4.22)
where C (El) is the Fourier transform of

CE)=CF)-g@)ellrl-0) . (4.23)
This result can be substituted into the transport equation (2. 30),

[%t_ ik, - vl]n &y, ¥y, 1) = pg(B)fdF,d60°17,, - 61 (- 5) {[1o@ 0 (&y, T, ) = (T (o, y, 1]

-

-ik,.

+[e O o 10 @y, Vo ) = (G0 &y, Ty 1) X170} = iRy T (F)C &) [aTn (ky, T, 1) (4. 24)

where V', and V', are the velocities after collision (see Appendix A). This equation was first derived by
Lebowitz, Percus, and Sykes, ° using a different and more intuitive method.

A similar equation, also derived first by these authors, can be obtained using a potential which is the
sum of a hard-core potential plus a soft part. The equation is formally equal to (4.23), but now the corre-
lations correspond to the full interaction.

Equation (4. 24) is the first term of a number of collisions expansion, and is exact only at ¢ =0*, except
for the one-dimensional system of hard rods where, as already mentioned, it is exact at all times. We
expect that even in three dimensions Eq. (4.24) already contains much of the essential physics of the prob-
lem, and should therefore, like the Enskog equation, give reasonably good results for moderately dense
“hard-sphere” fluids. To obtain an analogous Enskog-type equation for real systems with short range,
but not hard core, interactions we have to look at the form of the kinetic operator in (3. 19) for times which
are large compared to the duration of a collision. We shall discuss this in Sec. 5.

5. FIRST-ORDER-COLLISION TERM FOR LONG TIMES

Let us first consider the case of the self-part equation (2.21). For times longer than the duration of a
collision, we can write, up to the first order,

) -

o ik VA& 0= [ [Tar M) £ R0, (.1)
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where we have used the approximation that during the duration of one collision, fs(ﬁl,;ht) does not change
appreciably. Using the explicit form of M, [Eq. (3.8)], and provided that there are no “orbiting” tra-
jectories, the integral on the right-hand side can be replaced by its average.

Note that the scattering operator J,5(f) acting on a reasonably smooth function of the positions and ve-
locities, will give a finite contribution only inside the sphere which defines the range of the interparticle
potential. If this potential becomes steeper and the range shorter, in the limit of hard-core potentials, the
resulting function will contain a &(¢) function. Therefore, it seems reasonable to assume for the time de-
pendence of J,,(t) some sort of a smeared Dirac § function. The exact shape of this function will depend on
the quantities which originally were on the right of the operator J/,(#). We may then approximate T ,(~¢) by
its average 0. The direction of o is going to be the same as the one of op,iy, Which is the relative position
at the distance of closest approach, but the magnitude will not be the same, in general. As a first approxi-
mation, it would seem reasonable to take & just proportional to op,in. Note here that the angle of deflec-
tion will not depend on the form of the smeared Dirac &, but simply on the initial collision parameters.
Using these approximations, we get for the self-distribution function

[—:—L‘ + iEl * Gl]fs (Elv;ut) :fdA €(‘712 * E)g(a)(J_lg— l)ho(az)_fs(il,;“” , (5.2)

where J, is analogous to the operator J,, defined by (A21), but with the velocity-dependent G instead of o.
The kinetic equation for the total distribution function is similarly,

9 . - - S ik, T % .G - - -
{g+lkl'V1j|n(E1aV1yt):pfdAG12'ag(c){[‘]lz—l]*[e 1" 12_3Z ! U]Pm}ho(Vg)nG{hVut)erzho(vx)

% AT g,@) e T Tek)) + [afy e Vg F, - 5,7 [1- pC(R,)]} [ d¥, 0,7, 0). (5.3)

In this expression, the last term represents the mean field contribution of the particles of the media to the
relaxation towards equilibrium of the test particle.

No approximation like the ones discussed in Sec. 4 is possible here. First, the fact that & is velocity-
dependent, generally, in a quite complicated manner, makes the evaluation of the integral over dA very
difficult. Also the appearance of the three-particle correlation function makes the evaluation of this term
difficult, and some approximation scheme in which the three-particle correlation function is expressed in
terms of two-particle correlations is needed. We hope to come back to this point in future work.
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APPENDIX A: BINARY COLLISION OPERATOR

A complete derivation of the explicit form of the binary collision operator can not be found in the litera-
ture. The reason for this is that in the current method,!” not the operators but their Laplace transforms
are calculated. For a general potential, the Laplace transform of the binary collision Green’s function
cannot be obtained explicitly. Hence, an alternative procedure which avoids this step has to be used.

In time-dependent form, the collision operator is

- t t -
le( t)= f dll fo ' dt, Go_l (1- tl)[ Gl2(ll - lz)_ Go(t1 - tz)] g(rlz)Go-l(tz) ’ (Al)
0o
where G,”'(1) is the inverse Laplace transform of G,~'. This operator can be represented by

-1

¢, =T

°s'(1),

where §(t) is the first derivative of the Dirac & function, and is understood as referring to ¢= 0". Using
this representation, the Fourier transform of (Al) is, after transforming to the new set of variables

F12:F1‘§25 ﬁz%(Fx"‘Fz), (A2)
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- -

<E:,ﬁ; li'mlkl,lz2>=8'n'6 (Ei‘*ké"gl—iz)(Ax‘Az) ’ (A3)

t [ - . - -
Alzjt-) dtlfo ' d[2fdr12 exp{- zik}, [+ (1-1)7,]}

X 6" (1= 1)Gull, = 1,)8(F ) exp 2ik,p - (F 1y £,,)]6°(,) (A4)

t t - e -
A= | dtlfo ‘dt, [ dF ,exp{- 3ik !, [F,+(t-1)7,]}

x8'(t- t)Golt, - tz)g(sz)exP[%iisz (- 1,7,,)] 8°( t) (A5)
where we used the notation Eiz =l?f - 1;;; Elz =k, - Ez . (A6)

Let us now proceed with the term A,. Note first that

. - - -t . . -
Go(t)T,=T,(- t)=r12+f0 ar v,(t, GV ,=V,(-1), (A7)

- -

where G (), T,,(-#), and ¥,,(~ ¢) are also functions of the initial relative velocity and position.

~

t - - - -
Hence, A= fo dtlfo L dizf drmexp{—%zk:zo[r12+(t—tl)vlz]} 8'(t- t,)

xexp[ 3iK,, Tp(t, = 1) = 1,7,,(t, = 1,)] Gu(1, - 1,) 8"(1,) g(F,) . (A8)
Using the well-known relation
8"(x)f(x)==35(x)f"(0) , (A9)

we get A, =- [dFf exp{-3i[Kl, F,-K, F,(- N1}

-

x { %’[i‘;fz "vlz -k, "712(' t)] Giz( t)+ G’l; (t)}g(Fm) ’ (A10)

where G1,() and G",(¢) are the first and second time derivatives of the operator G ,,(?).

Let us now introduce a different set of coordinates for the system, in which every point in phase space
is defined by a trajectory and a timelike parameter, which we will call 71, and which defines a fixed initial
position of the particles., This transformation corresponds to the well-known Hamilton Jacobi (HJ)
canonical transformation. !® In the case of hard-core potentials, this is just the collision time

7'12:(!?12‘5' )/"712|Sgn(F12 Vi), (A11)

where G is the relative position of the particles at the collision and sgn(x) is the sign function of x. For
an arbitrary potential this becomes

Tol-0) . . . -
Ti2= ) 1T, 1 (17, (= 1)- Sgn(r12°V12)' (A12)
r,(0)

Both in (A11) and (A12), the sign of 7,, means that we are before (+) or after (-) an inverse collision.
Note now that the collision operator always appears in the form of a velocity integral, so that instead of
(A10), we will have the velocity integral of that expression. Using the variable r,,, (A10) can be written
in the more compact form

> -

- - - e} N e - -
de12A1:fdv12dr12 F‘r—; exp{_%z[ki'é'rlz—km'rxz(‘ t)]}[ciz(t' 72)] 8(F2). (A13)
1

This equation is more conveniently expressed in terms of direct and inverse collisions by splitting the
integrand according towhether 12 0. The term with 712 <0 is then expressed in terms of the inverse-col-
lision variables

-

F12"1'12; temt, V=V, . (A14)
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The result is

- - - a - - . - * -
fdvl2Al = fdvlzdrlz a7 € (Flp*¥00) [exp{— 3[R Fp-Kp T (- 01}
12
X Gly(t=1y5) = exp{ 3i[ Kl Frp=Kip - Fral= )]} Glalryp - t)]g(?lz) . (a15)

Furthermore, since the HJ transformation is canonical, the Jacobian of the transformation is one, so that
- - 9 - - 1.rr = > - ’
fdvl2Al: fdAfo dr, o € (rxz'vxz)[eXP{— 2i[K, Tk Tppl- O} Gl(t=14)
12

- exp{éi[ﬁ;z T, ‘Em T(- t)]} Glo(rp - t)] g, , (A16)

where dX is the differential of the five remaining HJ variables. Now the integration over 7, is trivial.

For the second part of T,(), A, (A5), the analysis is entirely similar, since G, can be considered as a
limiting case of G,, when the interaction vanishes. Outside the collision region A, and A, will cancel out
each other. If we call J,,(¢) the difference. then we get as our final result

-

[av,(R! RN T (IR, ,K,) = 81%0® 1 +K) - K, - K,) [dheF,-7,)

x {exp[-id * T 1o(= 1)] J15(1) - exp[id - F1o()] I1,(- 1)} g(F),) (a17)
where 2§ =kl,-K, (A18)
and J',(¢) is the time derivative of J,(#).

In a similar way, we get for the “different” particle operator

-

[ @i (K, R T () Py IK,, K,) =8n% K| +K; K, - K) [ dhe F,p %)
x {exp[=i (R, +§) - Tip(= )] 1(8) = exp[ i (K, +d) T o (1)] Jip(= )} g(F L) Py, (A19)

These operators reduce to simpler forms in the case of hard cores. For hard spheres the operator J,,(#)
in HJ variables is

Jp(t)=e(Be(lol=I1F,-T1)d, , (A20)

where i is the unit vector normal to V,, in the V,,, ¥, plane and J,, is an operator that transforms the
velocities before collision into velocities after collision

J12612:‘712:‘712+26(612°8) s (A21)

where G is the unit vector in the direction of &, and & is T, at the collision. For J (- ¢) we get a similar
expression to (A20) but, since this operator gives essentially the velocities “before” a direct (or more
properly “after” an inverse) collision, this operator does not cause any change in the velocities, and the
identity operator will appear in the place of J,,. Replacing in (A17) and (A19), we get at once

.

(B!, K0T, (I, K,) =83k, +K,- K, -k,)6(¢) [d6 0% (F,-8)19,-01[e 1 %7,-e0" @), (a22)

(RN T,()P,IK, ,K,)=8n% & +K. -k -K,)6(t)

-~ - AN - -~ -1 E q):d i (K ) G -
x [dog2e (¥ ,-G)1¥,01[e ik, +d) ole_ez(k12+q) o] PLg@q). (A23)

When, instead of the two-particle correlation function, a different function of the position appears, e.g.,
the three-particle correlation function, an entirely similar procedure can be used. The correct form of
a related collision operator for hard spheres was first obtained by Hiroike. °

For one-dimensional hard rods, the particles simply exchange their momenta on collision, so that
J,,=P,,. Hence,
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(B! RN+ PL) T (0)1k,, ky) = 2m8(k | +k 5 = &y = k,) 6(8) 105
-i ; -1 iqo -i(k [
x{[ewy)e ¥ ve(-v,)e' ] Py-el-vy,)e M9 e ve(-vy,)e i(kiz+a)

vl B9 [y et R @0, (1, 1kt Do) p g (A24)

APPENDIX B: ONE-DIMENSIONAL RECOLLISION TERM

Note first that in the kinetic equation (2. 21), the term M, is going to be the only contribution to the order
p?, since after the first three collisions occurred, in a sequence like T\, T ; T}, T,;, particles two and
three fly apart from particle one after the first three collisions, and the fourth collision will take place
after a time Llv ,|~!~ for L -, where L is the length of the system and we have assumed periodic
boundary conditions. We have then

M, = fdvz‘h’a(kll Go_l(ze - Go) Go-l(Gm - Go) Go-l(Glz’ Go) Go-‘|k1> ho(va)ho(vz) . (B1)

For this particular case the operator G, - G, can be written

Glz-c():fowdt e-Ste(rlzvm)e(lvmlt— 17, )(1312—1)e"L0 . (B2)
Using this equation in (Bl), after some algebra, we get

My=(27)7" [ dv,dvglv,| (Pyy, = 1) ARy(v,) ho(vs) | (B3)

A= [ar,dr dge~ irig(ky - q)/2 (Po=1)e(r, v,,) exp[r (- s —ikv, +iqu,)

tiir gk, — )= ir,(k - 29)] €(r,v,) (Py-1)exp[-1,(s +ikw)+ 2 ik, 7] . (B4)

The ¢q integration yields

A=21 [dr,dv [ Pigd (T 0,,=75+7,) = 6(T g0, +7,)

X €(7 30,5 exp[— T,,(s +ik, v ) +ik, 73] (P, —1)€ (r,v,,) exp[- 7,(s +ik v))] . (B5)

The term with 6(r ,v,,+7,,) vanishes identically. Carrying out the 7, and r, integrations in the other
term, we get

A=2P 10,51 (1 0y51 )7 015055 (0,5)7" € (v 50,5) (s +ikw,) (P ,-1) . (B6)
If the Heaviside function is satisfied then
10,51055(10g510,5)7 2 =1 (B7)

So, that going back to (B3) we get (3. 14).
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The threshold power for laser-induced breakdown in liquid helium was studied as a function
of temperature between 4 and 1.1 °K. Above the A point, it was found to be temperature-

independent.

In He II, however, the threshold increases rapidly by one order of magnitude

on cooling between the A temperature and 1.5 °K. This behavior is interpreted in terms of
a rapidly increasing mobility of free electrons in the energy range of several electron volts

if the liquid is cooled below the A point.

Laser-induced breakdown in compressed gase-
ous helium was investigated in a number of pre-
vious experiments.!™ The pressure dependence
of the threshold clearly demonstrated the basic
role of collisions between electrons and atoms
for attaining the observed high degree of ioniza-
tion.%»® It seemed, therefore, that a measure-
ment of the threshold power for breakdown in
superfluid helium would provide valuable informa-
tion about the collision rate of free electrons in
this quantum liquid. Furthermore, in view of the
recent application of stimulated Brillouin scatter-

ing techniques to liquid helium, 7 a knowledge of the

threshold for optical breakdown in this liquid
seemed desirable. The experiments reported
here demonstrate the basic importance of the
collective excitations for the breakdown phenome-
non and lead to the expectation that the breakdown
behavior of liquid He® and liquid He* may be rather
different.

The beam of a @-switched ruby laser (peak power

50 MW, pulse duration 25 nsec) was directed from

the top into a helium Dewar and was focused inside
the liquid. Breakdown was evident by a bright
spark in the focal volume which could be easily
observed. The threshold power was determined
by successively attenuating the laser pulses until
suddenly no spark was detectable anymore. The
temperature dependence of the threshold intensity®
observed in this way is presented in Fig. 1. There
are three temperature regions of interest: In He I,
the threshold remains constant including the vi-
cinity of the X point. In He II, however, it in-
creases rapidly by one order of magnitude when
the liquid is cooled from the X point to 1.5°K. Be-
low 1. 5°K, the threshold becomes almost tempera-
ture-independent, attaining a value which is higher
than the damage threshold of any solid studied so
far.®

The breakdown intensities reported here for
liquid helium are several orders of magnitude
lower than the estimated threshold for multiphoton
ionization of unexcited helium atoms.!%:!! Multi-
photon ionization also fails to account for the rapid



