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A method is described whereby absolute cross sections are obtained from inelastic
energy-loss spectra induced by ions incident upon gaseous targets at energies of 256-125
keV. Inelastic energy-loss spectra of helium for proton impact are presented. Apparent
differential cross sections and absolute total cross sections are obtained from the spectra.
Total cross sections for the sum of the 1'S—2'S and 1'S— 2'P excitations are reported,
along with estimates of the relative contributions of each. Total ionization cross sections,
total cross sections for inelastic scattering, apparent energy distributions of ejected
electrons, and partial ionic stopping powers are also reported. The excitation cross sec-
tions show excellent agreement with recent calculations on the coupled-state approxi-
mation. The ionization cross sections show good agreement with results obtained by other

methods, except at the lower impact energies.

The apparent energy distributions of

ejected electrons fall below the results of direct measurements and show poor agreement

with the available theory.

I. INTRODUCTION

Traditional methods of measuring cross sec-
tions for heavy-particle collision processes in-
volving 25 — 125 keV ions have focused attention
on the secondary products of the collision. Thus,
detection of the slow ions or ejected electrons
has been the primary means available for mea-
suring ionization cross sections, while detection
of radiation from collisionally excited states has
been relied upon for excitation cross sections.

The conventional method of measuring total
ionization cross sections is the parallel-plate
condenser method. The method has been used
extensively by Gilbody and Lee, ! Gilbody et al. ,?
Federenko etal.,® and DeHeer efal.,* among
others. Most of the secondary effects have been
eliminated or corrected for in the recent work. The
presence of neutrals in beam, however, is a poten-
tial source of error which is difficult to evaluate.
While corrections to the total beam currents can
be made by measuring the neutral component, its
contribution to the ionization current is usually
estimated.* Other errors arise from the factthat
the measured cross sections depend on ratios of
currents collected by different electrode config-
urations and therefore, depend on the relative
collection efficiencies. Recombination of the
slow ions and ejected electrons is another pos-
sible factor. Discrepancies between the results
of different investigators, particularly at ener-
gies below 40 keV, suggest the importance of the
above effects in measurements by this method.

Recently, measurements of energy and angular
distributions of the electrons ejected in ionizing

185

collisions has become an important means of ob-
taining information about the collision. Ejected
electron spectra have been studied by Berry,®
Kuyatt and Jorgensen, ® and Rudd efal.,” among
others. These experiments have the important
advantage that differential cross sections are
measured directly. They suffer, however, from
disadvantages common to the parallel-plate ex-
periments in that beam composition and recom-
bination must be considered and that the cross
sections depend on absolute current measurements.
An additional difficulty arises in collecting elec-
trons ejected in the forward direction.

In the case of excitation cross sections, the
commonly used experimental methods possess
even more uncertainties than those discussed
above. Essentially, the only methods previously
available have been those in which radiation from
excited target atoms is measured. The literature
has been reviewed by Fite® and DeHeer.° Among
the examples of the method to be found in the lit-
erature are the experiments of DuFay efal. ,'°
Moussa et al. ,'* and Thomas and Bent.!? Effects
of cascading from higher-order excited states
and imprisonment of resonance lines are com-
monly cited difficulties.?/® Imprisonment of the
584 A resonance line in helium, for example,
has thus far prevented measurement of the cross
section for excitation of the 2'P state by optical
methods. Still, the major source of uncertainty
in optical experiments lies in determining detec-
tor efficiencies. Thomas,'? for example, reports
systematic disagreement of as much as 150% in
results of the various experiments.

The difficulties encountered in all of the experi-
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ments discussed above can be attributed to two
factors: (a) detection and analysis is performed
on secondary products of the collision, and (b)

the measured cross sections depend on detector
efficiencies. Because of the former, events
which occur in the ion beam before the collision
and among the product particles after the collision
can introduce errors in the measurements. Be-
cause of the latter, accurate absolute measure-
ments are difficult to perform.

The method to be described here, which is an
extension of the techniques of photoabsorption
and electron spectrometry, involves detection
and analysis of the primary beam particles only.
The disturbing effects of post-collision events
are thus eliminated. With sufficient resolution,
cross sections differential in energy loss can be
obtained from a study of the inelastic energy-loss
spectra induced by the forward-scattered beam.
The cross sections are independent of detection
efficiency. If the collision process, or processes,
responsible for the energy losses within a given
range can be identified, the corresponding total
cross sections can be obtained by integrating the
differential cross sections over that range. The
amount of detail in the differential cross sections
and hence, the degree of certainty with which in-
dividual processes can be identified is limited
only by the instrumental resolution.

II. METHOD

The method used here consists in sending a beam
of accelerated ions through a target gas, mass
analyzing the forward-scattered beam, then de-
celerating the selected ions to a low well-defined
energy for energy analysis and detection.

An over-all schematic diagram of the apparatus
is shown in Fig. 1. The apparatus has been des-
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cribed in detail elsewhere.!® Ions of charge g are
formed in a plasma ion source. The ions are fo-
cused and accelerated through a potential
V + V, + AV, where V is the output of the high-
voltage power supply (25 — 250 kV) , V, is a pre-
cision offset voltage (2 kV), and AV is a sweep
voltage, continuously variable from -180 to + 180 V.
The incident ions have a distribution of kinetic
energies about the value g(V + V, + aV), the
distribution being that of the energy of formation
of the ions in the source. With no gas in the tar-
get chamber the beam is collimated by the cham-
ber apertures, is momentum analyzed by the mag-
net, and then decelerated through a potential V.
Therefore, the ions arrive at the energy analyzer
with a distribution of energies about the value
q(V, + aV). The electrostatic analyzer is of the
127°-focusing design. The sweep voltage AV is
now set to zero, and the analyzer plate voltage
is adjusted for a maximum detected current.
That is, the analyzer is set to accept particles
of energy qV,. Owing to the finite resolving pow-
er of the analyzer, a small distribution of ener-
gies about gV, is also accepted. The sweep vol-
tage AV is slowly varied and a plot of detected
current versus gAV is traced out on an X-Y re-
corder located at ground potential. The signals
are fed to the recorder by means of null-balan-
cing servomechanisms. Detection and measure-
ment of the current is accomplished by a 15-stage
particle multiplier and electrometer, respectively.
The plot obtained here (hereafter referred to as
the resolution function ®) is a superposition,
or convolution, of the source distribution and the
dispersive effects introduced by the apparatus.
The function ¢ is proportional to the current de-
tected with no gas in the target chamber. It re-
presents the interaction of the entire instrument
with the initial ion-beam energy distribution.
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FIG. 1. Schematic drawing of
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Gas is now introduced into the target chamber
and AV is again swept. No other experimental
parameters are changed from their settings in the
gas-out condition. Because of this the incident-
ion energy distribution and the effects of the ap-
paratus on it are unchanged. The spectrum now
obtained is a convolution of the incident-ion energy
distribution with the energy and angular effects
from the apparatus and from the target gas. The
energy-loss spectrum (hereafter referred to as R)

is proportional to the current detected with » atoms/

cm?® of gas in the target chamber.

Since the two functions R and ¢ are plotted under
the same experimental conditions, with only the
introduction of gas into the target chamber dis-
tinguishing them, the following relationship holds:

R(»&):rzdxfcb(g-g’)dgé‘5 Jag”, 1)
ds _ d?a(6, £)
where az = fAQd—QdE——dQ,

d?0/dQdt is the doubly differential cross section
per unit angle and energy loss, for scattering
into the solid angle df?, and energy-loss interval
d¢, & is a (positive) energy loss as measured from
the most probable energy of the beam particles,
AQ is the solid angle defined by the instrumental
acceptance angles, 6 is the laboratory scattering
angle, n is the number density of scatterers, and
dx is the effective path length for scattering.

The observed functions R and ® are functions
of energy loss only. This has been established
experimentally by showing that the incident cur-
rent and the current detected directly in front of
the energy analyzer are unaffected by sweeping
AV over the energy-loss range (360 eV). The
observed currents are constant to within 1% over
a range exceeding 3 times that used for the sweep.’
These tests show that the energy dependence of
the apparatus function arises solely from the
energy analyzer, the magnet acting only as a mass
analyzer in this mode. They also indicate that
angular effects of the deceleration process are
constant over the spectral energy-loss range.

The experimental cross section appearing in
Eq. (1) is equivalent to the energy-loss differen-
tial cross section to the extent that

da(t) - d*a(6,£)
T4

_da(¢)
aE ao= .

dQudt dt

For these equalities to hold, the fraction of the
beam scattered beyond the acceptance angle of

the apparatus (=107% rad. ) by the target gas must
be negligible. That such is the case may be shown
experimentally by accounting for all of the beam
in both the absence and presence of target gas.
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The experimental condition which assures that
essentially all of the scattered current contribu-
ting to the cross section of interest has been de-
tected is

JR()dz/ fo(¢)dt +0 ndx ~1, (2)

where o, is the cross section for all charge-
changing processes. (The instrument discrimi-
nates against any projectile which changes charge.)
With the exception of 0., all quantities here are
directly measurable, The charge-exchange cross
section may be obtained from theory or the exper-
imental data of others.

Equation (2) has been used in an experimental
determination of the effects of angular scattering
of protons by helium. The functions R and ® were
integrated numerically and the charge-exchange
cross sections were obtained from the data of
DeHeer etal.* These agree to within 10% of the
earlier data of Stier and Barnett'* and the theo-
retical calculations of Mapleton.!® The results
indicate that the above equality is satisfied within
our experimental accuracy. Estimates of the
fraction of the beam scattered beyond the accep-
tance angle using this method average 3 % with
both positive and negative fluctuations observed.
No trend with energy was detected. Barat and
Houver!® have reported cross sections differential
in angle only for protons on various inert gases.
In the case of helium, Barat finds the cross section
dropping two orders of magnitude in a region of
0.05 deg (8 x 1074 rad) about the forward direction
for protons incident at 80 keV. These data are
consistent with the results discussed above.

To determine absolute cross sections, it will be
necessary to assume that the elastic and inelastic
collision cross sections are separable and that the
small fraction of the ions scattered out of the ac-
ceptance angles do not produce energy-loss spectra
which differ greatly from that produced by the
forward-scattered beam. If large-angle scatter-
ing events can produce significant changes in the
spectra, then these events, although statistically
rare, could introduce uncertainties in the cross
sections measured by this method.

The experimental cross section given by Eq. (1)
has thus been shown to be essentially equal to the
differential cross section do/d¢ by virtue of the
experimentally observed fact that the number of
particles scattered beyond the acceptance angles
of the instrument is small compared with the num-
ber of particles passed by the instrument, at
least in the case of protons incident on helium.
The bar on the differential cross section in Eq. (1)
can, therefore, be removed.

We first note two important limiting cases in the
solution of Eq. (1). In case the slopes of & are
much steeper than any slope in R, we can approx-
imate & by a 6 function and write



185 INELASTIC CROSS SECTIONS

do(£)
dg

= R(&)/ndx [ (") dE" . (3)
This corresponds to the case of a smooth ioniza-
tion continuum, for example. In the other case,
where R(£) drops essentially to zero on either side
of a peak, integration of Eq. (1) over £as well

as £’ yields the total cross section o; for all pro-
cesses contributing to the peak in question. That
is,

(&)dt /ndx (@) dt | (4)

o, = R
J Aﬁj
where R = 0 at either end of the interval a{;, over

which R is nonzero.

In case neither of the above conditions is well
satisfied, numerical deconvolution can sometimes
be employed to separate the partially resolved
peaks (see the Appendix).

III. EXPERIMENTAL PROCEDURE

In order for the method to be valid, it is essen-
tial that the energy-loss spectra R(£) and the re-
solution curves ®(f) be taken under identical ex-
perimental conditions. For this reason, consid-
erable effort was spent in obtaining a stable beam,
free of any abnormalities in its energy distribution
or spatial structure. Misalignment of the beam
anywhere in the instrument could be readily de-
tected by the appearance of irregularities in the
resolution curves. The irregularities could be
minimized by improving the on-axis alignment of
the beam during deceleration. It was consistently
found that the same experimental conditions which
produced an optimum resolution curve also pro-
duced the most intense and stable detected beam.
No data were taken until the intensity of the beam
detected in the energy analyzer could be main-
tained constant to within 5% for a half-hour or
more.

Before gas was introduced into the target cham-
ber, the resolution curve was traced out many
times on an X-Y recorder to establish reproduci-
bility of the primary energy-distribution and the
background. Over-all system pressure was less
than 1 X 107®-mm Hg at all times during operation.

The observed resolution is essentially equal to
that obtained from the calculated resolving power
of the analyzer, suggesting that the energy spread
of the ions formed in the source contributes very
little. The full width at half-maximum (FWHM)
was 2 eV at the lower energies, showing a gradu-
al increase to about 2.5 eV at the higher energies.
The beam was analyzed at an energy of 2 keV in
all cases.

With gas in the target chamber, the energy-loss
spectra were traced out on the X-Y recorder.
Several spectra were taken at each of four target-
gas pressures for each energy used. Each spec-
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trum was retraced with several electrometer gains.
Pressures ranged from 1 to 4 u (ndx = 2 -8 x 10*
cm™2), A resolution curve was taken with each
spectrum and the two were used together in cal-
culating the cross sections. Precautions were
taken to ensure that no experimental parameters
changed between the times the two curves were
plotted. When such a change occured, and could
be detected by the resulting change in beam in-
tensity, the suspect spectra were discarded.

IV. ENERGY-LOSS SPECTRA

An example of the raw data for the case of pro-
tons incident upon helium at 50 keV is shown in
Fig. 2. The background and the spectrum are
shown in Fig. 2 at a gain 100 times that of the
main peak. The background is due to residual
gas in the system and reflections within the analy-
zer. The peaks at about 12 and 16 eV are due to
residual gas. Their appearance is unaltered when
the analyzer-plate voltages are changed. The peak
at 70 eV, on the other hand, can be altered in shape
and location by changes in the analyzer-plate volt-
ages. It is due to a reflection within the analyzer.
In any case, these background features are unal-
tered in size or shape by introducing gas into the
target chamber and are subsequently eliminated
in the course of reducing the data.

Typical energy-loss spectra for protons on he-
lium are shown in Fig. 3 for impact energies of
25, 50, and 100 keV. The inelastic regions of the
spectra are shown at a gain 100 times that of the
elastic peak. The backgrounds have been subtrac-
ted from the spectra.
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FIG. 2. Sample resolution curve and energy-loss
spectrum (protons on helium, 50 keV primary energy,
ndx=6x 10" cm™).
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FIG. 3. Energy-loss spectra of helium for proton
impact.

The first inelastic peak in the curves in Fig. 3
occurs at 21.36 + 0. 16 eV. This value is an
average of the results of 12 measurements. The
uncertainty is 1 standard deviation. Spectroscopic
and electron-impact measurements, which are in
excellent agreement, place the value of the 2!'P
level in helium at 21. 22 eV above the ground
state.!7,'8 The nearest levels are the 2!S and
31P levels, the former occurring at 20. 61 eV,
the latter at 23.08 eV (see Ref. 18). Excitation
of triplet states is forbidden for proton impacts
by the spin-conservation rule.

With the present resolution it appears that the
21.36-eV peak is due mainly to excitations to the
2!S and 2!'P levels, with lesser contributions from
higher-order 'S and 'P levels. The effects of
transitions to the higher-order levels is to pro-
duce a single peak, located slightly below the
ionization limit (24. 59 eV).

The only other feature discernible is a small
bump at about 60-eV energy loss. This bump is
believed due to energy transfers to both electrons
in the helium atom. Transitions to autoionizing
levels in this region have been observed in elec-
tron-impact spectra’® and in analyses of electrons
ejected by proton impacts. °

By using numerical deconvolution we have been
able to further approach the true differential cross
section. The deconvolution scheme is described
in the Appendix. In order to yield a true differen-
tial cross section, the numerical solution of Eq. (1)
would require an infinite number of data points
from a completely noise-free spectrum. There-
fore, any real numerical solution, resulting from
operations on a finite number of points from an
incompletely resolved spectrum with some noise
content should be labeled as an “apparent” dif-

ferential cross section.

Results of the deconvolution are shown in Fig. 4.
The ordinate values have been divided by ndx
(= 6.09 x 10* cm™2) so that the curves can be con-
sidered apparent differential cross sections, per
unit energy range, for loss of energy & by the in-
cident protons. The FWHM has been effectively
reduced to about 1 eV by the deconvolution, but is
still not sufficient to permit separation of the 2'S
and 2'P peaks.

V. DIFFERENTIAL CROSS SECTIONS FOR
THE CONTINUUM

The apparent differential cross section for the
helium continuum at a proton energy of 100 keV
is reproduced in Fig. 5, where comparison is
made between the present curve and those obtained
by Rudd and Jorgensen® and by Rudd efal.” through
an energy analysis of the ejected electrons. Shown
also are results of a scaled Born approximation
(Rudd?) and the classical binary-encounter theory
(Garcia?'). The energy scale has been shifted to
make the zero of the ejected-electron spectrum
coincide with the ionization limit in the differen-
tial cross section.

Since conservation of energy can be expected to
hold rigorously, the curves should coincide over
those regions where the relationship between the
energy lost by the incident proton and the energy
gained by a single ejected electron is unique. If
the energy can be transferred to both electrons,
the relationship may or may not be unique. The
consequences of autoionization would be expected
to be the same in both the ejected-electron method
and the energy-loss method, since the energy of
the ejected electron is determined only by the
characteristics of the discrete level from which
it was ejected. Double ionization, on the other
hand, would contribute two electrons to the ejec-
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FIG. 4. Apparent energy-loss differential cross
sections for protons on helium.
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FIG. 5. Comparison of continuum region of differential
cross section with ejected electron spectrum. &:
present data; O : ejected electron data, Rudd and Jor-
gensen (Ref. 20); @ : ejected electron data, Rudd et al.
(Ref. 7); — scaled born approximation (Ref. 7); ---
classical binary-encounter theory, Garcia (Ref. 21).

ted-electron spectrum, each having a lower energy
than would be the case if all the available energy
were spent in single ionization. Double ionization
would simply produce a second continuum in the
energy-loss spectrum. In the case of simultane-
ous excitation and ionization, the ejected electron
would have a lower energy than would be expected
in the absence of excitation, while the energy-loss
spectrum would show another continuum beginning
at the sum of the energy losses corresponding to
the first ionization potential and the excitation
potential of the level in question. The over-all
effects of these two-electron processes would be
to contribute more low-energy electrons to the
ejected-electron spectrum and to produce features
near the second ionization potential in the energy-
loss spectrum, Therefore, we could expect the
ejected-electron distribution to have a steeper
slope than the energy-loss spectrum at low ejec-
ted-electron energies, and we could also expect
some disagreement at ejected-electron energies
around 30 eV.

The experimental data in Fig. 5 show suggestions
of the effects discussed above. The shape of all
three curves deviates from the theoretical curves
as the ionization limit is approached, where the
theoretical results lie a factor of 3 above the pre-
sent results. This region of the curve is not
readily accessible to study by the ejected-electron
method because of the difficulty of making accurate
measurements on slowly moving electrons.

The results of Rudd etal.” are 20- 100 % higher
than the present results, showing better agreement
at the higher ejected-electron energies. The ef-

fects of the two-electron processes discussed
earlier cannot account for this discrepancy. The
results of Rudd and Jorgensen®® show better agree-
ment at all energies. Rudd efal. have noted’

that their integrated cross sections are systemat-
ically 28 % higher than total ionization cross sec-
tions measured by others. In view of the basic
differences in experimental approach, it appears
that these two complementary methods yield com-
patible results.

VI. TOTAL EXCITATION CROSS SECTIONS

The first peak in the deconvoluted spectrum is
resolved well enough to permit integration for the
total cross section for processes contributing to
the peak. Since the reproducibility of the raw
spectra was very good ( +5%), and the noise con-
tent low, it was not considered necessary to de-
convolute all the spectra. Instead, one spectrum
taken with 3 u target gas pressure, at each pri-
mary energy, was deconvoluted and the total cross
sections for excitation of the first peak were ob-
tained by integrating over the peak in the resulting
spectra. Cross sections were obtained directly
from the peak heights in all the spectra (at least
three taken at each of four target gas pressures;
1-4 ) and the results were normalized to the
results obtained from the deconvoluted spectrum
at each energy. This procedure is a compromise
between accuracy and computer time, but should
involve little error since the cross section for any
process is expected to be pressure-independent
(the peak intensities were linearly dependent on
pressure), and a deconvoluted spectrum was used
for each energy. As a check on random fluctua-
tions, spectra taken at all four pressures at 50-keV
primary energy were deconvoluted. Random fluc-
tuations in the results obtained by either method
were about +10%. No pressure dependence was
observed.

Absolute total cross sections for the sum of the
1!S - 2'P and 1'S - 2!S transitions obtained by the
above procedure are shown in Fig. 6. The error
brackets are +20% and represent total systematic
and random errors to be discussed later. Resolu-
tion errors peculiar to the excitation cross sections
are also covered by the error brackets. These
arise from contributions from higher-order unre-
solved peaks.

Unresolved peaks contribute to the 21. 36-eV
peak when the high energy-loss side of the peak
does not drop to zero. An estimate of the error
involved was obtained by a graphical construction
in which it was assumed that the 'S and 'P peaks
in the actual differential cross sections could be
represented by 6 functions whose heights followed
a n~3 law, where 7 is the principal quantum number
of the level in question. This dependence has been
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FIG. 6. Total cross sections for the Sum of the
1's—2!S and 1!S— 2!P transitions. &: present data.
Born approximation is from Ref. 24; the coupled-state
approximation is from Ref. 25.

observed experimentally by Van den Bos et al. ??
and derived by Ochkur and Petrunkin.® The reso-
lution curve was then superimposed on these peaks
and the ordinates added point by point. Varying
contributions of 2!S relative to 2!'P were introduced
and the n~3 dependence was assumed for both n!S
and n'P (n = 3,4,5,6). States of higher principal
quantum number, as well as D states and above,
were neglected. It was found that the height of

the first peak is increased by about 2% when the
minimum at the right side of the peak is 20% of
the peak height, as in our deconvoluted spectra.

A shift of up to +0.1 eV in the location of the peak
was also noted, depending on the relative 2'S and
2'P contributions. This explains why the peak
lies at a higher energy loss than corresponds to
either the 2!S or 2!P levels.

Shown also in Fig. 6 are results of the Born and
coupled-state approximation calculations of Van
den Bos.2?% %5 The theoretical results for excita-
tion to the 2'S and 2'P states have been added to
obtain the curves in Fig. 6. The coupled-state
calculations are those reported in Ref. 25 for a
9-state expansion of the helium wave functions.
The Born approximation, which is not valid at
these energies, gives results which are factors
of 2-3 above the data except at the higher ener-
gies. The coupled-state approximation gives ex-
cellent agreement at all but the lowest energy
used in the present experiment. No experimental
data are available for comparison with our results.

The cross sections shown in Fig. 6 are for the
sum of the excitations to the 2!S and 2'P levels.
Estimates of the relative contributions of each
were obtained from several sources. Bates?®
has pointed out that on theoretical grounds the
cross sections for the optically forbidden
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1S -~ 2!S transition is expected to be smaller
than that for the optically allowed 1S - 2!P
transition. This conclusion is substantiated by
experimental studies of the 4'S and 4'P excitation
cross sections (and higher-order pairs).? Since
the n~% law applies to both S and P states, the
relative magnitudes should be the same for all »n.

Proceeding on this evidence, we have made
careful studies of the leading edge of the 21.36-eV
peak in our spectra, comparing it to results of the
graphical convolution mentioned earlier. In the
latter, varying percentages of 2!S contribution
were introduced into the graphs and the »~3 law
was assumed for both the 'S and 'P peaks. Six
such pairs of peaks were placed at the spectro-
scopic values of energy loss (see Ref. 18). A
total of 36 spectra were analyzed in this way. The
estimated contributions of the 2!S state relative to
the 2! P state obtained in this study ranged from
0.1 at the high energies (> 100 keV) to unity at
the low energies (25-50 keV), with an uncertainty
of about 50 %. While this is a large uncertainty,
the resulting uncertainty in the estimate of the
2!'P cross section is less. That is, if the ratio
of the 2'S contribution to the 2!P contribution is f,
the 2!P cross section is (1 + f)~! times the sum of
the two and the fractional error due to the uncer-
tainty in f is Af/(1+f).

Total cross sections for the 1S - 2!P transition
obtained using our estimates of the relative con-
tribution of the 2!S to the 2!P transition in the
above procedure are shown in Fig. 7, together
with results of the Born, 24,27 distortion, 2® and
coupled-state®® calculations. Data obtained using
the 21S/2!P ratio given by the theoretical results
of Van den Bos, %, 25 together with our measure-
ments of 02:5+021p, are consistent with that
shown in Fig. 7. No other measurements of this
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FIG. 7. Total cross sections for the 1!S— 2!P tran-
sition. &: present data. The Born approximations are
from Refs. 24 and 27; the distortion approximation is from
from Ref. 28; the coupled-state approximation is from
Ref. 25.
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cross section are known to us. The present re-
sults are in good agreement with the coupled-
state calculations of Van den Bos throughout the
energy range, and with the distortion-approxima-
tion results at higher energies. There is no
agreement with the distortion approximation be-
low 87.5 keV. The Born approximation over-
estimates the cross section by factors of 2-3 at
the lower energies.

VII. TOTAL IONIZATION CROSS SECTIONS

Total cross sections for ionization were obtained
from both the raw and deconvoluted spectra. In-
tegration of Eq. (3) over the continuum yields the
ionization cross section directly from the raw
spectra. Integration over the continuum in the
deconvoluted spectra also yields the ionization
cross section. No systematic differences were
noted in the results obtained by the two methods.
Results obtained at a given energy were therefore
averaged.

Total cross sections for ionization of helium by
protons are shown in Fig. 8, along with results
from theory and other experiments. All the other
experimental data shown in the figure were ob-
tained by some variation of the parallel-plate con-
denser method wherein either ejected electrons or
recoil ions were collected. Agreement among
different investigators using that method is good
except at lower energies.

The results of the classical calculation shown
in Fig. 8 are factors of about 2 above the data,
while the results of the Born approximation show

2)

U

Tyon (10 cm

1 1 L 1 1 I L L
20 40 60 80 100 120 140 160

INCIDENT PROTON ENERGY (kev)

FIG. 8. Total ionization cross sections. &: present
data; @ : data of DeHeer et al. (Ref. 4); Oo: data of
Federenko et al. (Ref. 3); X: data of J. W. Hooper
et al., Phys. Rev. 125, 2000 (1962); --- Born approxi-
mation, Mapleton (Ref. 30); — — — Born approximation,
G. Peach, Proc. Phys. Soc. (London) 85, 709 (1965);
classical theory, J. D. Garcia et al., Phys. Rev.
165, 66 (1968).

better agreement but place the maximum at too
low an energy.

The present data agree well with that of others,
considering the fundamental differences in method.
Our results do, however, show a faster decrease
toward the lower energies than do the others. The
main features agree most closely with the data of
Federenko et al.?®

There is no apparent reason why the present
results should be any less reliable at the lower
energies than over the rest of the range. In-
creased loss of beam by scattering at low ener-
gies is unlikely in view of the absence of any
noticeable trend in experimental tests for large-
angle scattering. The only errors peculiar to
the ionization cross sections are those resulting
from contributions from preionization peaks.

A graphical construction similar to that employed
in the case of the excitation cross sections indi-
cates that if the integration for the total cross
section is begun at the ionization limit, the con-
tribution from the discrete part of the spectrum
is nearly canceled by the corresponding loss from
the continuum. In any case, the area in question
is at most about 2% of the total area under the
continuum with the present resolution.

In comparing our ionization cross sections with
those obtained by the parallel-plate capacitor
method, consideration must be given to the dif-
ferences between the two methods insofar as con-
tributions from processes other than first ioniza-
tion are concerned.

All the data shown in Fig. 8 are reported as
cross sections for first ionization; i.e., for the
process

H++He-.H++ He+ +e.

In the parallel-plate method this process is iden-
tified by the appearance of a singly charged helium
ion and one electron. In our method, it is identi-
fied by the appearance of a single continuum be-
ginning at the first ionization potential in the ener-
gy-loss spectrum,

Second ionization

H++He~H++He+++2e

would contribute double charges (in the absence of
charge analysis) in the parallel-plate method, but
would produce a second continuum, beginning at
the second ionization potential, in the energy-loss
spectrum in our method. The second continuum
should be observable if second ionization contribu-
ted significantly to our results. No second con-
tinua were observed.

Charge exchange

H+ + He - H+HeJr
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contributes an ion, but no electron, and thus,
should not be counted in the parallel-plate method.
Charge exchange is not counted in our method
either. The process produces a neutral projectile,
which cannot negotiate the magnet or energy analy-

zer in our apparatus, and is therefore not detected.

Simultaneous ionization and charge exchange
H +He ~H+He "+ e

contributes double positive charges in the parallel-
plate method, but again produces a neutral pro-
jectile, which goes undetected in our method.

The consequences of simultaneous ionization
and excitation,

+ + +%
H +He-H +He +e,

are the same in either method, as is also true
for autoionization. In the parallel-plate method
either process produces a singly charged ion and
one free electron and is thus counted as first
ionization. In our method, either process pro-
duces features in the energy-loss spectrum which
are included in the integrations for the total ioni-
zation cross sections and are therefore counted
as first ionization,

Secondary processes such as ionization by elec-
trons ejected in the primary collision can add to
the number of ions and free electrons in the col-
lision chamber. They cannot, however, affect
the energy lost by the projectile and so cannot
contribute to our results.

Neutral particles in the beam can also produce
ionization, which must be separated from that
due to the protons in the parallel-plate method.
As mentioned before, neutrals cannot contribute
to the present results.

In summary, the results of the present study
are for first ionization only, with preionization
peaks, large-angle scattering, and second ioniza-
tion being the possible complications. Of these,
only the second could cause the cross sections to
be lower at lower energies and this possibility
has been eliminated with some confidence by the
auxillary experiments discussed earlier. Of the
processes discussed above which could make the
results of the parallel-plate experiments higher
than ours, those involving charge exchange or a
neutral beam component would be expected to have
more influence at the lower energies where the
charge-exchange cross sections reach a maximum,

VIII. PARTIAL STOPPING POWERS

The partial stopping power ¢, of a substance
toward a beam of protons is defined as

e, = (1/na)F,

ping powers (present data); @:
Park and Zimmerman (Ref. 29).
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where % is the average energy lost by those pro-
tons which have retained their identity as protons
throughout the collision region. In contrast to the
conventional total stopping powers, which are
usually measured with high target-gas pressures
where the beam is in charge equilibrium, partial
stopping powers exclude losses from electron
capture-and-loss cycles and from elastic effects
due to multiple collisions.

Partial stopping powers are obtained in the pre-
sent method by direct integration of the spectra.
Any asymmetry in the incident-beam energy dis-
tribution is compensated for by subtracting the
average of the distribution of the resolution curve
from the average energy loss of the spectrum,
viz,

£ =

1 <st(5)(15 I£<1>(£)d£>
P ndx )

JR(E)dE ~ [a(E)dE

Results of the partial stopping power measure-
ments are shown in Fig. 9. Total stopping power
data of Park and Zimmerman® are also shown
for comparison. As expected, the present results
lie considerably lower than the total stopping
powers, the differences increasing at lower ener-
gies where charge exchange is more probable.

IX. TOTAL CROSS SECTIONS FOR
INELASTIC PROCESSES

Total inelastic cross sections were obtained by
integrating over the entire apparent differential
cross-section curves. These were averaged with
results obtained by integrating over the inelastic
portion of the energy-loss spectra and dividing
by the area under the resolution curve. The
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FIG. 9. Partial stopping powers. &: partial stop~
total stopping powers,
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errors in this procedure are essentially the same
as those discussed in Sec. VII on ionization cross
sections except that resolution is not a factor.
The results are shown in Fig. 10. Also shown in
the figure are results of a rough Born approxima-
tion obtained by direct addition of results for the
1!S-n'P (n = 2,3.++6) and the 1!S-n'D (n = 3,4, 5)
transitions obtained by Bell etal.,?” the 1'S-n'S
(n = 2,3,4) transitions obtained by Van den Bos, **
and the total ionization cross section calculations
of Mapleton.3® Other excitation processes were
considered negligible on the grounds that they are
forbidden for proton impacts or that, from the
trends noted in Refs. 24 and 27, they are several
orders of magnitude lower than the processes
considered. The agreement in Fig. 10 shows a
pattern very similar to that shown in Fig. 8 for
ionization cross sections.

X. ACCURACY

The error bars shown on the present data are a
standard +20%, with the exception of those on the
1S -~ 2!P data. In every case, this figure exceeds
2 standard deviations in the observed fluctuations
and for some points is as much as 5 standard de-
viations. The error bars are thus conservative
estimates. The estimated errors were arrived
at through the analysis in Secs. X A-X C.

A. Random Errors

The recorded spectra were reproducible to
within +5%, which covers random fluctuations in
all experimental parameters, including target-
gas pressure, detection efficiency, and servo
gains in the data-acquisition system. The inte-
grated results for the total cross sections were
reproducible to within +10%. This figure covers
random errors in all stages of the data reduction
as well as the fluctuations noted above.

B. Systematic Errors
1. Pressure

The target-gas pressure was measured by an
MKS Baratron type 77 capacitance bridge mano-
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FIG. 10. Total inelastic cross sections. ¢: present
data; --- composite Born approximation.

meter, 3! which was calibrated against a CVC-type
Gm-100A mercury McLeod gauge. 3> The calibra-
tion yielded a slope of

/PMcLeod =1.17 + 0.01.

PBaratron
The scales for the cross sections have been ad-
justed accordingly and the uncertainty in the slope
retained as a systematic error. Since the McLeod
gauge was the laboratory standard, errors inherent
in that gauge could not be determined directly.
Utterback?® has found a 2% error in the case of
helium under experimental conditions very simi-
lar to those of the present experiment. Because
of this possible error and the error involved in
the calibration, a total uncertainty of 5% has been
assigned to the pressure measurement.

In view of the considerable calibration discrep-
ancy between the two gauges, it is possible that
an unknown error exists in the pressure measure-
ment. Such an error could necessitate an upward
shift of all the results by 17% if the Baratron were
taken as the laboratory standard. The data points
would still fall within the 20% error brackets.

2. Angular Scattering

An evaluation of the effects of scattering beyond
the acceptance angles was given earlier. As was
indicated there, estimates of the amount of beam
scattered out averages 3%. However, since the
estimates showed both positive and negative fluc-
tuations and since no trend with energy was found,
no corrections were made to the data. The re-
sults are, therefore, uncertain by 3% due to
scattering.

3. Multiple Scatterving

When the pressure in the target chamber is
increased to where multiple collisions are prob-
able, repetitions of the single-collision spectra
at energy losses corresponding to the order of
multiplicity of the collisions are noted. The
range of target-gas pressures was chosen well
below pressures where such repetitions were
observed.

A further test of the prevalence of single-colli-
sion conditions is provided by a study of the line-
arity of the pressure dependence of the scattered
beam intensity. For this study, the most intense
peak in the spectra, the 21, 36-eV peak, was
chosen. A plot of the intensity of this peak rela-
tive to that of the resolution curve is shown in
Fig. 11. Itis evident from this plot that the pre-
sent operating range is well down into the single-
collision region. Therefore, errors from mul-
tiple scattering are considered to be negligible.
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FIG. 11. Pressure dependence of the 21.36-eV peak.

4. Scattering Path Length

The scattering path length dx was taken to be
the accurately measured length of the target
chamber (6.345 + 0.003 cm). The pressure in
the differential pumping regions outside the tar-
get chamber remained at the system pressure
under operating conditions. At much higher tar-
get-gas pressures (up to 100 p) the pressure in
the differential pumping region was a factor of
about 1072 that in the target chamber. Hence no
correction was made for gas in the differential
pumping region and it was considered that errors
resulting from the differential pumping could be
neglected.

5. Spectral Enevgy Scale

The spectral energy scale (x axis of the recor-
der) was periodically calibrated against AV. The
slope of the calibration curve was corrected to

AV/AVReadout =

10.0,

with each calibration, the correction never amount-
ing to more than 1% of AV. This is consistent

with the fluctuations noted in the location of the
primary energy-loss peak in the spectra.

6. Primary Enevgy Scale

The accelerating voltage was determined by
measuring the drop across a voltage divider com-
posed of 0. 5% tolerance resistors. The measure-
ment was made on a differential voltmeter having
an accuracy of 0.02%. The primary energy scale
is believed to be accurate to within +0.6%.

C. Summary of Errors

The estimated systematic errors discussed
above were added vectorially. The result was
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added algebraically to the random error to ob-
tain an estimate of the total uncertainty.

The results for the various cross sections were
as follows: +12% for the apparent differential
(exclusive of resolution errors); +19% for the
sum of the 2!S and 2!P excitations; +33% for the
21P excitation (including estimated error in separ-
ating the 2'S and 2!P peaks); +16% for total ioni-
zation; and +15% for total inelastic and stopping
powers.

XI. CONCLUSIONS

The method used in this experiment can provide
the cross section for any collisionally induced in-
elastic process which can be unambiguously iden-
tified with a definite energy transfer and which
does not involve a change of charge of the incident
ion. The method is subject to several limitations.

We have discussed the effects of angular scat-
tering. These limit application of the method
wherever there is reason to suspect large cross
sections for certain processes at large scattering
angles, Measurements of the energy-loss spectra
as a function of angle would thus be desirable and
may prove necessary for heavy target systems.
Modifications to include direct angular measure-
ment capabilities are under study.

A more severe limitation is imposed by the
need for high resolution in the energy-loss spec-
tra. If the resolution is inadequate, proper inter-
pretation of the observed spectra may become
quite difficult in all but the simplest target systems.
If the energy levels of the target system are known,
then the identity of most peaks in the spectra can
be established by reference to the selection rules
associated with the projectile system. However,
as has been found in this experiment, lack of reso-
lution can result in apparent shifts of unresolved
lines, thereby introducing uncertainties in the
identifications.

It should be noted that although the differential
cross sections obtained by the present method are
labeled “apparent,” total cross sections obtained
by integrating over a resolved peak are absolute
in the sense that they are not normalized to re-
sults of theory or other experiments. The mea-
surements are independent of apparatus calibra-
tions and depend only on the short-term stability of
the apparatus constants. As is true in all experi-
ments with gaseous targets, the cross sections
depend on the absolute measurement of the target-
gas pressure and the effective path length of the
ion in the gas.

In general, where theory or experiments were
available for comparison, the agreement with our
method is satisfactory. With respect to the dif-
ferential cross sections themselves, the only dis-
criminating comparisons are with ejected electron
energy distributions. Here, the observed differ-
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ences are consistent with expectations based on
studies of the differences between the two experi-
ments.

Because of the inability to resolve the 2'S peak,
the measurement of the 1!S — 2!P excitation cross
section is dependent on the ratio of the contribu-
tions from the two processes. Since the ratio is
difficult to determine, the 1'S - 2!P excitation
cross sections have a larger uncertainty than the
other measurements. This uncertainty is not,
however, unusually large for an excitation mea-
surement and the agreement with theory is very
satisfactory.

The total cross sections for the sum of the ex-
citations to the 2!S and 2!P states involve only a
small resolution error and thus provide a positive
test of the recent coupled-state calculations. The
agreement obtained in this case is quite excep-
tional for an excitation cross section.

The purpose of this experiment was to study the
feasibility of measuring certain fundamental col-
lision cross sections by means of an energy analy-
sis of the primary beam particles. We have de-
monstrated that differential cross sections for
protons on helium can be obtained from a study of
the energy-loss spectra of the forward scattered
beam. The good agreement obtained in the case
of total ionization cross sections is evidence of
the basic soundness of the method.
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APPENDIX

A simple iterative procedure was used for nu-
merical deconvolution of the experimental integral
equation [Eq. (1)]. Denoting the convolution op-
eration by an asterisk (*); i.e.,

frg = [flc-ygW)dy,
the equation becomes
R=T*%,
do
where T-nde .

The following iteration scheme was used

T,=R-«&/[&()dE,

T
n-1
T TemaE (R-«2/R, _]*e,

where  k=R(0)/&(0),

and R =T *¢ .
n n

In this scheme, the resolution curve is first
scaled to the elastic peak of the spectrum and then
subtracted from the spectrum to remove the back-
ground. The result is then divided by the area
under the resolution curve to obtain an initial esti-
mate T, for T. This estimate is then convoluted
with & to obtain a comparison function, R,, for R.
The resulting R, is compared to R - k& by cal-
culating the sum of the squared deviations between
each pair of points on the two curves. If the sum
is not within a prescribed range, T, is corrected
to yield T, and the procedure is iterated until the
prescribed degree of accuracy is obtained.

The process has proven very stable and usually
converges to R, =R — k® to within 0. 1% after 20
iterations.

Twork supported through a grant from the National
Science Foundation.
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X-Ray Production in C* - C Collisions in the Energy Range
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R. J. Fortner, B. P. Curry, R. C. Der, T. M. Kavanagh, and J. M. Khan
Lawrence Radiation Labovatory, University of California, Livermore, California 94550
(Received 20 February 1969)

Cross sections for carbon K-x-ray production for C” ions incident upon a carbon target have
been measured in the energy range 20 keV—-1.5 MeV. A theoretical model based on the Landau-
Zener theory of level crossing is formulated and is found to fit the experimental data within

experimental uncertainty.

I. INTRODUCTION
In a previous paper,' cross sections for carbon
K-x-ray production have been measured for heavy
ions incident on a carbon target in the energy
range from 20 to 80 keV. It was found that the
cross sections are several orders of magnitude
larger than those predicted by direct scattering
theory. It was suggested that the mechanism for
electron excitation was level crossing, as pro-
posed by Fano and Lichten? to explain the results
of Kessel and Everhart?® for Ar+-Ar collisions.

An extensive discussion of the level-crossing
mechanism is found in Ref. 4. As reported below
the data for C+ ions incident on carbon are ex-
tended to 1.5 MeV, and a theoretical model based

’

on the level-crossing mechanism is formulated
and compared with the experimental data.

II. Experimental Measurements

The experimental techniques were essentially
those described in earlier papers on protons. 3
A thick carbon target was used, and carbon K-
x rays were detected by a gas-flow proportional
counter with a {- or 3-mil Mylar window. The
directly measured quantity in these experiments
was the number of detected x rays per unit charge
incident upon the target. The thick-target yield
I (x rays per ion) was obtained by bombarding the
carbon target alternately with protons and C+ ions
and normalizing to the known carbon x-ray yield



