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A study is made of some critical properties of systems that satisfy the Ornstein-Zernike
(0Z) condition that the direct correlation function c(¥) behaves like — (¢T)™! times the pair
potential V(7) for ¥ such that V(¥) <kT, even at the critical point. It is pointed out that a
number of models of interest that satisfy this condition exist. The relationship (and great
difference) between the implication of this condition and the results of the van der Waals-
Bragg-Williams-Weiss approach is clarified, and it is noted that in systems satisfying the OZ
condition both Widom’s homogeneity condition and Kadanoff’s scaling hypothesis can be vio-
lated, although a self-similarity condition is in general satisfied. The importance of the
subtle interplay between small | ¥| and large |¥| correlations, which is lost in both the mean

field and scaling picture, is discussed.

1. INTRODUCTION

In this article we examine some of the critical
properties of systems that satisfy the Ornstein-
Zernike' condition that the direct correlation func-
tion c¢(¥) behaves like — V(¥)/kT [V(¥)=pair poten-
tial, 2=Boltzmann’s constant, and T =tempera-
ture] for #(= |¥1) such that V(Ff)/kT <1, even at
the critical point.? We shall call such systems
Ornstein-Zernike (OZ) systems. Here we shall
investigate only systems with short-range inter-
action potentials; in another article® potentials
that fall off like an inverse power of » will be con-
sidered. For reasons of technical convenience we
shall focus most of our attention upon lattice sys-
tems rather than continuum fluids.

Although the two-dimensional Ising model with
nearest neighbor V(¥) is not an OZ system, and
real three-dimensional fluids do not behave near
the critical point like OZ systems either, we feel
that there is still much to be learned from a gen-
eral study of OZ systems. Several models that
are exactly soluble prove to be OZ systems; the
spherical model* ® with any V(¥) is one such mod-
el, as is the one-dimensional Ising model with
nearest-neighbor interactions in the absence of a
magnetic field.® Moreover, we have elsewhere®
found strong evidence that when V() ~»~4d =0 for
7 - with d=dimension and 0< 0<d/2, a fluid or
Ising system in any dimension is an OZ system.
In addition, a number of important approximations,
such as the Percus-Yevick (PY) approximation,
satisfy the OZ hypothesis.

Over and above our general goal of gaining more
insight into the features that are common to the
behavior of all such OZ systems, we have several
specific objectives in this article. The first one
concerns the relative status of various “classical”
assumptions. There appears to be considerable
confusion in the current literature, not all of it
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terminological, concerning the relationship be-
tween the OZ hypothesis and the van der Waals-
Bragg-Williams-Weiss approach, which we shall
refer to as the mean-field approach. In the course
of this paper we attempt to clarify this relation-
ship, and to distinguish between the results of the
OZ and mean-field assumptions. To illustrate
the great difference between them that we find in
Secs. 4 and 5, we remark here that under condi-
tions satisfied when V(¥) is of short range, OZ
lattice systems undergo no phase transitions for
d<3, while the mean-field theories predict such
a transition. To give another example, we find
that for a 3 - d OZ lattice system with short-range
interactions, certain simple conditions on c¢(¥)
imply that the critical exponent 6 used to describe
the shape of the critical isotherm must be 5,
whereas in the mean-field theory, 6 is 3. [For
comparison, we note that the assumption of ana-
lyticity of the free energy as a function of density
p and temperature T in the one-phase region
around the critical point (TC, p c) implies only that
6 is some odd integer. ]

Our second objective is to call attention to the
breakdown of both Widom’s homogeneity condition®
and Kadanoff’s scaling hypothesis® that we find
occurring in an OZ system. The breakdown of
homogeneity is not serious - first because it oc-
curs only in a certain borderline case and second
because it is of such a form that a closely related
and useful condition of self-similarity is still
preserved even on this borderline. The break-
down of scaling is not a borderline matter, how-
ever. For OZ systems it is complete when the
dimension is sufficiently high — d> 4 for short-
ranged potentials, In this connection our work
reveals two aspects of critical correlations that
are left out of the scaling hypothesis. First we
find exquisite sensitivity of thermodynamic prop-
erties to a certain interplay between the nature
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of the correlations among particles or sites that
are close together and the behavior of the corre-
lations among widely separated particles or sites.
It is precisely this interplay - the influence of
small-7 correlation on large-» correlation and
vice versa — that is responsible for the difference
between the OZ results and the mean-field results.
No accomodation for this interplay is made in
either the mean field or the scaling theory, and
one of our objectives here is to show just how im-
portant an ingredient has been left out of a theory
when this interplay is disregarded. Another as-
pect of correlation that we consider provides us
with an alternative to Kadanoff’s hypothesis® that
the domain of validity of the scaling theory rapidly
shrinks as d increases, but always exists in a
neighborhood of the critical point. Kadanoff’s
idea is appealing and plausible and is supported in
spirit — although not in a direct technical way - by
the findings of Hemmer, Kac, and Uhlenbeck, *°
who discovered that for a potential parametrized
by a range parameter v, there is an anomalous
critical region that shrinks to a point as ¥ -0 in

a one-dimensional system. Since the limit y -0
is in some respects similar to the limit d - o,
Kadanoff’s view would fit in nicely with this result
if there were no evidence of the abrupt disappear-
ance rather than the shrinking of the domain of
validity of scaling theory as d increases. In an
OZ system, however, we find just such a disap-
pearance as a result of the competition between
two terms in the correlation function.

2. FORMAL RELATIONS

The pair correlation function A(f¥) and the OZ
direct correlation function c(¥) are related to one
another by the equation

h(F)=c(F)+pfc(§—F)h(§)dR’. (2.1)

Here p is the expected number density of the sys-
tem, which we assume to be uniform and infinite
in volume, and k(¥)=g(¥) - 1 where g(¥) is the
radial distribution function or its lattice-system
analog. To make contact with the notation fre-
quently used to describe lattice-gas correlations,
we can let 7 be the occupation variable which takes
the values 0 or 1. Then for a lattice gas in which
the volume per site is v, we have
- 2
(TiT]. )=(pv) g(ri].)+pv05ij ,
(2.2)

(‘ri‘r].>— <Tl.>('r].>= (pvo)zh(rij)+pvoéij,

where 6;; is the Kronecker delta and pv, is the ex-
pected fraction of occupied lattice sites. In the
lattice-system case integrals over volume as in
(2.1) are to be interpreted as sums over lattice
sites, or equivalently, over cells of volume v,
each cell containing one lattice site. In the case

of the spherical model, 7; can take any value
(rather than just 0 or 1) with equal a prio»i prob-
ability, but it is still subject to the “spherical”
constraint that implies that ([2(7; - 1)) must equal
one, i.e., that g(¥)=0 when ¥=0,

For simplicity we shall set v,=1 and work only
with simple cubic lattices. The Fourier transform
of a function f (¥) can then be written

FR=Zor@e T K, (2.3)
where the summation is over all d-dimensional
vectors with integer components; »=(ay,...,agz).
We also have

f@)=(2m" ff(k) ik, (2.4)

where the integration extends from - 7 to 7 for
each of the d components of the vector k= (x1, ...,
xd)-

In the case of the continuum fluid we have instead

7= [@T Kz (2.5)

and

FE)= e F@e” T Rk, (2.6)

where the integrations in (2.5) and (2.6) extend
over all of space. Regardless of whether we are
considering (2.3) and (2.4) or (2.5) or (2.6), Eq.
(2.1) assumes a particularly simple form in %
space

W) =e@)/[1-pe®)], (2.72)
which can also be written
1+ph(K)=[1-pe)]"? (2.70)

We note that in the continuum case the Dirac delta
function rather than 53 ,0 is the transform of 1.
The functions (K ) and 'n(¥) are often denoted as
G(kK) and G(¥) in the literature, and 1+ph(k) is
sometimes denoted as S(K) or x(k), while p+p2h(k
has been sometimes written as uz(k) and F,(K ).
Here we shall use X(K) for 1 +ph(<) and x(’) for
its inverse transform.

It is convenient to break up ¢(r) into its value
¢, at the origin and the function c*(»), where

c(r)=c(r), for »#0

=0, for »=0, (2.8)
- 1> R
clr)=c (r)+606r,0 ,

because we can then write

pewo)ia?):(z - go glggexpif : 12) ,
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={z-[@®)/E O]},

k) - 6’(0)>“
- (5 TE(0) ’ (2.9)
where £ +1=2z=(1-pc,)/pc (0). Since x(0)=1-p,
K integration puts (2.9) into the same form as the
saddle-point equation for the spherical model* %;
by writing it we have cast the lattice-gas problem
into the form of a saddle-point problem even
though there is initially no saddle-point determina-
tion to be made. Equation (2.9) facilitates con-
tact and comparison with much work that has al-
ready been done for the spherical,*’® mean-spher-
ical, !*»!? and Gaussian® models.

For models that are most closely related toreal
physical systems,® the functions ¢(0) and %(0)
are related to thermodynamical properties
through fluctuation relations such that

5T a;:ﬁ%:l—pE(Ohi(O)"‘, (2.10)
where P is the pressure and u the chemical po-
tential.

In investigating the critical behavior of a sys-
tem it is convenient to define a set of critical in-
dices or exponents. For example, it appears that
we can describe the shape of the critical isotherm
near the critical point in terms of the index 6 by
writing!*

)
P-P ~u-u ~lp=-p | 'sgnlp=p I;
reT (2.11)
- o p"pco

The subscript ¢ here and throughout this article
refers to values at the critical point.

Similarly along the critical isochore, T =T,
we assume

dP_ du y
==p=E~IT-T |"; p= ~T. ]
=P ap | Niop=p, T T, (2.12)

and along the coexistence curve we write
-5 I~ B,
lp=p I~IT-T 1" (T,p)-.(TC,pC). (2.13)

The specific heat Cy can be described by the in-
dex a for T >T,:

~ — —a. - -
Cy~IT-T "7 T=T, p=p_, (2.14)

but sometimes it is useful to assume the more
specific form

C,~A+BIT=T |+++++DIT-T | ~%S4...,
C c

(2.15)

where the last term is associated with a singular
part of Cy;, in which either @ is not an integer

or D is not a constant but is a term of order less
than any positive power and greater than any neg-
ative power of T — T, suchasconst (Inl7 - T,!).
We can alsodescribe the most important features
of the correlations by means of exponents. We
introduce 7 by assuming that h(¥) is of the form

h(F) ~f(x17)/rd_ 2+ T for r>1. (2.16)

Here «k, is an inverse correlation length, which
can be defined for both continuum and lattice sys-
tems by setting

K1=A_l, A2=A2: (2'17)

where A, is the coefficient of #* in the expansion
of ¥(k)~! in powers of k= |k|:

1/R@)=%0)" (1 + A2 = Akt + ).

In the case of a simple cubic lattice this means
that A, is the second spherical moment of x(¥)
over 2d times the zeroth moment, ¥(0). As noted
by Fisher and Burford, ' for lattice systems A,
is angle-independent but the higher coefficients
A,, etc., depend upon k/%.

In the special case of an k(F) that vanishes faster
than any power of 7, k can also be defined by the
equation

- k= lim sup(nh(F)/7). (2.18)

¥V =

One would expect that near the critical point k, <k
whenever the latter exists and our computations
show this is true in an OZ system, in agreement
with the work of Fisher and Burford. It is con-
venient to describe the behavior of k, by defining
v and € such that

v
Ky lT—TCI s forp-pc,

(2.19)

€

Ky Ip—pcl , forT:Tc.
From Eq. (2.10), assumption (2.16), and the added
assumption that 2(f) remains finite for all », we
can conclude quite generally that

1) YaP/ao~k2" " as k-0 (2.20)
so that
y=@-n, (6-1)=(2-7n). (2.21)

As can be seen from the definitions of the critical
exponents, the case T,=0 requires special treat-
ment, since T~ T, and T then behave in the same
way as the critical point is approached.

3. OZ ASSUMPTION

OZ reached a number of conclusions concerning
correlations in a system in which the interparti-
cle potential V(f) vanished for all » greater than
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some R. Their treatment rests upon a heuristic
argument that can not easily be given a precise
quantitative form, especially when applied to a
model in which there is no R such that V(¥)=0 for
r>R. Nevertheless most of the obscurity in the
work of OZ lies in the justification of their basic
assumption concerning c¢(¥) rather than in its in-
terpretation. The assumption itself is consistent
with the following statement, which we shall take
as our starting point:
In general, c(¥)=~- V(¥)/kT for T

such that V(¥) < kT; in particular c(¥)

=0 for »>R, if V(¥)=0 for »>R. (8.1)
This is a strong form of the OZ hypothesis. A
weaker assertion is that:

When V(¥)=0 for >R, or when V(%)

is short ranged in the sense that all its

spacial moments exist, c¢(¥) will also

be short ranged in the same sense,

even at the critical point. (3.2)

This is also consistent with the OZ argument
and, as has been pointed out by others, for short
ranged V(F) both forms of the OZ hypothesis im-
pose a very strong set of restrictions on critical
behavior. Because of its more specific nature
(3.1) is a more convenient form of the OZ hypoth-
esis for us to work with in this paper.

We note that (3.1) does not completely determine
c(f) for <R, Infact, for any potential with a
hard core of diameter o, the structure of Eq.
(2.1) is such that'® the requirement that g(f)=0
inside the core completely determines c(¥) for
¥ <0 when ¢(¥) is given for »>o0.

For the lattice gas, the “core” is the result of
the exclusion of multiple occupancy of a site,
or — to use language that does less violence to
the concept of freely moving particles of a fluid
- of a cell indexed by the vector ¥. It is unlikely
that OZ were aware of this restriction on ¢(¥) for
v <0 when c(¥) is given for >0, but nevertheless
they were careful to point out that the determina-
tion of the precise value of ¢(¥) for » <R remained
for them an unsolved problem.

When treating a potential V(¥) with a core it is
often convenient to break V(¥) into a core part
plus the rest:

V()= q(F) + w(F), (3.3a)
where ¢(f)=, for r <o,

=0, for »>g; (3.3b)

w(f)=0, for »<o.

In the special case of a nearest-neighbor inter-
action, (3.1) implies that (2.9) reduces to

d
pcli(lz)= [z-2 20 cosx.]?,
; J
j=1 (3.4)
Z=(1—pco)/pcl, kz(xl, ...,xd),

where c, denotes c(F) at »=1.

The inverse transform of the right-hand side of
(3.4) has been exhaustively studied and tabulated.!?
When w(¥)=0 in (3.3), (3.1) further implies that
we have simply

px(®)=1/(1 - pc,), (3.5)

but g(¥)=0 at =0 implies that x(F)=1-p at »=0
so that (3.5) yields in the lattice-gas case

1-pcy=1/p(1-p) or c,=-1/(1-p). (3.6)

For completeness we note some simple results
for two OZ models of interest. For the nearest-
neighbor one-dimensional lattice gas at p= 3,
Percus® found

Co=_2[ﬁ%—l}’ cl:f/(1+f)”2’ (.7

where 1+f=exp[-w(1)/kT]. For p+3, c{)is
still short ranged in the sense of having an expo-
nential decay and thus satisfies (3.1) but not (3.2).

For the spherical model of a lattice gas it can
be immediately verified that

c(F)=- V(¥)/kT, for »+0 (3.8)

regardless of the potential or of p.

4. MEAN-FIELD ASSUMPTION

For our purposes it is important to be able to
characterize the mean-field theory in terms of
c(F). The basis of the mean-field theory is an
assumption equivalent to the statement that if the
potential of a system is a sum of ¢(¥) and w(F) as
in (3.3), then the thermodynamic effect of the
term w(¥) can be added to that of the ¢(¥) in the
form of an expression involving only w(¥) and the
thermodynamics that describe the system when
w(¥)=0. The possible presence of a “cross term”
manifesting the influence of ¢(¥) on the change in
the thermodynamics when w(F) is introduced is
neglected. As was pointed out by Boltzmann, 2
one expects to come closest to realizing this van
der Waals-type assumption when w(¥) is weak and
long ranged. Expressing these ideas in terms of
c(¥), we might hope to recover the mean-field re-
sult by first obtaining the c(¥) for the system in
which w(F)=0 and then assuming that the change
in ¢(F) that comes of adding the w(F) to ¢(F) will
depend entirely on w(¥) rather than on both (F)
and ¢(f). On the basis of (3.1) we can further ex-
pect to have, for a weak long-range w(7),

c®)=c°F)-wF)/kT, (4.1)

where here and below the superscript zero refers
to the quantity that is found for a given p and T
when w(f)=0. According to Boltzmann’s reason-
ing, Eq. (4.1) should yield the mean-field result
of van der Waals when applied to a fluid, or the
Bragg-Williams-Weiss results when applied to



184 CRITICAL PROPERTIES OF ORNSTEIN-ZERNIKE SYSTEMS 139

a lattice system. This is easily seen to be the
case — when use is made of Eq. (2.10), Eq. (4.1)
immediately yields

dP/dp=(dP/dp) + pi(0), (4.2a)
which becomes after integration with respect to p
P=P+ 1p2(0). (4.2b)

Equation (4.2) has the form derived by van der
Waals, although in his original derivation'® the
constant in the second term of (4.2a) was not
clearly identified with w(0). However, in the de-
rivation given by Boltzmann'® this identification
is clear.

Van der Waals also considered a method for
obtaining successively better and better approxi-
mations to P° for a hard-sphere system and
Boltzmann further developed systematic and exact
procedures for accomplishing this, but for com-
putational purposes van der Waals and his con-
temporaries often used the simple approximation®
suggested by van der Waals

P° /T ~p/(1 - pb) , (4.3)

where 2b is the volume of a d-dimensional sphere
with radius o, 2b=20 for d=1, 2b=-4% 0 for d=3.
In the lattice-gas case we can immediately assess
(dP/dp)® from (2.10) and (3.6). In all dimensions
it is given by

@P/dp)/kT=1/(1-p), (4.4)

which yields the Bragg-Williams-Weiss equation
of state when used in (4.2).

Equation (4.2) is applicable only to a system in
a single phase and must be supplemented by a
further prescription, such as Maxwell’s construc-
tion, in order to yield a coexistence curve and a
two-phase region.

It is a simple matter to verify that if (dP/dp)°
is given by either (4.2) or by any reasonable es-
timate of its continuum analog, including that
determined by (4.3), then a critical point at T.>0
exists for all d, with

6=3, v=1 (4.5)

in (2.11) and (2.12), respectively.

It can also be verified in a straightforward way
that the use of Maxwell’s construction with (4.2)
and a reasonable P° yields

=1 (4.6)

in (2.13) while the specific heat proves to be of
the form given by (2.14) and (2.15) with

a=0, D=0. (4.7)

Equation (4.1) also completely determines an k(F)
when ¢°(f) is given, and we can thus also obtain
n, v, and €, as we show in the next section. Be-
fore passing on to Sec. 5, we note the following

two points. Firstly, the mean-field equation of
state is insensitive to the form of the potential.
As long as #%(0) exists, it is #(0) that determines
the nature of the critical behavior in the mean-
field approximation, whether w(¥) is zero for
large 7 or not. Secondly, there is no guarantee
that () + 1 defined by (2.1) and (4.1) will be zero
for » <o. The weaker and longer ranged w(¥) is,
the smaller this #(¥)+1 is likely to be for » <o,
since in the limit of a w(¥) that is zero at any T,
we would expect c°(¥) to coincide for 7 <o with
the c(¥) that results when w(¥) is added to ¢(¥).
For an arbitrary w(¥), however, we must expect
the condition k(f)= -1 for 7 <o to be violated.
The result of this violation is a measure of the
importance of the subtle interplay between the
correlations over large distances and those over
small distances, and we shall find that the effects
of this interplay on critical behavior can be im-
mense. We shall study these effects in a lattice

system by comparing the use of the mean-field
c(¥):

c(F)=-w(¥)/kT, for »>0, (4.8)
co=—1/(1-p), (4.9a)
with the use of the same ¢(¥) for »>0, but with

¢, such that z(0)=- 1. (4.9p)

S. OZ RESULTS FOR A
NEAREST-NEIGHBOR POTENTIAL

We note from the form of (2.9) that the T and p
dependence of pc'(0)x(K) is contained entirely in
the quantity z when (4.8) is satisfied. We also
see from (3.4) that in the nearest-neighbor case,
this is true as long as c¢(¥)=0 for »>1, even if
the stronger assumption that ¢, = - w/kT is not
satisfied. In the nearest-neighbor case, (2.17)
can be re-expressed as

k.2~ (1=pc, - 2dpc,)/pc,, (5.1)
and we find that k, exactly satisfies (2.18), since
the large » form of the pc,x(¥) given by (3.4) is

(d-2)/2
(k,7) K(d— 2)/20{11’)

)d/2rd— 2

pe,x(F) ~ (5.2)

@n

when K, (x) is the Bessel function of imaginary
argument, such that as x - oo,

K ()= (n/2x)2 e~

Comparing this result with (2.18) we see that we
can drop the subscript on k,. We also note that
n=0. (5.3)

For fixed 7, (either »~1 or > 1) we find that

pclx(?) always has an asymptotic expansion that
can be written as



140 G. STELL 184

pe,x(®)=£f,F)+f, (F)rc2 +f, (F)xd -2

+f3(F)Kd YTy , (5.4)

where f,(¥) and f,(¥) are not zero for »=0or =1
and f,(¥) is zero when and only when d is odd, for
all ¥. The unexhibitied terms are always domin-
ated by the presence of at least one of the terms
shown. From (2.10), (5.2), and (5.4) we see that
(dP/dp)™* can -« only if x - 0; thus only if x -0
can we have a critical point at which dP/dp =0,
For d =3, the right-hand side of (5.4) remains
finite as k -0 and (2.20) and (2.21) immediately
follow. For d=1 and d=2, however, the question
is more subtle since for any fixed 7, pc,x(¥) will
go to infinity as k -0, and only if either c, or A(¥)
become infinite is consistency maintained in these
dimensions. For the lattice gas and similar mod-
els the result #(f) - « for fixed ¥ represents un-
acceptable behavior of #(f), and for any such mod-
el that is an OZ system ¢, must become infinite
for d=1 and d=2 in the nearest-neighbor case.
When ¢, is given by a relationship such as (3.7)
or (4.8) this means that 7' must be zero in order
for k to be zero. In this section we have as yet
said nothing that involves the difference between
(4.92) and (4.9b), but from the above remarks we
must conclude that the mean-field theory, for
which T, #0, can only be consistent with the un-
acceptable result that 4(F) - « for fixed T as « -0.
This is a well-known catastrophe that occurs in
the mean-field theory. However the OZ theory is
in no obvious way inconsistent with alternative
possibility that there is no critical point at T'#0
so that the only possible critical temperature is
zero in one or two dimensions. The difference

in these alternatives resides wholly in the differ-
ence between (4.92) and (4.9b).

The exceptional behavior of ¢, that occurs in the
OZ theory for d=1 and d=2 entails special anal-
ysis and for the remainder of this work we shall
restrict our comments to the case of a c, that
remains finite at the critical point and hence to
the case of d >3. Since (5.1) precludes the pos-
sibility that ¢, -0, we assume that ¢, ~«° for
small «.

We can determine the behavior of Cy by using
(5.4) for =1, since the configurational internal
energy is given by

Usont ™ 3p[@(0) + ZFw(f)h(f)]. (5.5)

Using (2.19), we see that (5.5) implies for p=p,
and T>T,

2v— (d—2)v—1)

CV~O(AT 1)+ olr

+eo(ard-2-1 1nAT), (5.6)

where we have set AT =T ~ T, and where

6=1, for evend
=0, for odd d. (5.7)

We are interested in AT -0, If d=3, the second
term is dominant, while if d =4, the last term dom-
inates. For d =5 the first term dominates. Thus
we can identify v — 1 with the - @ of (2.14) when
d=3 and 2v -1 with — o when d >4:

v=1-a, for d=3, 5.8)
=1(1-x) ford=4,
and from (2.21) and (5.3)
y=2(1-a), for d=3,
(5.9)

y=1=-q, for d >4.

Note that for d=3 we have another dilemma in the
mean-field theory, since the values @=0and y=1
noted in Sec. 4 are inconsistent with (5.9).

To determine the value of v in the OZ theory
when (4.9b) rather than (4.9a) is used, we consider
(5.4) at »=0. We have

cp(1-p)=[c;p(1 - p)]  +0G?*)

+O(Kd- 2)+ 90(Kd— 2an). (5.10)
Letting p~p,=4p, |Apl=M, and ¢1—-cj.=48cy
we find

2 - 2 _ 2
o, (Acl) cch Ac,M

=02+ 0% Y 10064 21nv). (.11)

If we also assume (4.8), then —Acy= Buwy = Bowy
=wqAp, where we have written 1/kT as B to dis-
tinguish it from the critical exponent 8. We shall
treat the case of — ¢, =Bw, first, coming back to
the more general (2.9) later. We can drop the
term Ac,M?2 on the left-hand side of (5.11) ask -0
and we find

- 2 3 =3 — =

e, wlAﬁ+{3cw1Mz-O(K) for d=3
=0(*1nk), ford=4
=0(k?), ford>4. (5.12)

From this we can read off the values of v,€, 9,
and vy:

v=1ford=3 y=2ford=3
v=%iford=4 vy=1ford=4

(5.13)
€=2ford=3 6=5ford=3
€=1ford=4 6=3 for d =4.

Note that for d=3, both ¥ and 6 are different than
in the mean-field theory.

A special remark must be made concerning d=4,
since one does not find that « is asymptotically
proportional to AT or M? in that case as k -0, be-
cause of the presence of the lnk in (5,12). One
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still has (2.19) and (5.6) if one defines asymptotic
order as indicated in footnote 14, but one will not
find

CVcrconst+1nAT (5.14)
as AT -0 for p=p.. Instead one finds
C ccconst+ (1/1nAT), (5.15)

50 that Cyy remains finite at the critical point for
d =4 despite the appearance of the Ink.

Because of the Ink we do not have homogeneity
of k as a function of Af or AT and M?2 for d=4,
as we do for d #4, but we still have self-similarity
of curves of constant k in the (A3, M?) or (AT, M?)
planes. This suggests that the conjectured homo-
geneity of k, which we have noted elsewhere?® is
equivalent to the homogeneity condition conjectured
by Widom, ® should be weakened to a conjecture
concerning the self-similarity of curves of con-
stant « (and hence of constant compressibility or
susceptibility).

From (5.8) and (5.13) we find a=0 for all d =3.
Furthermore, by matching terms in (2.15) and
(5.6) we find that when d =3,

(5.16)

where m = minimum of d- 2 and 2, in agreement
with (5.13), and that whenever a singular term
in (2.15) appears,

mv-1=0,

(d-m)v- =-a_. (5.17)
For d=3, no singularity appears. For odd d> 4,
ag is an integer plus 3 while for even d >4, agis
an integer but the term constAT ™~ @sInAT always
appears. We can summarize the relation between
ag and v by eliminating m in (5.16) and (5.17) to
get

as=2—dv, (5.18).
where an integer ag signifies that no singularity
appears unless the condition for the presence of

a lnAT term

d-2=2j, j=1, ..., (5.19)

is also satisfied.

From our discussion we can see at this point
that some of the scaling relations that involve
dimensionality explicitly are not satisfied when
(4.8) and (4.9b) are assumed. For example we
see from (5.3) and (5.13) that the relation

n=2-d(6-1)/(6+1)

is not satisfied for d> 4 whereas we see that the
relation derived by us previously (for a non-OZ
system), 2

7=maximum of 0 and 2 - d(6-1)/(5+ 1),
remains trivially valid. On the other hand (5.18)

is consistent with the results of scaling theory,
although scaling theory does not appear to give a
clear means of deciding between @ =0 and a=2 - dv
when ag<0.
We have still to investigate the critical exponent

B under the assumptions (4.8) and (4.9b). For
d> 4, the determination of B is straightforward,
since the expression for

K~ (pczwlAﬁ- B w MP)2, (5.20)
which follows from (5.12), and the related ex-
pression for the chemical potential,

u(p,T)—u(pc,T)_ 1 pd“("’T)dn
p-p, —p—pc,l:c dn
(5.21)
1 P

k%, T)dn
p-p f 2, T,
¢ Jo,

can be used for T< T, to determine a coexistence
curve by means of Maxwell’s rule or the condition
that

u(pc+M, T)= u(pC—M,T).

~

We have

p(p, T)-ulp ,T) B lw, |
< ~ £ 1 M2+p02w1AB,

Ap 3
(5.22)

so the coexistence curve is given by the equation

sBw M*=p 2w Af (5.23)

in the critical region. The critical exponent 8
is given by

, (5.24)

[SIE

B=

and the dome of metastability in the (p,8) plane
can be reasonably identified with the locus of
points at which k=0,

For d =3, all of this is changed. When we use
Egs. (5.12) and (5.21) we find instead

u(p,T)—u(pc,T)
Ap

~ 2. 4 AR2
wlpc ap

23 20 2ARM2., L3 2, 2174
+3BCWIPCABM +5Bcw1M,

~ap 2 4 2,27 2ARNM2,L2 2274
w[p *AB*+5B p FABM? +5B *M*].

(5. 25)

There is no real value of AJ for which o, +M,T)
=pu(pe — M, T) according to (5.25). Thus we can-
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not find a coexistence curve by means of the ana-
lytic continuation of our expression for x or p in-
to the subcritical region, and there appears to be
no natural alternative to such continuation that
suggests itself as a means of locating the co-
existence curve,

This is somewhat surprising because the spheri-
cal model, which is an OZ system, has a coexis-
tence curve such that =3 whend =3 (as well as
when d >4). However, as indicated in footnote
13, Eq. (2.7) does not have its normal status in
the case of this model. Our computation suggests
that OZ systems in which Eq. (2.7) does have its
usual status may not exist for d =3 when the po-
tential is of short range. It further suggests that
for d =3 and short range V(r), approximations
that satisfy the OZ condition, such as the PY
approximation, may be associated with patho-
logical subcritical behavior of the compressi-
bility when that quantity is obtained from A(r)
thru Egs. (2.7) and (2. 10).

The borderline case of d =4 is complicated by
the appearance of the x?Ink in (5.4) and we forego
its analysis here.

6. GENERALIZATIONS OF THE PRECEDING
RESULTS

The preceding analysis was centered on the
lattice-gas case in which (4.8) and (4.9b) were
assumed to hold. These equations involve a
stronger assumption than (3.1), however, which
implies in the nearest-neighbor case only that

¢, is such that #(0)=-1,
¢, is undetermined, (6.1)

c(F)=0, for »>1,

On the basis of (6.1), our previous analysis is
unchanged through Eq. (5.3) but to go further we
must examine what can be said about the tempera-
ture and density dependence of ¢,. Here the in-
variance of ¢, under the interchange of p and
2p. — p which follows directly from the hole-
particle symmetry of a lattice gas enters strongly
It implies that ¢, is an even function of Ap.

If we further assume that ¢, must be analytic
in B and p about (8., pc), then ¢, must be of the
form

cl=clc+aM2+b(AB)+--- . (6.2)
Assuming b >0, which is reasonable, then there
are three distinct possibilities, depending upon
the relative values of p.%z and c1¢c. If pcla<cyc,
as would be the case of ¢, were essentially inde-
pendent of p, all the critical exponents found in
Sec. 5 would remain unchanged. In contrast, the
very special p dependence of ¢, represented by
pcla=cqc would result in some exponents that are

different (for example, when d =3, then €=4)
while po%a > c1, would lead to unacceptable nega-
tive or imaginary values of x when AB=0,

Another departure from (4. 8) can be attained by
relaxing the requirements of analyticity at (8.,p.).
For example, if Ac, were a homogeneous function
of M and (AT)V/€ of degree p, then when M =0,
(5.11) would yield p =€ for d =3 and p =2¢ for
d>4, When AT =0, (5.11) would yield € <2 for
d=3 and € s 1 for d =4, which would imply 6§ <5
for d=3 and 6 <3 for d >4, with v not subject to
any obvious constraints, Thus it appears that for
d =3 an approximation could be constructed that
has values of v, €, ¥, and § that are very close to
those actually observed in the Ising model. For
example, by setting Ac, to a function that be-
comes, for small Mand AT,

Ac,~ [const M +const (AT)*] V¢, (6.3)

we would have v=3, €=2, y=2, 6=5. However,
there appears to be no way of changing o =0 and
certainly no way of changing the 7=0 by means

of a judicious choice of ¢,. Moreover, a more
thorough investigation of the approximation that
such a choice of Ac, defines would have to be made
before it is clear that it is free of serious incon-
sistencies and that it can be associated with a
reasonable coexistence curve by means of the
condition u(pg+M, T)=ulp, =M, T).

If we do not restrict our attention to the nearest-
neighbor case we would still expect to find the
same kinds of results as long as we continue to
look at short-range potentials all of whose mo-
ments exist. Equation (4.8) can be used as it
stands and Eqs. (6.2) and (6.3) can also be used
if they are taken to hold for any ¥ #0. When (4.8)
is used, computations can still be done explicitly
in the case of certain potentials (such as the
Green’s function'” for the lattice analog of the
Helmholtz equation) that lend themselves to the
necessary manipulations.

If we consider potentials that are of the form
-1/73+0 for large 7, the results are quite dif-
ferent. Joyce® has treated the case of such po-
tentials in great detail for the spherical model,
and we show in a separate article that most of
his results are valid for any OZ system. For ex-
ample, it can be shown that assuming (4.9),

h(?)*‘const/rd_s, as ¥—o, (6.4)

at the critical point, where s =minimum of 2 and
o, while off the critical point,

R(F) ~ - Bw(F)[%(0)]?, as 7=, (6.5)

rather than (5.2).

This brings up a point concerning terminology
that is a source of ambiguity in the literature.
The result (5.2) is often referred to as the OZ



184 CRITICAL PROPERTIES OF ORNSTEIN-ZERNIKE SYSTEMS 143

result irrespective of the potential whereas the
results consistent with (2.1) and (4.9) are very
much dependent upon the form of V(F), as (6.4)
and (6.5) indicate. Moreover, in a quantum sys-
tem it is an effective potential - the actual pair
potential modified by quantum effects — that must
be considered rather than the potential itself if
one wishes to apply the reasoning of Ornstein and
Zernike; for example, for a Bose gas in its
ground state one expects®® Veg(F) ~1/72 and hence,
according to (3.1) one must expect c(¥)~1/72
rather than c(¥) ~0 for large 7.

The full generalization of the results of Sec. 5
to a fluid presents technical difficulties associated
with the extended repulsive core characteristic
of any reasonable intermolecular potential, but
certain of the preceding results appear to gener-
alize without difficulty. In particular, assuming
(3.1), we expect to again find (5.2) for all k, 7 -,
and (5.4) for a fixed ¥ as k -~ 0. This is consistent
with the general observation based on (2.9) that
when (4.8) is used the case of a w(F) extending
over arbitrarily many lattice sites cannot be es-
sentially different from the nearest-neighbor case
as long as all the moments of w(¥) exist. If is

also supported by the following more specific
argument. Except for small », we expect h(F)
to behave like the solution

(a- 2)/2K

(k7) (k¥)/ 21rd/ 24-2 (6.6)

@-2)/2
of the Helmholtz equation
V2h(¥) - k2h(F)=0,

but for fixed ¥ and k -0, (6.6) behaves precisely
like the right-hand side of (5.4),

o)+ O(K2)+ O(Kd_ 2)+ GO(Kd- 2InK),

just as the transform of (3.4) does.
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The cross section for positronium formation by positron collisions in hydrogen is calculated
from equations of three-particle scattering. We find 0=1.45 1ra02 at the peak, about 25% higher
than the Born approximation value, but at high energies our value is lower. Comparison with

other calculations is also reported.

The problem of positronium formation by scat-
tering positrons in atomic hydrogen is often con-
sidered theoretically. The process may have
some astrophysical significance. Experiments
have not yet been attempted in atomic hydrogen.
The reported theoretical calculations, however,
do not agree very well among themselves, empha-
sizing the difficulty of making reliable approxi-
mations in rearrangement collisions.

The first cross-section calculation performed
by Massey and Mohr' used the Born approximation.
Both the incoming positron and the outgoing posi-
tronium were represented by plane waves. The
cross section of positronium (both ortho and para
types) formation rises rapidly from the threshold
6.8 eV of the positron energy to a maximum ¢
~4.5ma,? at about 14 eV and then fallsaway. Above
10. 2 eV there are other inelastic processes, which
we shall not consider, and which will compete with
positronium formation in any experiment. Hence
the most important point in the cross section is
the position and value of the maximum quite close
to the threshold. As an improvement of the in-
coming positron wave function, Massey and Mohr
computed the s-wave phase shift approximately,
and thereby obtained total production cross
section lower by afactor of 2. Cheshire® has em-
ployed the impulse approximation and obtained the
peak value of the cross section to be ten times
higher than the Born value. Bransden and Jundi®
investigated the first two partial waves. They
found that without polarization the p wave cross
section was much larger than the s wave, but with
polarization correction the situation reversed. In

absolute magnitude the cross section was not very
different from the Born term. They did not find
out how many partial waves were contributing
appreciably at any energy. Recently Fels and
Mittleman®* considered the problem. They took
account of the polarization of hydrogen and posi-
tronium through phenomenological potentials. Re-
taining only four partial waves, of which /=1 was
dominant, they obtained a cross section 40 times
below the value of Massey and Mohr. The precise
form of the polarization potentials near the origin
did not affect the result. However, there are
several points unclear in the calculation. The
cross section at the peak is 0. 06 1a,?, while out

of the four partial waves the supposedly dominant
I =1 partial wave gives a contribution 0. 02 7a,?,

the [ =0 partial wave being extremely small. More
recently, T. Roy and J. Das® calculated the posi-
tronium formation cross section in positron-hy-
drogen collisions in the lowest-order approxima-
tion from a field theory point of view for bound
states in quantum electrodynamics. It turns out
that their final result is completely equivalent to

a straightforward stripping calculation given in
Appendix I. However, this stripping calculation is
open to criticism, and the calculations of Roy and
Das are also subject to the same.

Positron scattering from hydrogen is a three-
body problem and should be handled,in principle,
by the rigorous three-body equations of Faddeev. ®
We hope to report on a calculation along this line
later. Here we present a calculation based on
standard equations of the scattering theory devel-
oped in Newton’s book.” These equations can of



