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Percolation in Heavily Doyed Semiconductors*
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Determination of the detailed nature of the semiconductor-to-metal transition in doped semiconductors
is obscured by the random placement of the impurities. Vfe report the results of a Monte Carlo percolation
calculation which show that the details of the Hall-coeKcient data in Si:P and, less clearly, in Ge'. Sb are
consistent with the existence of a discontinuous transition from insulator to metal at 7=O'K as the impurity
concentration is increased.

INCE the original speculations and approximate
theory of Mott, '' there has been considerable

interest in the basic question whether the electrical
conductivity of a regular array of hydrogen atoms will
increase discontinuously from zero at some particular
value of the lattice constant as the lattice constant of
the array is decreased, or whether the transition will be
of a more gradual nature. ' One can express the question
by supposing that at a low concentration there is a full
band of carriers separated from empty states by an
energy gap ~. Figure I shows schematically several
possible models for the manner in which that gap might
vanish as a function of the concentration of hydrogen
atoms~ N~.

Doped semiconductors form attractive systems for
experimental investigation of the nature of this transi-
tion, but are Qawed by the random placement of the
pseudohydrogen atoms. We report here the results of a
Monte Carlo computer calculation of "percolation"
in such systems. Comparison of the results with the
Hall-codhcient data in Si:P and Ge: Sb indicates that
the experimental data, extrapolated to O'K, are
consistent with a model in which the electron of a given
impurity is completely localized if no neighbor impurity
atom is within 2ro of that impurity, but can move
freely to the other site if the nearest-neighbor separation
is less than this distance. Here 2ro is 4.4u~ for Si:P
and 3.8ulr for Ge: Sb (arr is the Bohr radius computed
fl'0111 tile dollol loI11zatloll ellelgy). Jmpllcatlolls of this
comparison for making a choice among the models given
in Fig. j. will be discussed after a summary of the
calculation and its results are given.

d. At each concentration, we ask whether a cluster of
impurity atoms extends uninterruptedly from one side
of the crystal to the other. The criterion for connectiv-
lty starting from an arbitrary site, is that there be,
seriatim, at least one other impurity within a distance
2ro of the impurity in question. We expect ro to be of
order err, the Bohr radius of the impurity, and'hence
many times the atomic spacing of the host lattice for
the cases of Si and Ge, the materials to which we shall

apply our results. For the model lattice, for reasons of
economy in computer time, we choose d so that 2ro= 3d.
We have performed convergence tests which show that
results of the calculation undergo only very minor
changes for a 6ner grid in the model lattice. We note
that our calculation divers from previous lattice
percolation calculations4 primarily in the fact that we

permit the interpenetration of the impurity atoms,
which is appropriate to the doped-semiconductor case.

The quantity of interest to us is I'„, the probability
that any randomly chosen impurity atom will find
itself a member of those in6nite clusters extending
fully across the sample. We calculate values of E„as a
function of p, the probability that any single lattice site
is occupied by an impurity. In comparing the results
with the experimentaL data, we expect E„(p) to corre-
spolld to ss/ssD, the ratio of the number of free electrons
to the number of donors as measured by a dc transport

MODEI

Our percolation calculation is based on the following
model system. Impurities are located at random on the
lattice sites of a simple cubic lattice of lattice constant

np~ Work supported in part by the U. S. Army Research OfEce,
Durham, through Contract No. DA-31-124-ARO-D-40'I, Tech-
nical Report No. 10.

f Address during 1968-69 academic year: Physics Laboratory,
University of Kent, Canterbury, England.

f NSF Graduate Fellow, 1967-69.' N. F. Mott, Proc. Phys. Soc. (London) 62, 416 (1949); PhiL
Mag. 6, 287 (1961);Advan. Phys. 16, 49 (1967).

~
¹ F. Mott, Can. J. Phys. 34, 13S6 (1956).

s See Rev. Mod. Phys. 40, No. 4 (1968) for a status report o
subject.

IIG. 1. Several possibilities for the qualitative behavior of ~,
the energy gap between 61led band and empty states, as a function
of hydrogenlike atom density NL). (a) Discontinuity in e. (b)
discontinuity in dejden, e continuous. (c) Discontinuity in
d'e/de)', lower derivatives continuous. (d) Smooth transition,
d~e/dig/ continuous.

n the 4 H. L. Frisch, J. M. Hammersley, and D. J. A. %'elsh, Phys.
Rev. 126, 949 (1962).
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measurement such as the Hall coe%cient or electrical
conductivity.

CALCULATION

Our computer calculation follows the strategy laid
down by Frisch et al. ' The computer is programmed to
construct clusters of e impurity atoms for e= 1, 2,
E for suitably large E. For each e the computer data
yield an estimate of P„(p), the probability that a
randomly chosen atom lies in a cluster containing e or
more impurities. The desired relation is the limit

P„(p)=lim P„(p).

During the calculation, random numbers c (actually
pseudorandom numbers of nine digits) rectangularly
distributed between 0 and 1 are assigned to all the
lattice sites x in the crystal except for the origin, which
is assigned the value 1. Clusters are formed by adding
impurities one at a time, using the following procedure:
Suppose a cluster of size e has already been formed with
its n impurities located at the lattice points II, I2,
I . I.et c(I;) be the random number assigned to the ith
impurity and set g„equal to the smallest of these e
numbers. Dehne S„as the set of lattice sites which are
not occupied by impurities but are within 2ro of some
lmpul i ty.

g =min c(I;), 1&i&x
S„=(x~ x& I;, for any i and

~
x—I;~ (2ro

for some i, 1&i&m) . (2)

The next impurity atom is placed at the site in 5 with
the largest assigned random number:

c(I„+i)=max c(x) for x in S„. (3)

Now m+1 impurities are in the cluster, and g„+i and

S„+i are defined as before by Eq. (2). The procedure
starts with the erst impurity located at the origin
I~=a and is repeated until the cluster contains E
impurities.

Hammersley and Handscomb have proved that
P„(p) is the cumulative distribution function of 1—g„;
1.e.

&

P„(p)=probability that 1—g„&p. (4)

Accordingly, an empirical estimate of P„(p) is obtained
from the construction of E clusters:

P„(p)—fraction of all clusters with g„&1—p. (5)

The calculations were performed on an IBM 360/65
computer. In order to obtain the general form of P„(p),
200 clusters of X=200 and 2r0=3d were constructed.
The computer time required amounted to 7.5 sec/

5 H. L. I'risch, E. Sonnenblick, J. M. Hammersley, and V. A.
Vyssotsky, Bell System Tech. J. 42, 909 (1962).' J. M. Hammersley and D. C. Handscomb, Morlte Carlo
j/Iethods (Methuen and Co., Ltd. , London, 1964), pp. 137 8.

cluster. An additional 800 clusters of E=50 and 2ro= 3d
were constructed to define more accurately the portion
of the curve for P„near 1 Lwe take advantage of the
fact that the shape of the curve for P„—i. becomes
independent of m for rather small values of e, as is
evident from Fig. 2(a)7. For convergence tests, 25
clusters of E=200 were constructed for each of the
following values of 2ro. d, 2d, 4d, and 5d.

As a check, the computer output for m=2 was
compared with the theoretical formula

P (P)=1—(1—P)~""" '
—:1—e-"~, (p&&1) (6)

where M(2ro) is the number of lattice sites in a sphere
of radius 2ro (Fo. r 2ro ——3d, M=123.) The close agree-
ment of the calculation with Kq. (6) can be seen in the
two curves farthest to the left in Fig. 2(a).

7 F. D. K. Roberts and S. H. Storey, Biometrika 55, 258 (1968).

RESULTS

Figure 2(a) shows the results of the calculation. P
for n= 2, 3, 10, 50, 100, and 200 are shown, as well as
I'„.The P„curve was obtained as an extrapolation of
calculations of P„at e= 50, 67, 100, 133, 167, and 200.
The value of p, obtained from the extrapolated curve,
where p, is the critical probability for the onset of
percolation, is estimated to be correct to within 10%.
Values of p along the abscissa are normalized values.
They express the probability that an impurity atom is
located somewhere in an arbitrary volume 4xro', not
tne probability that an individual lattice site is occupied.
The critical radius ro is eventually to be determined by
comparison with experimental data.

Our value for p„0.29, is not in agreement with the
value of 0.372 obtained by Roberts and Storey7 for the
case of a homogeneous background medium. (The
quantity which Roberts actually calculates, t„ is
related to our p, by the expression p=-', art. ) On the
basis of our tests for convergence with increasing 2ro

(increasing 2ro implies a lattice of finer grain), we would

expect the results to be in close agreement. Ke are, at
the moment, unable to point with certainty to the
reason for the discrepancy. The Roberts-Storey value
is based on a different method of attack, which yields

but not the probability curve P„(p). We have
confidence in our calculation, but will not discuss here
possible reasons for the discrepancy with Roberts and
Storey, since the value of the comparison with the
experimental semiconductor data depends primarily
upon the shape of the P„(p) curve rather than upon the
specific value of p, .

In Fig. 2(b) we compare the calculated curve for

P„(p) with values of e~/mii calculated on the basis of

the available Hall-coefficient data for Si:P, that of
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Chapman et al. ,
' and that of Vamanouchi et a/. ' Proper

horizontal pl.acement of the calculated curve was
determined by 6tting to the experimental data for
values of sIIr/Nn above 0 7 .N.ote that the experimental
curve levels off at st~/ttn 1——.13 rather than at N~/en
=1.0. That fact no doubt represents a failure of the
simple parabolic-band relation which we have used,
R~= 1/zs~ec Si.nce we are only interested in changes in
the ratio N~/N~, we do not concern ourselves with this
departure from unity.

The effects of thermal excitation on the number of
Hall carriers, even at 4.2 K, is evident in Fig. 2(b) in
the differences of the fragmentary 1.2'K data from that
obtained at 4.2'K.

Figure 2(c) shows the same comparison with the
Ge:Sb data of Fritzsche" and of Vamanouchi. " In
this case, we have Qtted the computed curve to place
p, at tsar 0.9——6&&10'~ cm ', the value estimated by
Fritzsche" for the vanishing of es. (Fritzsche s quantity
6g is the average value of e at the donor concentration
in question. ) We attribute the much greater width of
the transition in Ge to the substantial thermal activa-
tion of carriers at 2.5 and 4.2'K at values of p substan-
tially below the point at which p= p, . This conclusion
is consistent with the average values for e determined at
the concentrations in question.

CONCLUSIONS

We draw the following conclusions.

(1) The Hall-coeffjjcient data for Si at 1.2'K are
consistent with our model calculation. Thus, for Si:P,
the nonzero width of the transition in dc transport
properties can be ascribed entirely to the eQects of
random impurity placement. Hence, the experimental
data near T=O'K are consistent with any theoretical
model which includes the feature of a sudden change
from localized to delocalized carriers at a particular
value of mD. For Ge:Sb, it appears that very-low-

8 P. W. Chapman, O. ¹ Tufte, J. D. Zook, and D. Long, J.
Appl. Phys. 34, 3291 (1963).

1' C. Yamanouchi, K. Mizuguchi, and VV. Sasaki, J. Phys. Soc.
Japan 22, 8S9 (1967).' H. Fritzsche, J. Phys. Chem. Solids 6, 69 (1958)."C. Yatnanouchi, J. Phys. Soc. Japan 18, 1775 (1965).

"H. Fritzsche, Phys. Rev. 125, 1552 (1962).

temperature data would be required in order to make a
satisfactory test of the model.

(2) There is little evidence of a temperature depend-
ence in the value of e~ at which the transition occurs.
We draw this conclusion from the fact that there is no
temperature dependence discernible for either Si:P or
Ge: Sb in the data for values of zsrr/nn above 0.6.

(3) The fact that the temperature dependence in
the data appears only below a rather well-defined value
of m~, particularly for Si:P, seems to us to militate
against a theoretical model in which d's/dtsDs is con-
tinuous at the transition $e.g. , Fig. 1(d)$, a model
which appears to be suggested implicitly by Mott
and Davis

(4) However, the data, shown in Fig. 2 do not permit
a choice to be made among models of the types in
Figs. 1(a)—1(c). More extensive data as a function of
temperature, below 4.2'K, would be required before
any realistic attempt at such a choice could be made.
Fritzsche's" curve for e~, the average value of ~, favors
a curve of the type shown in Fig. 1(c).

As an aside, we note that comparison of the I'2, I'3,
P to& and P„cruveisn Fig. 2 (a) with ESR data'4 con6rms
earlier speculation" that the ESR "delocalization"
transition occurs at substantially lower concentration
than that at which actual charge transport is possible.
The curves permit estimates of the relative intensities
of the different constituent line shapes which go to make
up the total KSR absorption. Each constituent line
arises from clusters of a particular size. Comparison of
such estimates with the ESR data suggests a delocaliza-
tion concentration of about SX10'7 for ESR exchange
in Si:P.

We are grateful to Professor G. U. Chester for helpful
discussions, to Fredric Kardon for assistance in com-
puter programming, and to Dr. J. M. Hammersley for
calling our attention to the existence of papers by
Roberts and co-workers. We received assistance from
the Advanced Research Projects Agency through the
Central Technical Facilities of the Cornell Materials
Science Center.

"N. F. Mott and E. A. Davis, Phil. Mag. 17, 1269 (1968)."S.Maekama and ¹ Kinoshita, J. Phys. Soc. Japan 20, 1447
(1965).

"M. N. Alexander and D. F. Holcomb, Rev. Mod. Phys. 40,
81S (1968).


