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Using the technique of high-resolution energy-distribution analysis of electrons photoemitted from a
cleaved GaAs surface coated with a layer of Cs, we have been able to determine many of the transport prop-
erties of GaAs which are important in the operation of the GaAs-Ca-0 photocathode and other GaAs devices.
A two-minima diffusion model is presented which explains the photon energy dependence of the photo-
cathode yield near threshold, Electron diffusion lengths for the I'& and X1 minima have been determined
from the spectral shape of quantum yield as a function of temperature and carrier concentration for heavily
doped P-type material. The hot-electron scattering length for equivalent intervalley scattering has been
measured by comparison with a computer scattering model. The coupling constant for equivalent intervalley
scattering has been calculated from the hot-electron scattering length. The coupling constant for scattering
between the Fi and X1 minima is calculated from the Xi diffusion length. These results, along with other
recent data, are used to calculate the temperature dependence of the mobility in the X& valleys and the
intervalley scattering time. The temperature dependence of the energy spacing of the F& and X& valleys has
been measured. The escape probability for the photocathode and the shape of the energy distribution curves
is explained by a model which includes optical phonon scattering in the band-bending region, reAection at the
surface, trapping in surface states, and lifetime broadening.

I. INTRODUCTION

EAVILY doped p-type GaAs cleaved in an ultra-
' - - ~ high vacuum and coated with cesium has a low
enough work function to permit photoexcited electrons
from all energies within the conduction band to escape,
giving a high quantum yield at all photon energies
greater than the band gap and producing a high-
efficiency photocathode. ' The application of additional
oxygen-cesium layers increases the efficiency over that
obtained with cesium alone.

High-resolution measurement of emitted electron
energy distributions provides a valuable tool for study-
ing the details of the photoemission process. In this
paper the results obtained using this technique will be
discussed, principally in terms of determining electron
transport properties.

II. EXPERIMENTAL METHODS

Samples are prepared in an ultrahigh-vacuum cleav-
ing chamber. A single crystal of commercially available
boat-grown P+ GaAs 1 cm square by 1srcm long is
mounted on a moveable rod, aligned such that the
(110) face (the cleavage plane) faces a window on the
front of the chamber. After pumping the chamber
down to a pressure of 10 "Torr, the crystal is moved
into position between a tungsten carbide blade and an
annealed copper anvil. Pressure is applied between
the blade and anvil until the crystal cleaves, giving a
mirrorlike surface with a few cleavage lines.

Cesium is applied to the freshly cleaved surface from

a cesium chromate channel source while monitoring the
photocurrent produced by a dim white light. As
cesium is applied, the photocurrent increases approxi-
mately exponentially until a peak sensitivity is reached.

For those samples treated with additional oxygen-
cesium layers, after applying the first layer of cesium
(as described above), oxygen is leaked into the chamber
at a partial pressure of 2)&10 ' Torr for a period of
20 min. During this time the photocurrent decreases.
The oxygen supply is then turned o6, and the chamber
is allowed to pump back to a low pressure. After the
photocurrent has stabilized,

'
cesium is again applied

until a peak in sensitivity is reached. This process
gives an additional "oxygen-cesium layer" and may be
repeated as many times as desired to obtain multiple
oxygen-cesium layers, referred to as (0+Cs)" for n
additional layers.

After preparation, the sample is moved inside a
collector can where measurements are made. Light
from a monochromator is focused to a small spot in
the center of the cleaved crystal face. A retarding
potential is applied between the sample and the approxi-
mately spherical collector can, and the current emitted

by the sample is measured as the retarding potential
is increased. The derivative of sample current with
respect to retarding voltage is the energy-distribution
curve. The derivative is taken electronically using a
small (0.01 V peak-to-peak) ac signal in series with
the retarding voltage and a lock-in ampli6er.

Figure 1 shows a typical set of experimental energy-
distribution curves taken at room temperature for a
range of photon energies from 1.4 to 3.0 eV.
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III. TWO-MINIMA DIFFUSION MODEL FOR
PHOTOEMISSION NEAR THRESHOLD

Figure 2 shows a band diagram for a p+ GaAs crystal
coated with a layer of cesium. The bands are bent
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near the surface and the work function is lowered
su%.ciently that the vacuum level is below the bottom
of the conduction band in the bulk of the materia.
Near threshold the absorption coeKcient for light is
small enough that only a few percent of the light is
absorbed in the band-bending region, and almost all

1.photoexcitation takes place in the bulk of the materia .
The hot-electron scattering length is also short com-
pared with the optical absorption length, so that photo-
excited electrons thermalize in a conduction band

then diffuse to the band-bending region,
where they are accelerated toward the surface and
emitted.

Figure 3 shows a band structure for GaAs near the
band gap. Photoexcitation in this material requires
conservation of k vector and energy, giving vertical
transitions between states in the valence bands and
states in the conduction bands which diRer in energy
by h~, where hv is the photon energy. Photoexcite
electrons will have a range of 6nal energies which
could in principle be determined accurately from a
knowledge of the band structure and optical-transition
matrix elements throughout the Brillouin zone. Rather
than work with the actual final excited energy distri-
bution, we will make approximations at this point.

For low photon energies, such as shown at (a) in
Fig. 3, all photoexcitation will be to 6nal states lower
in energy than the I& minima and thermalization will
occur into the I'i minima. For higher photon energies,
such as shown at (b), some excitation will be to energies
above 1.75 eV and some to energies below 1.75 eV.
An electron excited above 1.75 eV will rapidly scatter
into X~ and thermalize there, 2 owing to the higher
density of states in I and the value of the coupling

SEMI CONDUCTOR
SURFACE LAYER

VACUUM

CONDUCTION BAND

VACUUM LEVEL

WORK FUNCTION

VALENCE BAND ---—-- ~ - ——FERMI LEVEL

+50 A

FIG. 2. Band-bending diagram showing the e6ects of a layer
of cesium applied to a p+ GaAs surface.

coefficient for I'~ to Xy scattering. The fraction which
is excited to energies greater than 1.75 ev will be de6ned

F These electrons are assumed to trave only a
1-very short distance through the crystal before therma-

izing in . eI The remaining fraction of excited electrons,
~ ~ ~ ~

FI, are assumed to rapidly thermalize in the I" minima,
FI and Fx are shown in Fig. 4.

Above the band gap, F~ and FI were determined by
a grap icah' 1 construction taking into account energy-
and k-vector-conserving transitions from the ig es
three valence bands to the lowest conduction band.
The graphical construction was done using equa
energy contours for these four bands in the (110) and
(100) planes obtained from the Herman et at band-.
structure calculation' corrected for spin-orbit splitting,
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FIG. 1.Normalized and smoothed experimental energy-distribu-
tion curves or af 1&&10"icm' Zn-doped GaAs crystal with a
C +(0+Cs) surface treatment shown for increments o
for a photon energy range of 1.4-3.0 eV. e

s s s
V. The 2.8- and 3.0-eV

curves are shown dashed for clarity.

' R. C. Eden, J.L. Moll, and W. E. Spicer, Phys. Rev. Letters
18, 597„(1967).
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FIG. 3. GaAs band structure near the energy gap showing
examples of photoexcitation, scattering, and thermalization in
h F nd X minima. For photon energies below 1.7 eV (a),

all electrons thermalize in the I'1 minima. A ove . e
electrons are excited to a high-enough energy to thermalize in Xi.

s F. Herman, R. L. Kortum, C. D. Kuglin, J. P. Van Dyke, and
S. Skillman, in 3fethods of Conspgtational Physics, edited by
B. Alder, S. Fernbach, and M. Rotenberg (Academic Press Inc, ,
New York, 1968), Vol. 8.
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X-I" spacing, and band tailing. Constant matrix
elements were assumed for transitions from the highest
two valence bands, while the matrix elements for
transitions from the third highest valence band were
assumed to be a factor of 3 smaller. It should be noted
that while the shapes of these curves are qualitatively
correct, the actual numbers must be considered approxi-
mate due to the assumption of constant matrix elements,
the use of only two planes rather than the entire
Brillouin zone, the approximate nature of the graphical
technique used, and the possible errors in the band-
structure calculation. The major e6ect of changes in
these numbers is to change the X diffusion length as
calculated later. Below the band gap Iii. drops below
unity as a signi6cant fraction of the photons are
absorbed by free carriers (holes) rather than by band-
to-band transitions. 4

Examination of the experimental energy-distribution
curves shows that for photon energies from thresho ld
at 1.4 (near-infrared) —2.3 eV (blue-green) almost all

emitted electrons are thermalized in either the F~ or
X~ minima, while for higher photon energies a signi6-
cant number of higher-energy unthermalized electrons
may be seen in the distribution. Also, above. 2.3 eU,
o, becomes large enough that excitation in the band-
bending region may no longer be neglected. Below
2.3 eV we need to consider only those electrons gener-
ated in the bulk crystal, and these are assumed to be
thermalized in either the I' or X minima so we may

1solve for electron transport in terms of the I-dimensiona
~ ~

coupled diffusion equations for these minima.

I,O—

0,8—

0, 6-

0
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FIG. 4. Fraction of photoexcited electrons vvhich thermalize in
each minima, calculated from the GaAs band structure, corrected
for the presence of an impurity band.

thI'ough the CI'ystal while therIIlallzlng ls short com-
pared with (1/n) and the diffusion lengths.

Using the band-bending region as a boundary condi-
tion, we may solve these equations for the current
density flowing into the band-bending region, giving

qI(1 —E)Px
JX (3.3)

qI(l —8)
Ji' ~r+

1+1/«r
I XL'1'

, (3.4)
«x(I-r+I-x) (1+1/«x)8 SP Si' 0X

-+I(1 R)Ii roe ", —
7 r y 'TXI' where the diA'usion lengths are given by(I' equation) 3.1

~ ~X '+X
-Dx + =I(1 R)I'xne-

(I equation) (3.2)

Ix= (Dxrxr)U",

I-r = (Drrrr)'".
(3.5)

(3.6)

where y is the distance into the crystal.
The first term in each equation is the diffusion term,

where D is the di6usion coefficient. The second term
is the rate at which carriers are lost from each minima.

vi-I is the recombination time from the I' minima to
th l nce band {or to traps). rxr is the relaxatione va ence
time for scattering from the Xq minima to t e
minima. ex/rxr is a rate of generation term in the I'

equation as well as a rate of loss term in the X equation.
The last term is the rate of generation by photoexcita-
tion, where I is the incident light intensity, E. is the
reQectivity, and o, is the optical absorption coeKcient.
The assumptions implicit in writing these equations are
that there is no recombination from X directly to t e
valence band and that the distance an electron travels

+X~X
I'X=

qI(1 —~) 1+1/«x
(3.7)

I'I =
qI(1 R) 1+1/aI.r—

~XL'I'

«x (I-r+I-x) (1+1/«x)
(3.8)

Of that current Aowing into the hand-bending region,
a certain fraction, given by the escape probability I',
will be emitted into the vacuum. I' will be a function of
both surface treatment and electron energy. The
photoelectric quantum dhciency, or yield, is then given
for each minima by

nford Universit 1964 Everything is known in these equations except the
de'usion lengths I-x and I.I and the escape probabilities(unpublished).
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I'x and I"&. The X and I' yields may be obtained
experimentally from the energy-distribution curves.
Examining the yield equations, we see that the magni-
tude of the yield versus photon energy curves is
determined by the escape probability, while the shape
of the curves is determined by the diffusion length.
Thus I'z and Lz may be determined uniquely from
the experimental I-yield curve, and Pr and Lr may
be obtained from the I'-yield curve. Figure 5 and the
solid curve in Fig. 6 indicate the match between theory
and experiment for the X and I' minima, respectively,
where the points are room-temperature experimental
data for a 1X10"/cm' Zn-doped crystal, vacuum
cleaved and coated with cesium plus an additional
oxygen-cesium layer; and the solid curves are plots
of the theoretical yield equations using the parameters
I'p ——0.18, Lr ——1.573 p, Px——0.54, and L~= 0.03 p.
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Fxo. 6. Experimental yield {points) for the r& minima in a
1&10"/cm' Zn-doped GaAs crystal with a Cs+(0+Cs) surface
treatment, compared with Eq. (3.8) {solid curve) and Kq. (3.9)
(dashed curve).
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Fro. S. Theoretical (solid line) and experimental (points) yields
from the X& minima in a 1X10"/cm' Zn-doped GaAs crystal with
a Cs+(0+Cs) surface treatment.

For this theory to be physically meaningful, the
diffusion length should be a property of the bulk crystal,
while the escape probability should be a function of
surface treatment. That this is in fact the case is
shown in Fig. 7, where the match between theory and
experiment is shown for various surface treatments on
the same crystal. All theoretical curves use the same
diffusion length of 1.573 p, while the escape probability
varies over a range of almost 20. In both Fig. 6 and the
lowest curve in Fig. 7, there is a slight discrepancy
between theory and experiment. A probable reason for
at least part of this discrepancy is the assumption of
complete thermalization of I" electrons in a distance
short compared with other relevant distances. F elec-
trons which are not completely thermalized before
reaching the band-bending region would be expected
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Fzo. 7. Comparison between theoretical and experimental r,
yields for various surface treatments, demonstrating that the
measured diffusion length is a property of the bulk crystal and is
independent of surface treatment.
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(4.8)

thermalization in the X minima occurs. The major The emitted energy distribution which can be externally
scattering mechanism for hot electrons in the Xminima observed is given by
is equivalent intervalley scattering by optical phonons
for which the relaxation time is given by Conwell and f-~(E)= Z P-f-(E)
Vassel'. nM

D,2(m (!v))812

rxx 3 2'los-A'!ptpop, (ee—1)

XL(E+Acp „Ex)t—"+ee(E Atp, t,
——Ex)'!'7

where I'„ is the probability that an electron will

escape after e scatterings. I'„ is a function of 0, and 1,.
For the case of a constant scattering length /„ this

(4 1) function has been calculated by Duckettt and is given
in our notation by

1/rxx =C(E Ex)'"— (4.2)

where Ex is the energy of the X minima, and h~„& is
the optical phonon energy. For E—E~))AG0 pt,

s (m+1)

tan 'nl, s "+' Ck
1—

nl, s 1+s'

where C is a temperature-dependent constant. For this
energy dependence of r, the mean free path is constant
and will be defined as the scattering length t, .

At each scattering event, the electron will lose or
gain an energy equal to the optical phonon energy
bc' p& The average number of phonons with an energy
Acoopp at a temperature T is given from the Bose-
Einstein distribution as

!s,= 1/(ee —1), (4 3)

Pg ——e./(2tt. +1)= 1/(1+ee) . (4.4)

The probability of losing energy during a scattering
event is then

IJ=1 Po ~ (4.5)

As discussed earlier, we may calculate the exact
excited energy distribution from the band structure
throughout the Brillouin zone and the optical-transition
matrix elements. Let this excited distribution function
be given by fp(E), where fp(E) is normalized such that
fp" fp(E)dE=1.

The distribution after one scattering event is then
given by

ft(E)=Pefo(E Ap, pp)+Pz fo(E+A~—.p~). (4.6)

where P= Atp, pt/kT.
The probability of an electron absorbing an optical

phonon is proportional to n, while the probability of
emitting a photon is proportional to n,+1.Thus, the
probability of gaining energy during a scattering event
is given by

—g P. ;
tan 'o.l,2

&' ds
1— — . (4.9)

nl, s 1+s'

In doing this scattering calculation for GaAs, we
must take into account thermalization in the Xminima.
Ke may do this in a simple manner by assuming that
above 1.75 eV, f. &(E) is given as before by Eq. (4.8).
Those electrons which would have scattered below 1.75
eU are assumed instead to remain at the energy of the
X minima, giving

. &emt (E)=
fern t y

=6(E—1.75)

=0

1.75

for E&1.75

f, &(E)dE,

for E=1.75 (4.10)

for E&1.75.

In order to facilitate comparison with experiment,
P, t(E) is convolved with the normalized measured
resolution function E of the experimental curves (see
Sec. IX), giving for the observed distribution

fob. (E)= Pe-t, (E 4)E(p)dp. —(4.11)

In a practical calculation of f,b., we must terminate
the summation of P„f at some finite value of N.

P„drops off slowly for large!s, so we must look at f„.
Because of the initial normalization of fp,

Continuing this process, the distribution after e scatter-
ing events is given by

f (E)=Pgf t(E A~. p)+Pzf -t(E+—App.pt)-
f„(E)dE=1 (4.12)

pgl(1 p )m-l
&~ 1!(ps l)!

XfoEE+ (ts 2l)Ao!op&7 (4 7)

' E. M. Conwell and M. O. Vassell, Phys. Rev. 166, 797 (1968).

1.75
f (E)dE( f t(E)dE. (4.13)

' Steven W. Duekett, Phys. Rev. 166, 302 (1968).

for all n. Scattering down in energy is more likely than
scattering up in energy; therefore,



746 L. %. JAMES AND J. L. MOLL

We use the criterion

1.75

f„(E)dE( 0.05

to terminate our calculation. This calculation has been
done on a computer for a photon energy of 3.0 eV,
using as a variable parameter the scattering length /, .
Figure 9 shows the comparison between this calculated
distribution and the experimentally measured distribu-
tion. The computer solution for longer scattering
lengths gives a larger high-energy peak, and that for
shorter scattering lengths a smaller peak. Thus, by
matching theoretical and experimental results, we are
able to determine the hot-electron mean free path,
1,=35+10 A, at room temperature.

Using this scattering length, we may determine the
thermalization length I.z discussed earlier in conjunc-
tion with the assumption of rapid thermalization and
transport by diffusion. The average energy lost in a
scattering event is given by

ON CURVES

aAS

Thus, the average number of scattering events required
for thermalization is

cV= (E E,)/hE, . — (4.16)

Using a 3-dimensional random-walk model and identi-
fying I,& with the standard deviation of the probability
density function after E scatterings, we obtain

(4.17)

For an electron initially excited to an energy of 2.0 eV,
the thermalization length is Lp ——0.0076 p. This value

of Lr easily satisfies Lz&&1/n over the range of interest
and gives I.X=4I-&, satisfying the requirement that
Lr&&Lx as long as only modest accuracy is desired.

where everything except D~~ and 7-x~ are known. For
a constant scattering length we have

1/rxx. =n/l, = (2'"/m*ll, )(E—Ex)'/'. (5.2)

Combining these equations and solving for Dzz', we
have

ee —1 3'///, 'p(I/co. p,)
Dxx'

e~+ 1 (~ &"&)'&ms*'f.) (5.3)

Substituting our measured value of l, =35 A at room
temperature gives

Dxx = (1.5&0.2))& 10' eV/cm.

This value is probably somewhat high, because at the
electron energies involved in the determination of /,
intervalley scattering to the L~ and X~ valleys and polar
mode intravalley scattering are also possible. lf we
assume that the matrix elements for scattering to
states in Jq and X~ are equal to that for scattering to
equivalent X& valley states, and that the combined
density of states for L& and X3 is 30% of the density of
states in the X~ valleys, ' we have as a better estimation

Dxx = (1.3+0.2) X 10' eV/cm. (5.4)

Using Eq. (4.1) we may calculate the mobility for
equivalent intervalley scattering in X at 300'K,

V. CALCULATION OF INTERVALLEY
COUPLING CONSTANTS

Using the value of /, obtained, we may calculate the
coupling constant for equivalent intervalley scattering.
From Eq. (4.1) we have

1 2 Dxx'(mx/"&)'/'(ee+1)
(E E )I/2

3 2'"mA'p (ha).,/) (ee—1)

for E—Ex))&co.p, (5.1)

p„,= 3m A'pcs. „,(ee—1)
m*

35 MlCRONS

I I

l.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 34
EINAL ENERGY teV)

I'"ro. 9. Comparison of calculated and measured energy-distri-
bution curves for an excitation at hv =3.0 eV. Electrons thermal-
ized in the I'~ minima are not included in this 6gure.

21/2D, 2(m (n))3/2(E E ) (5 5)

=175 cm'/V sec.

' Estimated. from a plot of equal energy contours in the (110}
plane and symmetry considerations. It is the ratio of the density
of states available for scattering into at a axed electron energy,
and not the ratio of the density of states referred separately to
each minima.
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IO
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3
10

for ionized impurity scattering or electron-hole scatter-
ing. Undoubtedly the holes screen the ionized acceptors
to some extent. We have approximated these types of
scattering with the Mansfield impurity scattering
model, " modi6ed to use the hole density of states
effective mass to calculate the screening potential, and
an electron effective mass of 0.25mo to calculate the
resultant mobility, giving the dashed curve shown in
Fig. 11 as pr. At the 3X10"/cm' doping level of this
sample, it is necessary to include the effects of degener-
acy. The Mansfield formula is therefore used to calculate
the screening length, and Boltzmann statistics are used
for the electrons in the conduction band.

The X mobility including impurity scattering is also
shown in Fig. 11.From Eq. (6.5), (rx) =2.1X10 '4 sec
at 300'K and 5.8& 10 '4 sec at 77'K. Thus,

IO
2

I NCLU DIN G
IMPURITY

SCATTERING

'xr»(~x) (6.7)

6p„, The temperature dependence should be the same
as for equivalent intervalley scattering, so we assume

ppo 6p ebs ~ (6.4)

In any case, pp, is sufficiently larger than both p,„., and
p~ over the entire temperature range so that the value of
mobility in the X minima is insensitive to the exact
value of pp, .

The mobility in the X minima for an impurity-free
sample, shown as the heavy line in Fig. 11, is given by

px= q(rx)/m* (6.5)

= (1/"..+1/"~+1/pxr+ 1/l p.) ' (6 6)

At the high doping levels involved in this experiment,
impurity scattering must also be considered. To our
knowledge, no really good theory exists for minority
carrier scattering time at high doping concentrations

CJ
Ol
EO

Al

iO

IO I I I

50 I 00' 200 300
LATTICE TEMPERATURE ('K)

Fxo. Ii. Temperature dependence of the various mechanisms
which determine the mobility in the X1 minima. Solid lines are
for a lightly doped sample. Dashed lines include impurity scatter-
ing.

in both cases, and the concept of a thermalized distribu-
tion diffusing in the X minima is valid throughout the
temperature range. The diffusion length is given by

~x= P(&~/q)uxrxr j'", (6.8)

and is plotted in Fig. 13, along with three experimental
points. The point at j30'K was the maximum experi-
mental diffusion length. These experimental points
were obtained by measuring the yield from the X
minima versus temperature using Eq. (3.7), where F»
and 0 are obtained by shifting the 300'K. values to a
higher energy corresponding to the shif t in the band

gap. I'x increases slightly as the temperature is lowered.
The experimental and theoretical diffusion lengths are

in qualitative agreement in that both increase as the
temperature is decreased. The experimental increase is,
however, significantly more than the theoretical in-

crease. We believe that the physical reasons for this
disagreement relate to the finite number of scatterings
before the energy drops to the optical phonon energy,
and a finite rate of finally settling down to a Boltzmann
distribution characterized by the lattice temperature.
Both of these effects result in an overestimation of the
impurity scattering cross section in the mobility theory.

c- 0.06
O

c O. os — O

~ 0.04—
'Z
~ O.O3—

~ 0.02—
U~ O. OI-
Cl

2—x
4

x 0
50

I

Ioo
I I I

200
LATTICE TEMPERATURE ( K)

I

300

0
50

I

IOO

I I I I

200 300
LATTICE TEMPERATURE ( K 1

400
pro. ]3. Experimental (points) and theoretical (line)

temperature dependence of the X diffusion length.

FIG, 12. Temperature dependence of the X& to Fz scattering time. » R. Mansfield, Proc. Phys. Soc. (London) 869, 76 (1956).
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An arbitrary increase of the relatively temperature-
independent impurity mobility by a factor of approxi-
mately 3 gives an adjusted theory that is in line with
experiment.

hv= 30eY

VII. TEMPERATURE DEPENDENCE OF THE
HOT-ELECTRON SCATTERING LENGTH

From Eqs. (5.1) and (5.2) we see that

l.=&I(" 1)/—("+1)7, (7 1)

where E is a temperature-independent constant. Thus,
we have

l, (80'K) = 1.8l, (300'K) =63 A. (7.2)

On the other hand, from Kqs. (4.4), (4.5), and (4.15)
we see that the average energy lost per scattering event
is also proportional to (e~—1)/(e~+1), giving

d E,(80'K) = 1.86E,(300'K) . (7.3)

Thus, we have two counteracting effects and might
expect only a small change with temperature in the
high-energy part of the emitted distribution. Both the
computer model (assuming no change in n with tem-
perature, but with /, =63 A) and the experimental data
(shown in Fig. 14) show a small increase in the number
of high-energy electrons at liquid-nitrogen temperature.

VIII. TEMPERATURE DEPENDENCE OF THE
LOCATION OF THE CONDUCTION

BAND MINIMA

Since we can see electrons thermalized in the conduc-
tion band minima in a photoemission experiment, our
data oGers a very direct method of measuring the
energy of these minima.

In the measurement of an electron energy-distribu-
tion curve (EDC), the energy scale is derived from
the retarding potential applied between the emitter and
the collector can. Errors in the measurement of spacing
between two pieces of structure can be introduced by
stray Gelds which are present in the experimental
apparatus.

An extraneous Geld component parallel to the retard-
ing field will cause a uniform shift in the energy scale
of the EDC, introducing no errors in the measurement
of structure spacing, except for electrons with almost
zero kinetic energy. For the case of almost zero kinetic
energy, there can be an apparent shift to a lower

TABLE II. Numerical values used in calculations.

C)=pp)
koopt=0. 03 eV

mx(") = 1.2mo
m~ =0.41mp
mI =0 065mo

p =5.31 g/cm'
g=1.602X10 'o C

p, ~ =5.22 X10' cm/sec

measured energy if the parallel field component changes
direction along the electron trajectory. This shift will
increase the measured structure spacing.

An extraneous field component perpendicular to the
retarding field will give a resultant Geld

FT= (F~pp'+F2)'12 (8 1)

where Ii T is the total field seen by the electron, Ii&pp
is the desired retarding field, and E~ is the extraneous
perpendicular Geld. Looking at the change in total Geld
with respect to a change in applied field, we see that

dFT/dFApp FApp/(FApp +Fx ) + 1 ~ (82)

This means that the change in Geld seen by the electron
at every point along its trajectory is less than or equal
to the change in applied Geld, thus the spacing in energy
between two pieces of structure as measured on an
experimental energy-distribution curve will be greater
than or equal to the actual spacing in energy.

If there is a rapidly varying threshold escape func-
tion LCK(E)7 near one peak (the lower peak), the
apparent peak in the emitted electron distribution is
at the point where

Lf(E)C~(E)7=
dE

dCn(E) df(E)
f(E) +CE(E) =0. (8.3)

dE lE

Since Cz(E) is a monotonically increasing function of E,
dCn(E)//dE) 0, giving df(E)/dE(0 at the measured
peak. Thus, the apparent peak is on the high-energy
side of the actual peak.

If f(E) is assumed to be a Guassian distribution of
the form

f(E) 0:s [(& &o) l&&l ~ (8.4)

then the apparent shift in the peak position is given by

bs= $(DE)2/2CF7(dCn//dE) . (8.5)

1.2 1.4 1.6 1.8 2.0 2,2 2.4 2.6 2.8 3.0
ELECTRON ENERGY (eV)

FIG. 14. Energy-distribution curves for a 3X10"/cm' Zn-doped
sample for a photon energy of 3.0 eV over a temperature range
of 80—300'K.
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If the sample is illuminated with a phonon energy
of 1,46 CV, the st;ructure Rt 1.455 eV, indicated by the
square in Fig. 16, is no longer present in the energy-
distribution curve, and the structure at 1.415 eV is a
dominant peak. Thus, the structure at 1.415 eV corre-
sponds to a definite state (the origin of which is as yet
unknown) to which photoexcitation can occur.

The structure at 1.455 eV corresponds to a state to
which direct photoexcitation is impossible; it is present
only when electrons in the I'i minimum are present.
Its location at 0.06 eV below the I'~ minima prohibits
identifying it with electrons which have undergone
an optical phonon scattering event in the band-bending
region; the optical phonon energy is 0,03 eV. There is
no reason to believe that electrons which have under-
gone two scattering events should produce a definite
structure in the energy-distribution curve, when those
scattering only once do not.

When an electron is accelerated through the band-
bending region and strikes the potential barrier at the
surface, it has some chance of being rejected rather
than being emitted. Ke believe that the peak at 1.455
eV is electrons which have been rejected once and are
then emitted.

~E&=1.5kT=0.04 eV (9.1)

at room temperature.
The Geld in the band-bending region is approximately

F= dE (band bending)/8'= '/20 000 V/cm, (9.2)

considerably beyond the point where saturated drift
velocity is reached; thus, most electrons mill be heated
in the I'~ minima and will be transferred into the Xy
minima at the first scattering event. For Di ~——3.8)&10',
the time to scatter into X» is approximately equal to
(rx) at room temperature. (The exact time is energy-
dependent and shown in Fig. 10.) The probability that
an electron will undergo e scattering events while
passing through the band-bending region is given

The sharp peak visible in the liquid-nitrogen energy-
distribution curves indicates that the experimental
apparatus is capable of extremely high resolution, and
that the measured midths of the I'~ and X~ peaks are in
fact their actual midths. Here we will look in detail at
the physical processes which are responsible for the
width of these peaks, and show how they relate to the
details of the escape process which determine escape
probability.

For electrons thermalized in a parabolic conduction
bRIld mlnlmaq thc distribution 1n inltlal-state cnclglcs ls
proportional to E'"e ~~~~. The width at half-amplitude
of this distribution in the bulk of the crystal before
entering the band-bending region is given by

approximately by the Poisson distribution

From Eqs. (4.7) and (4.8), the emitted energy
distribution for an initially thermalized distribution in
R conduction band minima at Eo is given by

XLE—Eo+ (I—21)hcoopi j'i'

PZ E,+(e—2l)A —.„])(&exp
kT

Xgt E E,—+(~ Z)—a~.„), (9.4)

DE,=A/rx» =0.08 eV. (9 3)

Combining this lifetime broadening diect with the
width of the emitted distribution calculated above,
we obtain an expected half-amplitude width of 0.12 eV
for the observed energy distribution of electrons ther-
malized in the F~ minima at room temperature. The
actual experimental curves show a half-width of 0.20 eV.
The reason for the additional midth is made clear by
examining the liquid-nitrogen data.

At liquid-nitrogen temperature, we have a diferent
situation. The half-amplitude width of the initial
thermalized distribution is 0.01 eV. From Eq. (9.3),

'9This peak position may be understood &om the following
argument. The peak in the initial electron distribution is at
kT/2=0. 013 eV above the I' minima. The average electron
suffers n=S'//, =1.43 collisions. The average energy lost in a
scattering event is (PJ„—Pz)fuvopf, 0.016 eV. Thus, 0.023-eV
average energy is lost in 1.43 scattering events, giving a peak at
(0.023—0.013) eV=0.01 eV below the I' minima.

N(x) =1, for x&0
=0, for @&0.

For the parameters valid for GaAs with a doping of
3X10"/cm' at room temperature, this calculation
yields an approximately Guassian distribution with a
width at half-amplitude of 0.09 eV and a peak at

. approximately 0.01 eV below the energy of the I'
minimum. "

For an electron 0.2 eV above the bottom of the X~
minima (valid for an electron near the surface in the
band-bending region which was originally thermalized
in the 1'i minimum), the time between scattering
events is given by Kq. (5.2). rxx =1.32X10 "sec at
room temperature. The accuracy with which the
electron cncI'gy may bc dcdncd ls llDlltcd by the
uncertainty principle. The midth at the half-amplitude
points of a measured energy distribution (assuming a
Lorenzian line shape from a single energy level) is
given for gxx. = 1.32&(10 '4 sec by
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h~ = I.6eV
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preparation, cleaved surfaces giving the lowest value
observed so far. Some boat-grown material has been
found to have a moderately high value of CgT even
for cleaved surfaces.

Those electrons which are not emitted or trapped will
be reQected back into the band-bending region, giving
a reQection coefFicient CR=1—Cp —Cg T. The structure
in the liquid-nitrogen energy-distribution curves 0.06 eV
below the F» minima is identified with once-reQected
electrons; thus, the electrons are assumed to lose
0.06 eV at each reQection. After being reQected, the
electrons are reaccelerated toward the surface (some
of them undergoing optical phonon scattering in the
process) and strike the surface again.

For hot electrons where Cg and CBT change slowly
with electron energy, and where an electron may
undergo many reQections before losing enough energy
that it drops below the vacuum level, the escape
probability is given by

I i I I

- 0.8 I.O l.2 l.4 ( I.6 I.B
ELECTRON ENERGY (eV) ~I'I MINIMA

FlG. 17. Comparison between theory and experiment for the
shape of the 80'K energy-distribution curve.

Ip+I where e&0; that is, more electrons will cross
the band-bending region without scattering than will

undergo any given number of scattering events while

crossing. This, coupled with the fact that the probability
for gaining energy during a scattering event is practi-
cally zero, leads to a skewed distribution with a peak
at the I'» energy point, and a tail going to lower energies.
After combining this distribution with the lifetime
broadening (0.043-eV half-amplitude width), we obtain
the results shown as the short-dashed theoretical curve
in Fig. 17. Comparison with the experimental curve
shows good agreement in shape at the high-energy end
of the curve and a large discrepancy in the low-energy
tail. The theoretical curve, if drawn to scale, would be
eight times as high as the experimental curve at the
peak. The theory on the width of the energy-distribution
curve to this point has assumed that all electrons which
reach the surface are emitted. From the measured
escape probabilities, we know that this is not the case.
From the actual value of the peak height of the experi-
mental and theoretical curves, we can estimate for
this sample that roughly 12% of the electrons which
strike the surface (with an energy of 1.5 eV above the
valence band maximum in the bulk) are emitted the
first time they strike the surface. We dehne this
percentage which escapes upon hitting the surface once
as the escape coefFicient CE.

A certain fraction of the electrons which strike the
surface will be trapped in surface states and recombine.
This fraction will be given by the surface trapping
coefIicient CBT. We note that CBT is determined by
the quality of the material and the method of surface

&=CE/(Cs T+CE).

For I» and I'» electrons, dropping below the vacuum
level cannot be ignored. The simplest estimate of
escape probability for this case ignores optical phonon
scattering in the band-bending region and assumes a
sharp cuto6 of CF at the vacuum level, giving

l

P=CE Q C~",
n=p

where E is the next integer smaller than

(+min +vac level)/0 06
y

and CE/CH, is assumed constant as CsT varies. This
calculation is shown in Fig. 18 for the case of an opti-
mum LCs+ (0+Cs)'] surface treatment. " (Absorption
in the (0+Cs) layers neglected. ) This is intended as a

I.O

00
I I I I I

I 2 3 4 5
SURFACE STATE DENSITY

CE

F»G. 18. Estimate from a simplified model of the eGect of
surface states on escape probability.

' L. %.James, J.L. Moll, and W. E. Spicer, Proceedings of the
1968 International Conference on GaAs, Dallas, Texas (unpub-
lished).
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rough estimate of escape probability variation with
surface state density and not as an exact calculation.
CE/Ca is undoubtedly a function of electron energy.

For the sample of Fig. 17, the maximum escape
probability measured is 0.4, giving, from Eq. (9.6),
C8T=0.18 and CR= 0.70. Using these values and intro-
ducing reQection into the model, we obtain the long-
dashed theoretical curve shown in Fig. 17. The theo-
rectical curve is now drawn with the proper magnitude
scale. The remaining difference between the theoretical
and experimental curves is due to the fact that CE and
C» are functions of the electron energy rather than
constants. Not enough data is available to determine
these functions quantitatively. CE is zero for energies
below the vacuum level, and increases with increasing
electron energy. The energy of the bottom of the tail
of the measured EDC is therefore a good measurement
of the energy of the vacuum level. "

Comparison of the energy-distribution curves for
low-yield (CsT high) and high-yield (CsT negligible)
samples show that low-energy electrons are more
adversely affected by high surface state densities than
high-energy electrons, indicating that C» decreases
with increasing electron energy, as expected.

By adding 30 (0+Cs) layers to the surface, we lower
the vacuum level far enough'0 that CE no longer varies
rapidly with energy. Figure 19 shows the comparison
between theory and experiment for this case. The
theoretical curve has been multiplied by 0.25 to take
into account absorption in the (0+Cs) layers. The
agreement is now good.

In Fig. 17 the ratio between the area under the experi-
mental curve and the area under the long-dashed
theoretical curve, multiplied by the maximum escape
probability (0.4), gives the F escape probability, which
is 0.22 at liquid-nitrogen temperature for this sample
and surface treatment.

The difference between the measured (0.20 eV) and
calculated (0.12 eV) half-amplitude widths for the Fq
peak at room temperature can also be accounted for by
multiple rejections at the surface.

Half-amplitude width of the peak corresponding to
electrons in the X minima cannot be measured directly
because of the presence of I' electrons and hot electrons,
but the X peak appears slightly wider than the I' peak.
This is expected for two reasons. First, there is no
cuto8 of the low end of the distribution by electrons
scattering to an energy lower than the vacuum level.
Second, r in the band-bending region is smaller for

hv = I.6eV

0.8 I.O I.2 I.4 I,6
ELECTRON ENERGY (eV)

l.8

FIG. 19. Comparison between theory and experiment for the
shape of the 80'K energy-distribution curve for the case of CI,.
constant.
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electrons initially thermalized in X, both from the
energy dependence of rxx' and from the fact that
scattering to'states in the X3 minima is energetically
possible as well as equivalent intervalley scattering. A
smaller r means a larger lifetime broadening of the
distribution.

Examining Fig. 17 we can see that if the probability
of escaping with no collisions were reduced by 20-30%,
the sharp peak corresponding to unscattered electrons
would be buried in the broader distribution. Apparently
this is true for X electrons, the X distribution shows no
such sharp structure.


