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The anomalies of the neutral axial-vector current, of its divergence, and of its commutators in-the presence
of electromagnetic interactions are exhibited. It is shown that it is impossible in perturbation theory to main-
tain minimality of electromagnetic interactions, gauge invariance, and partial conservation of axial-vector
current (PCAC). The departures from gauge invariance or PCAC which are necessitated by minimality are
established. The relevance of the present considerations to #° — 2y decay is discussed.

I. INTRODUCTION

T has been noticed recently! that in the o model the
effective coupling constant for #°— 2y does not
vanish for zero pion mass. However, partial conserva-
tion of axial-vector current (PCAC) and gauge invari-
ance, which appear to hold in the ¢ model, predict the
vanishing of this quantity.? The reason for this contra-
diction has been traced to the fact that the Feynman
diagram for js*— 2y (4s* is the axial-vector current)
is ambiguous whenever the above process goes through
the triangle graph of Fig. 1, asis the case in the o model.
It is found that this diagram cannot be defined in a
fashion which preserves both PCAC and gauge invari-
ance.? Therefore, the PCAC argument!'% cannot be di-
rectly utilized to yield the #°— 2y amplitude.
Adler* has also examined the triangle graph of Fig.
1 and has pointed out that, if gauge invariance is im-
posed to give a unique value for the graph, then the
departure from PCAC of this diagram can be repre-

sented by _
10, J5*= js+ (e*/1672)F»F ,,. (1.1)

Here js is the naive value for the divergence, calculated
from the straightforward application of the equations
of motion, F* is the electromagnetic field tensor, and
Fw is its dual:

Fw=gwebF . 1.2)

The purpose of this paper is to comment further on
the ambiguities associated with the singular nature of
the axial-vector current, when it is constructed from
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fermion fields. We give in Sec. IT an operator proof that
when js* is defined in a gauge-invariant fashion, its
divergence will not in general be given by j5. An addi-
tional term will contribute whenever the matrix ele-
ments of js*F,, are superficially linearly (or more)
divergent, as is the case for the triangle graph. In these
instances this additional term has matrix elements
which suggest the form (1.1). It is further shown that
a gauge-noninvariant definition of js* can be given such
that the divergence coincides with the “naive” value js.
In either case, the current has finite matrix elements;
viz., the superficial divergence disappears. Furthermore,
the 7% — 2y decay amplitude is unambiguously deter-
mined, regardless of the definition of the current, and
the invariant coupling does not vanish since either
PCAC or gauge invariance (or both) is lost.? The ques-
tion of whether (1.1) is valid to all orders in the strong
interactions is discussed, and different anomalies are
demonstrated for more general interactions.
Historically, the first derivation of Eq. (1.1) for
external electromagnetic fields was given by Schwinger,$
who recognized that the equivalence between pseudo-
vector and pseudoscalar -V coupling could be exhibited
in perturbation theory only when additional terms are
present in 9,7s. His technique employed gauge-
invariant differentiation and gave (1.1). It is now rec-

i

F16. 1. The process js* — 2y proceed-
ing through a fermion loop.

\ j 8
5 The value in the o model for the invariant coupling constant
of m%— 2y coincides with the calculation of this process in =N
theory by J. Steinberger, Phys. Rev. 76, 1180 (1949), and happens
to be in good agreement with experiment (the numbers agree
within 209).
¢J. Schwinger, Phys. Rev. 82, 664 (1951).
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ognized that his considerations are relevant to PCAC
arguments.”

In Sec. III we show that the same anomalous be-
havior of the triangle graph which is responsible for the
breakdown of PCAC or of gauge invariance implies that
interaction-picture current commutators are anomalous.
The divergence of the current in the interaction picture
is, however, not anomalous. [Equation (1.1) holds in the
Heisenberg picture.] Pion decay is recalculated in the
interaction picture, and the nonvanishing of the cou-
pling is seen to follow from the anomalous commutators
and contact terms. The argument demonstrates that
Schwinger terms and seagull terms do #ot cancel and
that the Schwinger term can contribute to low-energy
theorems, contrary to popular belief. It will be also seen
that whereas the Heisenberg-picture argument requires
point splitting in defining js*, the interaction-picture
derivation does not make use of this technique, but adds
seagull terms to 7" products.

Section IV is directed to general remarks concerning
the implications of the above for physical theory.

II. AXIAL-VECTOR CURRENT AND ITS
DIVERGENCE IN THE HEISENBERG
PICTURE

To establish the anomalous Heisenberg-picture di-

vergence equation, we define

J5#(,60) =P+ drrp(s—1e)

x+e/2
Xexp(iea / Aa(y)dy“> , (2.1)

—e/2

where A4, is the electromagnetic potential. When a=1,
the above is gauge-invariant. The local current is ob-
tained by choosing e to be small, averaging over the
directions of ¢, and letting e?=¢,e* — 0:

(2.2)

j5#(x:a)E ];%13) .7-'5”('75; e,d) .

Similarly, the divergence is given by

aﬂj5“(x:a)Egr_§) 6#55“(‘%‘75;‘1) . (23)

The equation of motion for ¢ is
vy Y= —eAy+ 0y,

where 0O is some operator containing the mass terms, as
well as other interactions. The anomaly one seeks is in-
dependent of masses. The effects of the other interac-
tions will be examined at the end of this section. Thus

(2.4a)

7 After completing this investigation, we received unpublished
reports from C. R. Hagen, Phys. Rev. 177, 2622 (1969) and K. G.
Wilson (to be published); this refers to non-Lagrangian models for
curren(f algebra in which some of the topics discussed here are
treated.
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we set O to zero for the present, and we deal with mass-
less fermions which have only electromagnetic interac-
tions (75=0).

iy = —eAyp. (2.4b)
By virtue of (2.4b), it follows that the divergence of
(2.1) is

ia,u].E»“(x, E,d) = ej5“(x76>a)

zt+€/2

X[ s+10-dstr=10-as, [ Ay

z—e/2

=¢/5(%,6,0) e[ dad (%) —a0ud o(%)+0()].  (2.5)

The naive result, d,75*=0, follows if € is set equal to
zero in (2.5). This is legitimate when 73#(x,¢,a) is well
behaved as e— 0. However, if a matrix element of
75(%,6,0)[0ad y(x) —ad,Ao(x)] is linearly divergent,
then a nonvanishing result may remain as ¢2— 0. Since
the dimension of js* is (length)—% one may expect a
cubic divergence. However, the pseudovector character
of js* reduces the divergence by two powers and leaves
a possible linear divergence. We now show that this is
indeed the case for selected matrix elements.

We consider first the case that 4, is an external elec-
tromagnetic field, and determine the singular portion of
the exact vacuum-expectation value of js*. We have

(@30,75(%,¢,0) | Q)=e(Q| js#(x,6,0) | Qe
X[8a4,(x)—ad,ud o(2)+0()]
= —e Try5y*G(x—}e, x+3e)e*

X[0adu(®)—adudo(x)+0(e)], (2.6a)

G(x—%e, x+%¢)
=(Q| Ty (x—3¥(x+35€)|Q), €>0. (2.6b)

The portion of G which is singular in e may be calcu-
lated by perturbation theory. It may be verified that (in
the absence of other interactions)

Glx—%e, x+%e)

=5(=9+ie [ ¢ Sr=y—1re5G—r—194.0)

—e / dtyd's S(x—y—3€v3S(y—2)v*

XS(z—x—1e)da(y)ds(z)+0(ne), (2.7a)
d4p e—-z’p-x

Sy)=1: | - . (2.7h)

“ z/ (2m)* p-Fin )
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The momentum representation of (2.7a) is
d*pdq
(2m)®
Xere=aS(p+59)v*S(p—29)4a(q),
_p /‘ d4;13d4q1d4g(2e
@2m)®
XS[p—i(q1—g) WPS[p—i(gr+2) 1}
XAa(q)45(g)+0(ne). (2.8)

G(x—3%e, x+3e¢) =S(—e)—|—ie/

iengin e (Sp+} (g9 Iy

For reasons of C invariance, only the contribution to G
linear in A4 is of interest. With e finite we may compute
€%G by an integration by parts, so that we find, with the
suitable trace taken,

—Tr[y5v*G(x—%e, x+3€)e*Jeso

a*p a
eie-p

(2m) ap*

=14e0,4 )\(x)/

ap’

+0(elne). (2.9)

Now when e— 0, the resulting p integral, which is
purely a surface integral, is finite, if we integrate over
angles of p first (or equivalently, if we average over e
before taking the limit e — 0). We then obtain, by ex-
plicitly evaluating (2.9) and substituting into (2.6a),

(2119, j54(x,0) | Q)= (e2/16m2) Fra[ 8 oA (%) — 08,4 o(%)]
= (e2/167?) X3 (1+a)FreF .. (2.10)

When the gauge-invariant definition is chosen for 5,
viz., a=1, we obtain
(Q39,55(%,1) | Q)= (¢2/16x%)FwF,,,  (2.11)
which coincides with (1.1). This was first derived by
Schwinger,® using a method different from ours. How-
ever, gauge-noninvariant definitions of js* will give
other results. In particular, the choice ¢=—1 gives
@li0,js+(x, —1)|2)=0. (2.12)
Thus the naive equation may be regained at the ex-
pense of gauge invariance. We show below that pion
decay in the o model is not affected by the choice of a.
It should be emphasized that the present results are
exact, and valid to all orders in the external electro-
magnetic field.
Next we consider the situation when the electromag-
netic field is a dynamical operator. We calculate the
two-photon—-vacuum matrix element of 49, js*:
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Tw(p,g,60)= / dtyd's e’ veitpiy?
X(Q TA(y) 4> (2)idujs*(x,a,€) | Q)
=ee” / dtyd'ze™ veitp2g*(Q| TA#(y) A’ (2) js*(x,€,0)

X[024 (%) —ad,4 o () ]| Q)+0(e?).

The vacuum-expectation value is calculated to lowest-
order perturbation theory. We find that

(2.13)

d
T#(p,q,€,a) = —e? TrySy“eeie (240 [
)6y (27r)4

Xt [Sr—30)v*S(r+59) (8. 86" Pa— 886" Du)
+S(r—3p)vAS (r+30) (g6"8’ 9a—0g6"8a"00) ]
+0(e®)+0(e Ine) .

Evaluating the trace and keeping only the most singular
part leaves

(2.14)

Tw(p,q,6,0) =4e’eP% e

X[qspagaes’ —aqsPugatgs’ +PoqaLs 8" — P squgs "]
d47’ eie or

Xeia:~(zz+q)/ e ro+0(e Ine)+0(e?) .
T)t 7

(2.15a)

The integral is evaluated as before, by partial integra-
tion. Averaging over € leaves, in the limit & — 0,

Tw(p,g,a)= — (e%ei> @*0 /4x?)

X (14-a)ew P pags+0(e?). (2.15b)
This is equivalent to setting directly in (2.13)
10,75 (x,0) = (/16723 (1+a) F»F ,+0(e?). (2.16a)

Thus we have regained the analog of (1.1) for this
matrix element. It is clear that this lowest-order calcu-
lation is equivalent to the external-field description.
Note that (2.16a) may be rewritten in terms of renor-
malized quantities

iaﬂj5”(x:a) = (323/167"2>FR"VFRW )
632 = 2362 ,

Fwv=g 2F .

(2.16b)

We now show that the matrix elements of the axial-
vector current and not only its divergence are finite.
We consider only the case of external electromagnetic
field, and calculate

(Ql j5(x:€:a) l Q>= -*TI"Y5’)/“G(:XJ—%6, x+%e)
X[14ieae.A4(x)+0()]. (2.17)

Again, the singular terms are the ones of interest and for
this purpose we may use the Born expansion (2.7a).
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Since we are computing the axial-vector vertex, only
the terms proportional to 4,4, are of interest because
of C invariance. We obtain, by using the technique of
integration by parts as above for the terms of the form
¢ (singular parts),

(@] js(x,e,0) | 2)
dq1 d'qs

N _% / (2m)* (2m)*

d4
X/ P 8“"5[Tr[757M5<p+QI+Q2)'Ya
(2m)* 2
q1—qs q1tg:
xs(=" 5 ps(o=",")]
P . V4 2
aJ
+a;Tr[75w5(P—%42)7”5(1’"1“%92)]

+<gl < qz)} . (2.182)
aef

We first notice that when a=1 (gauge-invariant defini-
tion of the axial-vector current) that without averaging
on €, thelimit e — 01is well defined. This is because, when
a=1, the integrand in (2.18a), as p—, is of order
1/p% and therefore convergent. When a1, the inte-
grand in (2.18a) is of order 1/p3+1/p* the contribution
of 1/p® vanishes on symmetric integration, and the
1/p* contribution is finite and unambiguous if we sym-
metrically integrate over p (or average over €). This is
the only @ priori reason for taking the gauge-invariant
definition of the axial-vector current, in that it is finite
and unambiguous without the necessity of any special
treatment of the parameter e as e— 0. However, when
a1, if we symmetrically integrate over p, the 1/p% and
1/p* contributions vanish, and again the integral is
finite. Finally, we may reproduce the results of our cal-
culation of the divergence of the axial-vector current
using this form. We find that when we let ¢ — —1

eiate 2 (1) A (g2)

+(a+1) that the term proportional to (a+1) may be

calculated explicitly. The answer is (in the limit ¢ — 0)

(@] js#(x,0) | Q)= — (ie?/167%) (14 0) F#5 () A ()
+(Q] 75#(2) Q). (2.18b)

The additional term is independent of @, and its form is

er [ diqdigs
(2] 754 (x) | Q) = ——2— / emitarta-= 4 (g1) 4 5(q2)

(2m)®
a*p

91+42) < QI+Q2>

Tr| S{ p— SyuSt p+- o

(2#)4[ r[ <P 2 TP 2 i
q1—q2

oo

? 2

X

3
)v":l Trly5yuS(p—3¢2)7?
ap=

><S<p+%qz>1+<°‘"’3 )} (2.180)

g1 <> g2
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In this form we can show, without the use of a translation
of the variable p, that the traditional form of the diver-
gence of the axial-vector current can be used. That is,
(m=0) 8,.(?] 7s*|2)=0. Thus we reproduce our previ-
ous result, namely,

19,(Q| js*(x,0) | 2) ~
= (/1673 (1+a) Fu8(2) F (=) .

Evidently 75+ satisfies the naive divergence equation,
as can be seen by comparing with (2.11).

It is seen that the current js*(x,a) turns out to be
finite, regardless of whether gauge invariance (¢=1) or
PCAC (a= —1) isimposed. This was already discovered
by examination of the triangle graph.! Note that even
when gauge invariance is imposed,

@je@nley
= (—1e?/8n) Fr8(x) Ag(x)+ (2] 75#| 2). (2.20)

7s* is not separately gauge-invariant, since F#8(x) 4 4(x)
varies with gauge transformations. Since 7s* does not
depend on ¢, it is gauge-dependent regardless of choice
of a.

We have discovered the startling result that although
the theory possess two formal symmetries, gauge in-
variance and PCAC, the solution given by perturbation
theory cannot maintain conservation of both of the cur-
rents, but only of one.® From the formal point of view
there appears to be no way to select which conservation
law should be preserved. Consulting nature does not
help since it is not known whether the zeufral hadronic
axial-vector current is observable. However, gauge in-
variance does possess the formal advantage discussed
above, viz., the axial-vector current is finite independent
of € averaging.

It is next shown that the #%— 2y decay amplitude
does not depend on the choice of @. Let us generalize
the previous considerations to the case 75%0. Evidently
we have

Js#(x,0) = (—ie*/167%)(1+a)
X Fré(x) Ap(a)+ Fo(x),  (2.21)

10, J5(%,0) = (¢*/167%)} (1+4-a)
X Fué(2)F op(2)+ js(x), (2.222)

It is, of course, arbitrary which pseudoscalar operator
is used as an interpolating field for the pion. We may
use 49,7s* or 19,7s*= j5. However, in order to obtain
useful information about physical pion amplitudes, from
expressions evaluated at zero pion mass, it is necessary
that the operator lead to expressions which extrapolate
smoothly from £?=0 to k2=m,?. We shall now argue
that 49, 7s*= js is the proper operator for this purpose.
First, in the ¢ model, j5is proportional to the canonical

(2.19)

8 Similar incompatibility -of conservation of fwo currents has
been encountered in two-dimensional model field theories; see K.
Johnson, Phys. Letters 5, 253 (1963).
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pion field, which has smooth matrix elements. Second,
19,75* leads to a vanishing invariant decay constant. In
those theories which lead to a nonvanishing effective
coupling constant (such as the ¢ model), 1, js* is mani-
festly not smooth. (Only these theories are of physical
interest.) Finally, as we shall now see, the choice js
gives an answer independent of the ambiguities of js*.
Accepting j5 as the proper interpolating field, we see
that according to (2.22a) the pion field is proportional
to the divergence of js*(x,a) minus (¢2/16x*)[(14a)/2]
X FeB(x)F 45(x). The current may be written as a gauge-
invariant part, independent of a, plus a gauge-dependent
part:

js(x,a) = j5(x,1)+ (ie2/167%) (1— a) F#8(x) A () .

At zero pion mass, the gauge-invariant portion
9,75*(x,1) does not contribute, according to the stand-
ard PCAC argument. Therefore the only remaining
terms are

19,[ie?/167*(1—a) F8(x) A (x)]
— (¢2/161°)3(1+ @) F 8 (x) F ()
= (—e2/16m2)FeB(x)F 45(x). (2.23)

It is seen that this is independent of ¢, and leads to a
nonvanishing decay constant; it may be verified! that
it agrees with the direct calculation in the ¢ model,
where use is made of the canonical pion field. We stress
that the above calculation is performed in the Heisen-
berg picture, and makes use of the anomalous diver-
gence. The interaction-picture calculation will shed
different light on the problem.

We conclude this section by a discussion of the modi-
fications of the above results by other interactions.
These modifications may arise in two ways. In the first
place the basic divergence equation [Eq. (2.5)] may
have additional terms. Also, higher-order corrections
can change the value of the matrix elements of 79, js".
To study the effect of the former, let us consider the
more general equation of motion (2.4a):

iy Y= —eAy+ 0. (2.24)

0 is a Dirac matrix, which we assume has no vector
component, the latter being already exhibited in A*.
Hermiticity requires that ®=0. (We ignore internal
symmetries.) The generalization of (2.5) is (we restrict
ourselves now to gauge-invariant definition of the axial-
vector current, and suppress a= 1)

10,754(x,€) = 7s(x,€) +ee*f5(x,€) F an(x)
Fe(x+356)[9.0(x),y W (x—3¢)
oW (a+ie(x—3e)e), (2.25)
Js(x, ) =P(e+3)[0(x), v (v —%e)

z+€/2
Xexp(ie / A,,(y)dy“) .
z—e€/2
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We shall ignore the O (x+3e)y(x—3e)e?) term; that
is, we shall assume that there are no problems in defining
the product 0(x)y¥/(x).® Decomposing 0(x) as

0(x) = S(x)+ 08T o5(x)+v5v*B.(x)+v54(x) (2.26)
yields
iaﬂj5”<x; 6) = j5(x7 E) +66“j5”(x, G)Fau(x)
+€aj“(x)5)aaBM(x)- (2.27)

Hence additional anomalous terms are present only
when there exists pseudovector coupling. Since the
axial-vector current is not conserved, such coupling
would lead to a unrenormalizable theory. To avoid this
we assume that B=0. For the same reason we take
Tas=0. Therefore, for renormalizable theories without
internal symmetries, the anomalous term in the diver-
gence equation retains the form (2.5).

Next we discuss higher-order corrections to the matrix
elements of 19, 754(x,€) = j5+e€e?75*(x,€) F (). When the
electromagnetic field is a dynamical variable, we are
unable to make a statement valid to all orders of elec-
trodynamics. However, for practical applications, it is
sufficient to consider only the second order, which, as
was seen above, is equivalent to treating the electro-
magnetic field as an external variable. We shall now
limit the discussion to the external-field problem, and
work to all orders in the other interactions.

In the presence of other interactions, (2.5) and (2.6)
are still valid. However, (2.7) must be replaced (to order
e, which is sufficient since we seek 9,7s* to order e2) by

G(x—%e, x+1e) =G(—¢)+ie

N e
X16 d4y eu-pe-—zzx-qemyqG(p_{_q)
(2m)®

XT(p+g, p—G(p—)Aa(y)+0(e?) . (2.28)
Here G(p) is the complete, unrenormalized momentum-
space propagator, and T'*(p+¢, p—¢) is the complete,
unrenormalized electromagnetic vertex function, both
in the absence of electrodynamics. The vertex is nor-
malized by the Ward identity

I(p,p)=—10°G"(p)=1G"(p)a°G(p)G'(p). (2.29)

Since we seek the singular part of the integral as e — 0,
only the large p portion of the integrand is needed. We
shall assume that the complete vertex does not introduce

9 Ignoring the difficulties of operator products o(x)y(x) is, of
course, not satisfactory since these too will be singular. To analyze
these products, one needs to commit oneself to specific interac-
tions, a program which would be beyond the scope of the present
investigation. We speculate, however, that these singularities,
which are, of course, those that are handled by conventional
renormalization theory, will not affect our results as long as the
theory and the axial-vector current are renormalizable. Further-
more, in the Appendix we present an alternative approach which
can take into account these singularities in some cases.
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any new ultraviolet divergences; that is, for large p,
Ir'+(p,p) — const,

1 (2.30)
~—, etc.
q=0

0
I*f(p)=—-T*p+q, p—q)
.9gs

The integrand may be expanded in powers of g as before:

G(x—%e, x+1e) =G(—e)+i piY iepy—iz-
26 3 e)+ie cerreT 1A u(g)

2r
X{i0°G(p)+3igs 9°G(p)G(p)9°G(p)
—0°G(p)GT(p)0°G(p) ]+39sG ()T ()G (p)}
+0(e*)+0(Ine) .

We have made use of (2.29) to simplify the above. Note
that the Ward-Takahashi identity implies that the sym-
metric part of I'*f is zero. The first two terms in the
curly brackets reproduce the corresponding terms of
(2.7) when use is made of the asymptotic formula

G(p) — 1/p, (2.31b)

which is accurate for our purposes of extracting the
singular e behavior. Therefore, instead of (2.8), we now
have

—TrySy*G(x—%e, x+3e)=

y
LoFup(a) f ?
@r

)46""" Trytysp='T*(p)p~".

(2.31a)

_— _Fm?(x)

472 €

(2.31¢c)

The vertex is decomposed into its matrix components
I'e=G147,G2**+ o wGs *+75y,.G e,
T =G1P+,Go %+ 0,uGs Pty 5y, Ge?
G1*¥(p)=(8/3¢*¥)G1*(p+¢, p— )| ¢=0,
etc. 'Only the induced pseudovector survives the trace:
TrySysp ' TA(p)p~'=4G+5(p)/p*.  (2.32b)
Ge(p+g, p—q) is given by er*f1gp,Gu(p%¢""9)-
Therefore,
G4oB(p)=grabrp,Gy(p%,0,0)=e+*07p,F(p?).
Inserting these expressions into (2.31c) leaves

—Try’y*G(x—3e, a+3e)

(2.32a)

(2.32¢)

=(—e¢/4n?)(eg/ )T 1+[()],  (2.33a)
([0, 75(x) | @)
= (e2/162%)[14f(0) I (x)F (%), (2.33b)
2) — — d4? eI (H2)h .
f(e)= (2#)2/ e e’ PF(p2)p €. (2.33¢c)
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Whether or not f(0) vanishes is now seen to depend on
the asymptotic behavior of F(p?). Presumably F(?)
satisfies an unsubtracted dispersion relation, since there
is no direct pseudovector coupling. However, this would
indicate that F(p?) « 1/p? for large p, and f(0) is not
zero unless the proportionality constant vanishes.

Unfortunately, perturbation theory cannot be used in
connection with the above formula, because of diver-
gences. Indeed the above is ambiguous and one can get
any one of three answers, depending upon how one
evaluates the expressions (2.28) or (2.33¢c). If one intro-
duces a cutoff and then lets the cutoff go to infinity in
(2.28), one arrives at an infinite result, since the unre-
normalized quantities occurring in (2.28) are infinite.
If one introduces a cutoff, and maintains it at a finite
value, letting p* go to infinity first, then (2.30) and (2.31)
are true and F(p?) is given (for scalar and pseudoscalar
interactions) by

F(p?) — c(u?)/p*—c(8?)/p*.

Here u? is the mass of the scalar and pseudoscalar par-
ticles and A2 is the cutoff. However, ¢(u?) turns out to be
a constant independent of the masses, and

F(p*) — p~*X0.

(2.34a)

(2.34b)

Finally, the third answer can be obtained by introduc-
ing the cutoff only in the calculation of F(p?) and letting
A? go to infinity before 2. Then

F(p*) — c/p* (2.35)
and f(0)0.

Adler* has given an argument to the end that there
exist no higher-order effects. He introduced a cutoff,
calculated the divergence, and then let the cutoff go to
infinity. This is seen in the present context to be equi-
valent to the second method above. However, we believe
that this method may not be reliable because of the de-
pendence on the order of limits. In the Appendlx we
present a formula of perturbation theory which is free
of divergences, when the axial-vector vertex is multi-
plicatively renormalized by a renormalization constant
whose divergent part coincides with renormalization
constant of the vector vertex. This desirable state of
affairs occurs when the naive divergence of axial-vector
current f5 is multiplicatively renormalizable, as in the
neutral-vector-meson-exchange model.

III. AXIAL-VECTOR CURRENT, ITS DIVERGENCE,
AND COMMUTATORS IN THE
INTERACTION PICTURE

Section IT demonstrated how the anomalous behavior
of the axial-vector current modifies the derivation of
79— 2v in the Heisenberg picture. However, the study
of electromagnetic effects is conventionally carried out
in the electromagnetic-interaction picture, so that the
operators are governed by equations of motion which do
not involve electrodynamics. We now carry out the
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analysis of the axial-vector current, its divergence, and
its commutators in the interaction picture. The electro-
magnetic field will always be considered external.

We consider the vacuum-expectation value of the
axial-vector current. To order €? this is given by

T [ dydis(Q| T#j3#(x) 7*(3)°(2) | @)
x4 V(y)A p(z) .

The left-hand side involves the Heisenberg-picture
vacuum and current, indicated by the subscript H,
while the right-hand side involves interaction-picture
operators. Using intuition based on simpler cases in
electrodynamics, one usually ignores the seagull terms
which are defined to be the difference between the T
product and the 7* product in calculating divergences.
That is, one ignores Schwinger terms in the commutators
of the currents, trusting that they will cancel against the
divergence of the seagull terms. In the present instance,
we find that this cancellation does not occur. Thus we
must find the explicit form of these terms. We have

(3.1)

(o)) = —3e? / (@] T () 7)) |2)
XA :(9)4,(z)+S*(x),

where S* is the seagull term. The 7" product is neither
gauge- nor Lorentz-invariant. Let us first require that
the axial-vector current be gauge-invariant: invariant
under the interaction picture transformation 4.(y) —
Aq(y)+3,A(y). The seagull term is uniquely determined
by requiring that summing it with the T product yields
a gauge-invariant 7* product.

To exhibit the effect of these transformations, we
need to know the anomalous commutators of all the
currents. These may be determined by the method of
Johnson and Low.1® We define

(3.2)

o) =i [ st -2

X(Q Tjs(x) j° () 7o (@) | Wd*yd*z.  (3.3)

10 K. Johnson and F. E. Low, Progr. Theoret. Phys. (Kyoto)
Suppl. Nos. 37 & 88, 74 (1966); we warn against a misunderstand-
ing which might arise from the form that these equations take.

When one computes the divergence of (3.2), the time differenta-

tion is applied to the result of doing the double time integrations of
the T product. The form of the answer in terms of commutators is
correct only if the equal-time commutators are defined as in (3.4a)
and (3.4b), rather than from canonical commutation relations.
The canonical rules would lead to vanishing commutators. Even
when care is taken to yield the Schwinger term, no operator
Schwinger term can be obtained since the currents are free-field
currents. The anomalous commutators arise from an additional
contribution which comes when the other time integral gets
“pinched” between the two currents which form the “equal”-time
commutator written in (3.4a). This contribution is included in the
momentum-space calculation which is performed below, since
when ¢ is kept fixed the full effect of the other time integration is
retained. More discussion of this point is given in the above-
mentioned paper by Johnson and Low.
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TasiE I. Elements of the current commutator tensor.
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(Ge*/Am?) qupiei¥

Naro(p,q)

(i€*/2m%) piq &i*e
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The quantity
N1#¢(p,g)= / v ()gia: (—z)

X(@I TL1s#(*),570) ]| av=107*(@) | Q)dPyd%z  (3.42)

is given by the coefficient of the 1/4° term in the asymp-

totic form of M#oe(p,q) as po—co. Similarly, the
quantity

Na+or(p,q)=

e~ ip (7—2) gig: (z—2)

XAQITL*(2),57(5) Jeomsods*(x) | R)dPyd4z  (3.4b)

is given by the coefficient of 1/ in the asymptotic
form of M#oe(p, —p—gq) as po—>0. M*9» has been cal-
culated by Rosenberg.!* From his explicit form we may
determine N1#7# and N»#7?. Some components of these
objects, relevant for our calculation, are summarized in
Table I.

The unique seagull term which makes the 7* product
gauge- and Lorentz-invariant is

S%(x) = — (¢%/8n) Ai(x) F ji(x)eis®
S™(x) = (¢2/8m2) A ; () Fro(x)emi®.

We are now in a position to calculate the divergence of
(75*(x))a. The contributions to this are of three kinds.
First, there is the divergence of 8,5s* which for simplic-
ity we take to be zero in the interaction picture. Next,
there is the contribution of the commutators C(x) aris-
ing from taking the derivative through the 7' product.
Finally, there is the divergence of the seagull term. Thus

(Ougs)ur=C(x)+ 8,54 (x). (3.6a)

C(x) is evaluated from Table I and 9,5%(x) from (3.5).
We find, as expected, that

(0, f5*ym=(e*/16x2)F»F,,. (3.6b)

It is seen that the Schwinger terms arising from the
commutator do not cancel the seagull term. See the
Note added in proof for details.

(3.5)

11 L. Rosenberg, Phys. Rev. 129, 2786 (1963).
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We may now also understand the gauge-noninvariant
definitions of js* which preserve PCAC. In the present
context, they manifest themselves as additional sea-
gull terms which are Lorentz-invariant but not gauge-
invariant. For example, if we add to S* the term
—(e2/8n%)Fw4,, then PCAC is regained.

In conclusion, we demonstrate how pion decay is
calculated in the interaction picture. We seek the inter-
action-picture matrix element

Q[ T*¢(x) j*(y) (=) | 2)
=(Q[ T (x)j*()75(2) | D).

There are no seagull terms since the 7 product is already
gauge- and Lorentz-invariant. Use is now made of the
interaction-picture equation

aujﬁ" x¢

(3.7a)

(3.7b)
to write the above as

(@] T(x) j*(5) 7(2) | Q) & (Q] T9n s () () () | 2)
= 0,(Q| T js#(2) () 1°(2) | ) — C*(x,9,%) . (3.7c)

Here C*¥(x,y,3) is the contribution of the commutators,
and is related in an obvious fashion to the C(x) function
introduced above. We now rewrite the above again:

(@] To(x) j*(9) 75(2) | Q) & 3,[(Q| T f5(x) j*() 7°() | 2)
+5"°“3(x,3’:2)]— ausﬂaﬁ(xyyyz) - Caﬂ(x,y’z) . (37d)

Here S8 is the seagull term, related to the S* intro-
duced previously. The term in square brackets is gauge-
and Lorentz-invariant, and hence it does not contribute
to the invariant 7% — 2y coupling constant at zero pion
mass. The only surviving terms are the dS-+C, which, as
we have seen, do not sum to zero. Thus the low-energy
theorem for 79— 2y crucially depends on Schwinger
terms and seagull terms.

IV. SUMMARY AND CONCLUSION

We summarize our results. It has been demonstrated
that the Heisenberg equation of motion for the fermion
axial-vector current contains terms which are not given
by straightforward application of canonical reasoning.
These terms depend on the nature of the interactions of
the fermions, and on the method chosen to define the
singular product of two fermion fields. In a definite
model the nature of the modification can be determined,
but in general only to lowest order in interactions. The
decay of the pion into two photons, which can be cal-
culated directly and unambigously in the ¢ model, is
found to be independent of the choice of definition of
the current.

In the electromagnetic-interaction picture, it is found
that the time-ordered product of an axial-vector current
with two-vector currents is singular, and that the re-
moval of this singularity which is effected by the addi-
tion of seagull terms modifies the divergence equation
for the T* product.
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The present investigation shows that vector-current-
conservation symmetry, chiral symmetry, and minimal-
ity of vector interactions are mutually incompatible, at
least in perturbation theory. In a previous investigation
of the problem, minimality was abandoned and both
symmetries were preserved.! In the present instance, we
maintain minimality, and abandon one of the two sym-
metries. We note that analogous results will hold when
other renormalizable vector couplings of the fermions
are present, but the explicit form of the additional
terms in the divergence of the axial-vector current will
depend upon these couplings. In conclusion, we also
mention that the present considerations are not modi-
fied if the field-current identity is assumed. The point
is that the divergence of the field-current operator is
formally proportional to the divergence of the current
constructed by Noether’s theorem. Hence if the diver-
gence of the latter is anomalous, so is the divergence of
the former.

Note added in proof. We wish to expand upon the re-
mark in Ref. 10. The definition of the T" product of
operators requires special care when the operators do
not commute at equal times. However, when the equal-
time operator products “exist” (have a finite, well-
defined Fourier transform), one may most reasonably
define the T product of 4 (x,2°) and B(0,0) to be

TTA (x,2°)B(0,0) J=0(2")4 (x,2°) B(0,0)

+0(==°)B(0,0)4 (x,2°), (NI1)

where8(0)= %, so that 6(x°)40(—«°)= 1. By hypothesis,

Ax,0)B(0,0)= lim [4(x2)5(0,0)]

and
B(0,004 (x,0)= %im0 B(0,0)4 (x,x°).

The operator products needed here exist in this sense.
Accordingly, the function

OT{js+ () j*(3)5*(2)}|0)
exists and is unambiguous, since quantities such as
(0] 75 () 77 (%) 7% (2| 0)

for 29>4°> 2%, may be unambiguously calculated from
the appropriate Feynman diagram because the ambigu-
ous terms of the diagram are local in time and vanish
when «%7#1%#2°. With this definition for products of
operators it may be seen that quantities of the form

O] T{[j(),7° () Jeo=y07 (2)}|0) (N2)

vanish identically. [This is not in contradiction with
(3.4) since the limit p*—oo is taken for fixed ¢, thus
retaining the full effect of the 20 integration, in particu-
lar when 2° gets “pinched” between x* and 3°. See
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below.] For, if with 29, 30> 20 we calculate
O[5 (®),7°(9) Jar=s07 (%) | 0)

=_lim ©1j@)70)i()0)

— Jim _ 01i6)P@i)]0),

we get zero. To show this we use the momentum-space
technique introduced in the text and allow the mo-
mentum associated with the relative coordinate a%—4°
to become infinite. We thereby obtain a polynomial in
the momentum associated with the relative coordinate
#0— 20 (see Table I) and therefore a function in coordi-
nate space which vanishes when 29> 2°. In the same way
we also get zero when 2°> 9. So according to the defini-
tion of the T product we get the vanishing of (N2). We
may now define

Te(x) = —%e? / dydiz
XMroe(y,5)A40(y+x)4,(s+x), (N3)

where M*7¢ is as in (3.3), and where the T product is

defined by the rules given above. To find the change

produced in (N3), under a change of gauge, we let
04 ,= d,A and obtain

OTH(x) = —}e? / dy / d*z

d
><Fw<y,z>[A,,<z+x>a——A<y+x>
ya

i)
+Aa(y+x)——A(z+x):| . (N4)
dzP

In (N4) we may integrate the y and z integrals in either
order. However, in any rearrangement of (N4), once
we have chosen an order we must use the same order in
all terms of the rearrangement. We integrate by parts
in (N4) with the rule that we do the z integration first,
then y. Thus,

0T+ (x) =%62/d4y

X[% [ oo, () |14

+ie / d4y|: / d4z(£z-;Fm(y,z))A(z+x)]

XA4°(y+=),
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or, if we use the fact that F is symmetrical on y <> 3,
o< p, g

0T+ (x) =%¢? / d‘y

Xl:;;; /d“z F"”P(y,z)A"(z+x)]A(y+x)

e / d4z[ / d‘*y(fy—,F””(y,z))A o+ |

XA°(z4x). (NS)

In the second term of (NS5), the y integration is done for
fixed z, and it will be immediately seen that this term
vanishes by writing it out using the definitions of T°
products and the fact that quantities of the form of
(N2) vanish. If, however, we investigate the first term
of (N5), we find that all contributions vanish with the
exception of

6T“(x)=%e2fd4y A(y+x)8(3!°)/d3zA,,(z+x)

+e
xiim | [ a#(0IT(00i 2 00) |0

—€

QI T((00)7#(5) 1, —) l(»}] . (NO)

Notice that in this term, the effect of the perturbation,
namely, 7- A4 gets “pinched” between the currents which-
would normally produce a commutator. This is the
basis of the remark in Ref. 10. It is the fact that this
term produces a finite contribution which is responsible
for the lack of gauge-Lorentz covariance of the T
product and produces the anomalies in the formal
manipulation of commutators. To evaluate this pinched
contribution most easily, it is convenient to extend the
20 integration over the entire range, — to -4 «; the
added terms are zero in virtue of (N2). We then obtain

8T+(x) =%e2/d4y A(y-l—x)&(y")/d“z A4,(z+x)

lim [(0[ 7'{/* (y€) 7* () j5+(0,0)}|0)

— 0| T{j:(0,0)7*(2)7°(y, —)}|0)]. (N7a)

We next move to momentum space to cast (N7a) in
the form

8Tw(x) =het f

i) @t 0-zp (p)A ()
—3(p+q) -z
(27‘_)73 p)A4,(g

dp°
— (e’ —e—ir%) Y woe(—p, —g) (N7b)

X1lim
e+0 27



1468

and by using the standard method to evaluate the limit
e¢— 0 and the entries in Table I, we obtain finally

0T (w)= (&/87°) 9l () Fju () €77" N8

8T (x) = — (¢2/87%) 9;A (%) F o ()€™ ®. (N8)
If we compute with (3.5) we find that §(7#*+S5#)=0.
Next we compute the divergence of 7%(x). The calcula-
tion proceeds exactly as above, yielding only an
anomalous contribution when the perturbation becomes
pinched between the axial current and vector current
in one term. This contribution again may be evaluated
with the aid of Table I. We find

auT”(x) = (62/1671'2) gtk (3F10FJ]C+ 2A1F]k+A 71;1]]0) y (Ng)

and when we thereby evaluate 9,(7*+.S*) we obtain
(3.6b).

We are grateful to Dr. S. L. Adler for finding a sign
error in an earlier version of this calculation.
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APPENDIX

We present here an alternative formula for the
vacuum-expectation value of the divergence of the axial-

A (ST

F16. 2. Diagrammatic representation of Eq. (Al).

vector current in the presence external electromagnetic
interactions which may be useful in perturbation theory.
It does not have the compact form of (2.33c); however,
t may be free of ambiguities. The relevant integral

O

i

T L s o~

i
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2 O S s TTSO

Fic. 3. Bethe-Salpeter equation for
axial-vector and vector vertices.

(2.28) can be written by integration by parts in the
form

lim
>0

d*p evei? TrySy*G(p+9) 1" (p+q, p—9G(p—9)

[¢]
=lim —i / d*p —e''? Try"y*G(p+q)
>0 apa

XTI (p+q, p—9)G(p—q)

d
=lim ¢ / d*p e —Try’"v*G(p+q)
>0 apa

XTI (p+q, p—9)G(p—9)]
)
=q / d*p —Try’y*G(p+q)
Opa

XI"(p+q, p—)G(p—q)]. (A1)

Diagrammatically this has the representation shown in
Fig. 2. We now assume that both the axial-vector and
vector vertices satisfy a Bethe-Salpeter equation dia-
grammed in Fig. 3. From Fig. 3(a), we have the result
shown in Fig. 4. The equation of Fig. 3(a) has been used
in passing from the second equality to the third equality.
The momentum p with respect to which we are differ-
entiating must be routed so that it follows the charge.
By use of the equation in Fig. 3(b), we obtain an expres-

o e+ (¢ ZT0) SO

m"’) Fic. 4. Fl};[ga:ngi);()g)l?.tion of
SO~
e TT) 2| Do
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Fic. 5. Alternative expression for the quantity of Fig. 2.

sion for the quantity depicted in Fig. 2. This expression
is summarized by Fig. 5. This may now be expressed in
renormalized quantities which we indicate by a tilde.
Assuming T's* to be multiplicatively renormalizable by
Zs71, as well as G by Zy and T* by Zy=Z1, we have the
renormalized version of Fig. 5. This is given in Fig. 6.
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_Z_L - a S S ('a = ) 3 "
7, [a st 5 0 :D: S XDW
Fi16. 6. Renormalized version of Fig. 5.

When Zi/Z; is finite the above involves only finite
quantities.

In lowest-order perturbation theory the quantity in
parentheses in Fig. 6 vanishes, and only the derivative
of the propagator is left. We have not evaluated this
formula.
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Kinematic Structure of Vertex Functions*
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An invariant-amplitude expansion is obtained for vertex functions of fields belonging to arbitrary repre-
sentations of the Lorentz group between states of arbitrary spins. The method is based on analysis of the
singularities of the Lorentz-group parameters defining the vertex function. The restrictions due to parity

and subsidiary conditions are also given.

I. INTRODUCTION

HE purpose of this paper is to give an expansion
for vertex functions in terms of functions which
are completely free from kinematic singularities and
constraints. Following common practice, we will refer
to these functions as invariant amplitudes, although
the distinguishing feature is the absence of kinematic
singularities and constraints. The method we employ
is the same as that used in an earlier paper on kinematic
constraints and singularities of scattering amplitudes.!
It is based on an analysis of the singularities of the
Lorentz-group parameters defining the amplitude as a
function of the scalar variables. Since the vertex depends
on only one variable, £, this method allows a complete re-
moval of all singularities and constraints simultane-
ously. ’
The vertex functions we will study are

Fap" (p1,p2) = (P2ySa,ha| drar® | prosiyha).  (1.1)

There are two legs on the mass shell, with arbitrary
spins and masses, and one leg off the mass shell. The
latter is taken to belong to the joo representation of
the Lorentz group.2™* (For the finite, nonunitary
representations ¢sx*¥, jo=a—b and o=a+b41.)

* Work performed under the auspices of U. S. Atomic Energy
Commission.

1T, L. Trueman, Phys. Rev. 173, 1684 (1968).

2 H. Joos, Fortschr. Physik 10, 65 (1962).

3J. Strathdee, J. F. Boyce, R. Delbourgo, and A. Salam,
Trieste Report, 1967 (unpublished).

4 A. Sciarrino and M. Toller, J. Math. Phys. 8, 1252 (1967).

There are many reasons for studying the structure of
these functions for such general cases. To cite a few:
(a) One can use them to construct one-particle exchange
or pole terms which correspond to very-high-spin
particles and which satisfy the conditions required by
Lorentz invariance. (b) Many results which are true for
arbitrary o and physical J may presumably be extended
to complex values of J and so be applied to factorized
Regge residues; thus, one could study the behavior of
the Regge residues in a very direct way. (c) The
results may be a useful step in obtaining the kinematic
structure of more complex amplitudes. (d) Further
understanding of the significance of singularities and
constraints, such as those which result from subsidiary
conditions, may be obtained. A number of authors
have studied this problem using a variety of methods
and have obtained rather general results.257 The
method employed here is different from all of the
preceding ones and the results are obtained in a substan-
tially different and, we believe, more useful form.

In Sec. IT, we review the multipole expansion and the
difficulties with it. We then obtain an expansion for
Fxpng"™(p1r,p2), where pigp=(m1,0), in terms of in-
variant amplitudes. In Sec. ITI, we discuss the restric-
tions due to parity conservation. One of the important
features of our expansion is that the form of these
restrictions is very simple. In Sec. IV, we carry out
the transformation to the center-of-mass amplitudes

& M. Scadron, Phys. Rev. 165, 1640 (1968).

¢ M. Bander, Phys. Rev. 173, 1568 (1968).
" M. S. Marinov, Ann. Phys. (N.Y.) 49, 357 (1968).



