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The energy dependence of the total cross section for H++H2—» H(2s) +H§L exhibits two broad
maxima in the range 2—70 keV. The lower maximum occurs at an energy where the total
charge-transfer cross section is largest, and thus may be due to coupling with the ground-
state scattering channel. The observed energy dependence is similar tothat for H++H2—- Ly a,
but with the positions of both maxima shifted to higher energies by about 5 keV. The cross
section for H + Ar — H(2s) + Ar™ over the extended energy range 2—70 keV also exhibits only
two maxima. Internal and external quenching measurements of this cross section are in
agreement. Its absolute magnitude at 20 keV has now been independently measured by three
investigators, with results consistent with = 20%.

I. INTRODUCTION

The measurement of atomic collision cross sec-
tions basically involves the determination of three
-quantities: The incident beam intensity, the
thickness of the scattering target, and the scat-
tered beam intensity. In the study of the electron
or charge transfer process Ht*+X~H+ X+ at keV
energies, fast hydrogen atoms produced in the
scattering can be separated from elastically scat-
tered protons by an electric or magnetic deflec-
tion field. The study of charge transfer into an
excited state H(nl) necessitates additional state-
sensitive detection of a portion of the scattered
atom beam.

The metastable H(2s) atom component of a fast
hydrogen-atom beam can be selectively detected
through induced decay. An external dc electric
field applied to the beam couples the long-lived
2s state with the nearby short-lived 2p state. At
sufficiently high fields the mixed state has a short
lifetime and decays to the ground state within the
field region. This Stark-effect quenching of meta-

stable atoms therefore results in the emission of
Lyman-alpha (Ly-a) photons; an intensity mea-
surement of this radiation determines the inten-
sity of the metastable atom beam.

The direct study of charge transfer into H(2s)
was first undertaken by Madansky and Owent!
using a 10-keV proton beam and an H, gas-scat-
tering target. It was known that charge transfer
would occur at relatively large impact parameters,
and that atomic scattering at keV energies is ap-
proximately controlled by the screened Coulomb
potential. Thus an “external-quenching” type of
experiment was performed, in which fast H(2s)
atoms were searched for outside the scattering
cell, within a small solid angle centered around
the direction of the incident beam. This experi-
mental approach to measuring the cross section
095(Hp) for the H* +H, system has been used by
several investigators studying differing energy
ranges, *—*

Measurements of o094 have also been made for
protons incident on inert-gas targets.5=7 Argon
scattering targets were used by Jaecks, Van Zyl,
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and Geballe® in studies covering the energy range
1.5 to 23 keV, and by Andreev, Ankudinov, and
Bobashev® for energies between 10 and 40 keV.
These experiments differed in nature from the
external-quenching experiments done with H, in
that the fast H(2s) were quenched and observed
while inside the scattering target. Such studies
may be called “internal-quenching” experiments.

The two types of experiment have different lim-
itations. The principal problem associated with
external quenching lies in the transmission of all
scattered fast H(2s) atoms from the scattering
target to the detection region. Difficulties with
insufficient solid-angle acceptance or premature
quenching by stray electric fields may explain
some of the large discrepancies that presently
exist in the data for H,. %3

The internal-quenching technique is usable only
when the desired Ly a radiation can be separated
from radiation produced by excitation of target
molecules. This limitation makes studies of H+
+H, difficult, for many lines of H, lie close to the
Ly o wavelength of 1216 A. Previous investiga-
tors have not found this to be a problem for the
inert gases.

One of the uncertainties inherent in internal-
quenching experiments is the perturbation of the
incident proton energy by the relatively large
quenching field. Also, there is the possibility
that the field affects the cross section itself,
either directly or through the cascade contribu-
tion arising from higher excited-state production.

The external-quenching method was chosen for
the present measurements. Complete collection
of fast H(2s) was verified through studies of the
angular distribution at small angles. The pres-
ent studies of Ht + Ar make possible the compari-
son of results for the two quenching methods.

The energy range selected for study (2 to 70 keV)
was large enough to overlap and extend all earlier
data.

Absolute values for the cross section ozs(Ar)
are of special interest because it remains large
(>0.1 A2) down to at least 1keV. Argon gas,
therefore, is especially useful as a reference
target in the measurement of cross-section ratios.?

II. APPARATUS
A. General Description

A schematic diagram of the apparatus as viewed
from above is shown in Fig. 1. A hydrogen-ion
beam was extracted from a radio-frequency dis-
charge and then accelerated to the desired ener-
gy. After electrostatic positioning, the beam was
magnetically mass-analyzed and collimated by two
small apertures a large distance apart. The beam
then passed into a differentially pumped scatter-
ing cell containing the target gas. Fast scattered

and unscattered beam particles left the target
region through a vertical tapered rectangular
channel. The incident proton beam passing
through the cell could be electrostatically deflect-
ed into a Faraday-cup assembly.

When actual cross-section measurements were
being made, the entire beam was passed through
a long drift region, where all charged beam par-
ticles were deflected slightly onto slit surfaces.
The ion removal field in the drift region was de-
signed to minimize the quenching of metastable
atoms in the beam. The neutral atom beam pro-
duced in the scattering target traveled to the end
of the apparatus where its intensity and metasta-
ble-atom content were measured. The latter was
determined by means of electrostatic quenching
and Ly-a counting. A magnetic vacuum-ultravi-
olet photomultiplier was used as the Ly-a detec-
tor. After passing through the H(2s) quench re-
gion, the neutral atom beam was monitored through
the emission of secondary electrons from a beam-
stopping plate. Both the H(2s) and total neutral-
atom detection devices were mounted on a verti-
cal-motion translator so that angular distributions
could be studied.

Scattering target densities were determined in
two ways. One method used measurements of
target gas flow in conjunction with conductance
calculations, The other method involved the de-
tection of neutral atoms and the use of known
charge-transfer cross sections o,, at the higher
energies.

The experiment was performed inside a bake-
able vacuum system equipped with mercury dif-
fusion pumps. Figure 1 shows the positions of
differential pumping conductances that were placed
between separately pumped regions of the vacuum
system. The pressure inside the apparatus, with
ion source and target gas flows off, was usually
about 3X10-° Torr, Differential pumping pro-
duced detector chamber pressures a factor of 10*
to 10° less than the scattering target pressure.

B. The Proton Beam

The ion source was a commercially available
version of the Thoneman radio-frequency dis-
charge source® (ORTEC Model 320). Extraction
voltages of 1 to 3 kV were used. An axial mag-
netic field was applied to the source discharge
near the extraction-channel end. For a given ex-
traction voltage, two broad plasma resonances in
the source output were often observed as the mag-
netic field was increased. The source was op-
erated at the lower-resonance field value of about
50 G. The ion beam was accelerated to the de-
sired final energy using a series of five cylinder
lenses empirically adjusted for optimal beam
focusing.

The 60° magnetic ion-beam mass analyzer used
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FIG. 1. Schematic diagram of the apparatus (not to scale). The beam entrance channel of the scattering cell is the
second proton-beam collimating aperture. The exit channel of the cell is rectangular in cross section, as are the dif-
ferential pumping conductances between the target and the atom detectors. The detectors are translatable, permitting
studies of angular distributions. Typical operating pressures are indicated, for the proton-beam on and gas in the
scattering cell.

a C-yoke magnet possessing 15-cm circular pole 125 eV below the principal maximum, a small
pieces and a 5-cm gap. The magnet exit aperture partijally resolved second maximum was observed;
was the first of two 0.127-cm diameter ion-beam the magnitude of this secondary maximum was
collimators that were separated by a distance of never found to be more than about 3% of the prin-
about 70 cm. The mass peaks corresponding to cipal one. Cross-section data were taken with
different hydrogen ions in the beam were com- the analyzer set at the peak of the large maxi-
pletely resolved. mum; contamination from the apparent lower-en-
Radio-frequency discharge ion sources usually ergy beam component was then less than 1%.
have inherent energy spreads between 20 and 500 In the present experiment, the uncertainty in
eV, depending on design and operating param- the beam energy is just the uncertainty in the
eters. 1° Most investigators have found the ener- mean ion energy as extracted from the ion source.
gy spread of the Thoneman source to be around For the Thoneman radio-frequency source the
100 eV. In the present experiment, the shape of mean ion energy has always been found to be from
the proton mass peak was determined by varying 50 to 400 €V higher than the extraction voltage,» 2
the mass-analyzer magnetic field; the width of because of the existence of a plasma potential.
the peak yielded information on the beam energy A plasma potential of 200 eV was assumed in the
spread. The energy calibration of the mass-an- present experiment; the uncertainty in the beam
alyzer scans was determined from the shifts in energy was then about 0.2 keV.
the mass spectrum (as a function of analyzer When the electric deflection fields along the
magnetic field) produced when the accelerator beam path were turned off, the proton beam trav-
voltage was changed by a known amount, The to- eled the length of the apparatus, where it could
tal width of a mass peak in an analyzer scan was be collected in a Faraday cup mounted on the
composed of partial widths due to the true beam translatable detector assembly. A 0.13-cm di-
energy spread, the analyzer momentum resolution, ameter aperture was placed in front of the cup on
and the finite beam size. The observed total the motion translator, and the detector assembly
width at half- maximum was taken as an upper was scanned over the proton beam. The beam
bound on the beam energy spread. A typical an- profile was found to possess the 0.09° full width
alyzer scan over the proton mass peak was found at half-maximum predicted by collimation geom-
to contain a principal maximum with an energy etry. The edges of the profile dropped sharply,

width of at most 100 eV. At an energy of about the full width at 0.1% of maximum intensity being
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0.24°,

The Faraday-cup assembly used for precision
ion-current measurements is shown in Fig. 2.
Suppression of secondary electron losses from
the beam collection surface was achieved through
the use of deep-cup geometry, electron reflection
electrodes, and cup biasing. The front aperture
_plate shown in the figure was interchangeable with
other plates possessing slits or holes of different
sizes. The third aperture plate was biased neg-
ative by about 150 V. The cup itself was biased
about 45 V positive and possessed a slanted beam-
collection surface in an attempt to minimize sec-
ondary ion losses.'® An indication of the secon-
dary-electron suppression capability of the Fara-
day-cup assembly was that it measured a neutral
beam of intensity I, as an apparent negative ion
beam of intensity 1.1X10731,,

C. The Scattering Target

Figure 2 schematically shows the target sys-
tem. The target gas to be used was stored in a
gas ballast bottle at a pressure near 30 Torr.
The ballast bottle pressure was measured with a
capacitance manometer (MKS Model 77) refer-
enced against a vacuum of less than 10-8 Torr.
The calibration of the capacitance manometer at
30 Torr was checked with a mercury U-tube ma-
nometer. Target gas flow was controlled by a
Varian bakeable gas metering valve. A Schulz-
Phelps ion gauge (type W-7676) monitored the
pressure at the output of the metering valve. The
two methods used for determining the target
thickness involved the measurement of gas flows.
The principal components of the flowmeter were
the ballast bottle, the capacitance manometer,
and an adjustable volume element connected as
part of the ballast volume. The target gas flow
could be bypassed around the scattering cell.

The region containing the target gas was 1.10
cm in diameter and 4.3 cm in length. The differ-
ential pumping conductances at the ends of the
target region were tapered beam channels, 2.54
cm long. The beam-entrance channel was of cir-
cular cross section and possessed a sharp front
edge 0.127 cm in diameter; the beam exit channel
was rectangular in cross section and had a sharp
front edge with a horizontal dimension of 0.203 cm

.48cm
r1.40cm

and a vertical dimension of 1.015 cm.

The scattering-cell beam-entrance channel was
used as the second incident proton-beam collima-
tor. This collimator and other scattering cell
surfaces near the beam did not exhibit surface-
charging effects.

Considerable attention was given to the spatial
definition of the scattering region. The general
requirement of high differential pumping conflicted
with the need for complete transmission of fast
scattered beam particles through the scattering-
cell exit channel. A well-defined scattering cen-
ter was considered highly desirable; this implied
that the target-to-detector separation was to be
much greater than the target length. A 9-in. dif-
fusion-pumping column was used on the target
section of the vacuum system. Nevertheless,
scattering due to target gas outside the target
region and to vacuum system outgassing was not
always negligible.

A gas-flow bypass technique was used to directly
measure the amount of scattering occurring out-
side of the target. The basic idea involved is
that background gas signals depend only to a
small extent upon whether or not the gas flow.into
the apparatus actually passes through the scat-
tering cell. The scattered atom signal obtained
when the gas flow is directly introduced into the
target vacuum pumping chamber should be sub-
tracted as a correction from that signal obtained
when the flow is through the scattering cell. The
“difference signal” so obtained is due to scatter-
ing from an effective target composed of gas in-
side of the cell plus a small contribution from
the atomic beam leaving the cell.

The gas-handling system of Fig. 3 could be
operated in two states, depending on whether the
high-conductance gas bypass valve was open or
closed. In the latter or “gas-in” state, the scat-
tering target arising from a gas flow @ had a
thickness

N=P L +P (L -L )= +1_, (1
cec s s ¢ c b
where L., Lg and P,, Pg are the lengths and
pressures of the scattering cell and target pump-
ing chamber, respectively. Inthe “gas-bypass”
state the scattering target thickness was II'=P¢L
and arose from a flow @’. The quantity I-1"

FIG. 2. Design of the high-precision Faraday-cup
assembly. All electrostatic elements were shielded
from the outside environment. Each element was aligned
by three or more thumbscrews. Thumbscrews for un-
grounded elements were either mounted in ceramic-to-
metal electrical feedthroughs, or they possessed quartz
tips. The front element was a removable aperture which
determined the beam acceptance. The drawing is to scale.
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FIG. 3. Schematic diagram of the gas handling sys-
tem. From the ballast bottle, gas flowed through the
needle valve into the scattering cell. The capacitance
manometer sensed the instantaneous drop in ballast bot-
tle pressure produced by the flow. This pressure was
held constant by continuous reduction of the ballast bot-
tle volume through adjustment of the variable volume

119

element. The rate of change in volume was a measure
of the gas flow rate. The gas-bypass valve was used in
measuring background-gas scattering corrections. The
scattering cell could be heated in the furnace described

in Ref. 16.

differs from II, by a small amount:
(M- )/IIC 1-(n Hb)/nc 1-5, (2)

where the fractional error § is

P'L -Pp(L -L) L (P! P
5=—S_S s s C 1S S_1)]-S
PL L\P P
Cc C [+ S C
(3)

If the speed of the target-chamber diffusion pump
is independent of target state, P%/Pg equals Q'/@Q.
We thus obtain

5= 1+—L—s-<——'—> fﬁ (4)

The nonzero value §=0.023 £0.008 necessitated
a small correction to the cross-section values
obtained from the (“gas-in” minus “gas-bypass”)
difference scattering signals,

The first and more direct method for determin-
ing the target thickness was due to the relation-
ship

2y
nc(molecules/A )—3.30PCLC, (5)

where P, is the pressure inside the cell in Torr
and L, is the effective length of the scattering re-

gion in cm; L, contains a correction for the gas
in the differential pumping channels. The quantity
P, is determined from the cell conductance C

and the target gas flow @ using the formula

Q= CcPc(l - Ps/Pc)'

The molecular flow conductance Cc was estimated
using formulas from Lyubitov'? to be (0.33 +0.12)
(T/M)M7 liters/sec, where T is the cell tempera-
ture in degrees Kelvin and M is the molecular
weight of the target gas. The remaining quantity
to be determined was the gas flow rate Q.

The operation of the constant-pressure gas flow-
meter (see Fig. 3) was similar to that of Haywood
and Jepsen. !® First both sides of the capacitance
manometer were filled to a pressure near 30 Torr.
The reference side of the manometer was then
sealed off and the ballast side evacuated. This
permitted measurement of the reference pressure
PR. The ballast bottle was then refilled until the
manometer read zero. As gas flowed into the
scattering target, the ballast pressure P, was
held constant and equal to Pp by reducing the bal-
last volume. The variable volume element con-
sisted of a rod inserted through an O ring into the
ballast volume and driven by a precision microm-
eter. The flow rate under these conditions was
given by
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P_AdL/dt,

Q= PRdV/dt= R

where A is the cross-sectional area of the rod
and dL/dt is the rate at which the length of rod
must be introduced into the ballast volume in or-
der that Pg= PR. The quantity dL/dt was mea-
sured throughout the taking of a data point. Its
magnitude was determined from the slope of a
straight-line least-squares fit to the values of
L(#).

The magnitude of Pp was chosen so that ther-
mal ballast-pressure fluctuations and gas-handling
system outgassing were both negligible effects.

JAMES E. BAYFIELD
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The use of equal gas pressures in the two sides of
the capacitance manometer reduced to very small
values the apparent (but nonexistent) flow rate
caused by room-temperature changes. Flow rates
between 10-° and 1072 Torr liter per second were
measured to an accuracy of + 1%, 1°

Prepurified grade gases were used in the gas-
handling system. The background pressure in the
ballast bottle when evacuated was 10”2 Torr. The
use of a palladium leak for hydrogen did not affect
the results. The target purity was believed to be
better than 99%.

The principal uncertainties in I, as determined
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FIG. 4. Cross sections for total charge transfer considered for the second method of target density determination.
(a) H +Ar; (b) HY+H,. Each set of data represents an independent absolute cross section measurement, except for

that of Williams and Dunbar. Their results were normalized

to those of Stier and Barnett at 10 keV.
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above are those associated with the values of C
and L,. The estimated over-all uncertainty in
I, determined by this first method was + 40%.

The second method of target-thickness deter-
mination is believed to be more accurate. In this
calibration method, II-1I’ is related to known
cross-section values 0,,(Ar) for total charge
transfer. The intensity of the total fast atom
beam is the basic measured quantity.

The absolute magnitudes of total charge-trans-
fer cross sections in the keV energy range have
been determined by many investigators. Figure
4 shows recent data®® for H, and Ar, two of the
most-studied target gases. Agreement between
investigators is unusually good for H* + Ar. This
is probably due to a number of factors, e.g., the
cross section is quite large, differential pumping
is relatively good for heavy gases, and the mea-
surement of pressures is often less prone to sys-
tematic error for inert gases as compared to mo-
lecular gases such as H,, Thus the values for
0,,(Ar) were chosen as the basis for the second
method of target-thickness determination. It is
felt that the absolute magnitude of 0,,(Ar) is pres-
ently known to within +5% in the energy range be-
tween 7 and 70 keV, and to within +10% from 2
to 7 keV.

The determination of target thickness for H, as
a target gas was based on 0,,(Ar) and gas-flow
measurements. The value of II.(H2) arising from
Q(H,) is obtained from a value of I (Ar) arising
from Q(Ar). The necessary relationship is

1
nc(Hz)_ o) (Mar \? .
IIC(Ar)' Q(Ar) My ’

2

which follows from the fact that a molecular-flow
conductance depends on gas type only through the
velocity factor.

The relationship between II,(Ar) and 0,,(Ar) at
sufficiently low values of Il is

I°=1+ IIC(Ar)Um(Ar), (7)

where It is the incident proton beam intensity and
I° is the intensity of the neutral-atom beam pro-
duced by charge transfer. The measurement of
I* was made to better than 1% accuracy using a
Faraday-cup assembly of the type already de-
scribed.

The measurement of I° was more complicated.
The neutral-atom detector was a secondary-elec-
tron emission device composed of a 3.7-cm diam-
eter stainless-steel disc located near the bottom
of a metal cup 5 cm in diameter by 20 cm long.
The cup was biased 300-V positive relative to the
disc, thus collecting all secondary electrons emit-
ted when the fast-atom beam was stopped on the
disc. The number of secondary electrons per in-
cident particle could not be measured for incident

fast atoms, but was easily measured for incident
protons. The question thus arose as to the rela-
tionship between the secondary electron coeffi-
cients y* and 9° for incident protons and hydrogen
atoms, respectively.

At quite low beam-particle velocities, the prin-
cipal secondary-electron ejection mechanism
available is known to be an Auger-effect ion neu-
tralization process called potential emission.?
Such a process does not occur for incident neutral
atoms. Thus for beam energies below ~100 eV,
¥° differs from " by a large amount. As the
beam energy is increased, the probability for po-
tential emission reaches a maximum and then de-
creases because the beam particle does not spend
sufficient time at the surface for an Auger transi-
tion to occur. However, another mechanism be-
comes important as high momentum-transfer col-
lisions of the beam particle with the lattice become
probable. The resulting kinetic emission of
secondary electrons increases with energy up to
10 or 20 keV and then tends to be constant.> As
an impinging neutral atom is quickly stripped of
its electron at the metal’s surface, kinetic emis-
sion is essentially independent of the charge state
of the beam particle.

Barnett, Stier, and Evans® and Chambers® have
directly measured both 7° and y* for nickel and
beryllium-copper surfaces, respectively. The
results of these investigators indicate that

Y/y*=1.11+0.001E (keV)

over the energy range presently used. Thus po-
tential emission appears to be quite unimportant
for the deeply penetrating protons and hydrogen
atoms used in the present study.

The quantity ¥+ was measured for the present
neutral-atom detector and was found to rise from
a value of 2.2 at 2 keV to a peak value of 4.0 at
15 keV. The value of ¥+ then decreased to 3.7 at
25keV and remained constant at 3.7+ 0.3 for ener-
gies between 25 and 70 keV. The quantity y° was
therefore taken to be 4.1+ 0.3 above 25 keV.

The two methods of determining I , were simul-
taneously used in those runs involving beam ener-
gies above 25 keV., Agreement between the
methods was .always within 20%.

D. Metastable Atom Detection

A sketch of the assembly used in fast-atom de-
tection is shown in Fig. 5. The atom beam first
passed through an interchangeable entrance aper-
ture (or slit, when desired) and then through a
grounded tubular electromagnetic shield before
being subjected to the metastable quenching field
produced by wire electrodes. The Ly « photon
emission was observed with a resistance-strip
photomultiplier (Bendix model M-306-1) possess-
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FIG. 5. The principal components of the detector as-
sembly. The interchangeable aperture plate is indicated
as A; the metastable quenching field wires as D; the
Bendix photomultiplier as C; and the neutral atom sec-
ondary emission detector as F. The iron tube B elim-
inated the effects of photomultiplier fringe field quench-
ing outside the view of the cathode. All components
were contained inside an electrostatic shielding box and
were mounted on the translatable slide E.

ing a smooth-surfaced tungsten cathode. As al-
ready described, the entire atom beam was stopped
by the beam collection plate of a deep, backward-
biased Faraday cup.

The quenching-field electrodes normally used
consisted of opposing pairs of wires separated by
a gap of 1.9 cm. The voltages on the electrodes
located on the two sides of the beam were + %V
and - %Vq, respectively, with respect to the
ground.

The photomultiplier used was a crossed electric
and magnetic field device possessing a continuous
tin oxide electron-multipler dynode surface. %%
Major advantages associated with this device were
its over-all stability and very low dark counting
rate (<10 counts per minute) at a detection cham-
ber vacuum of <10~ Torr. A disadvantage lay in
its fringe magnetic field, which can motionally_.
quench H(2s) via the effective electric field v xB.

The three components of the multiplier fringe
magnetic field were measured at different points
along the beam. The distance between the beam
axis and the photocathode was 3.8 cm. Without the
iron electromagnetic shielding tube shown in Fig.
5, the transverse magnetic field possessed a
maximum of 45 G at the edge of multiplier struc-
ture, and decreased slowly to values of about 10
G for a distance of 10 cm in front of the multiplier.
The introduction of the iron tube reduced these
fields to less than 0.2 G, thus decreasing motional
quenching in front of the Ly-«a observation region
to a negligible amount. Field measurements ver-
ified that the tube did not significantly alter the
magnetic field inside the photomultiplier. A
transverse magnetic field in the Ly-a observation
region remained. The calculated H(2s) quenching

due to this field reached 20% at the high end of the
energy range. The problems associated with this
quenching were alleviated by means of an H(2s)
prequenching technique, described below.

In the absence of electric and magnetic fringe-
field effects there are two equivalent definitions
of the metastable atom signal. One may pass the
metastable beam into the quenching region, and
define the signal as the difference in photomulti-
plier counting rates for quench field on and then
off. The magnitude of the field must be chosen
so as to quench all metastables in the beam, i.e.,
a saturation of the difference signal must be
achieved. The presence of an extraneous magnetic
field in the quench region complicates this first
definition of the metastable signal, for the mo-
tional part of the net quench field cannot be turned
off.

The prequenching technique avoided the motional
field problem, In this second procedure for de-
fining the signal, 'the quenching field was held con-
stant while the metastable beam could be quenched
before entering the detector chamber., The meta-
stable signal was then defined as the difference in
counting rates for the prequench electric field
first off and then on, under the conditions that
both quench and prequench voltages be high enough
to saturate the difference signal. This procedure
was adopted for the present measurements. The
effect of photomultipler fringe magnetic-field
quenching was then merely an alteration of the
spatial distribution of quenching radiation in the
Ly @ observation region.

The dependence of the metastable atom signal
B on quenching voltage V4 was studied in detail
for various energies. The magnetic-field quench-
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ing effect was observable, as it was responsible
for differences between the field dependences of
the quenching for the two possible polarities for
Vg. The dependence of B on Vg varied as

1- exp[- k(Vq - Vo)z]

to within +10%, where V, was 80 V at 15 keV.

The saturated value of B was independent of the
sign of V, to within +2%. At 15keV, B was 98%
saturated for V,=1600V. Values of Vq up to 3.5
kV could be maintained without difficulty. In prac-
tice, the value of V, chosen for cross-section
measurement was determined by observing satu-
ration and then reducing the field to the 95%
quenching level; the data were corrected accord-
ingly.

The prequenching electric field (see Fig. 1) was
provided by two parallel plates. The metastable
signal was observed to vary with prequench volt-
age Vpq and beam energy E according to

—k'V, 2E-1R
exp( bq )

as predicted by theory.2® A calculated value of
k’ was in excellent agreement with that determined
from experimental curves.

The variation of metastable signal with ion re-
moval voltage was also found to vary as

-exp(- k"Vle'l’z),

given that the voltage was sufficiently large to re-
move all ions. A value of 2’/ was determined
from the experimental curves, and used to com-
pute the ion-removal field quenching loss.

The basic problem associated with metastable
atom detection was the determination of the over-
all efficiency n*, defined as the probability that
a photomultiplier count be registered if a fast
metastable atom leaves the scattering cell. If B
is the difference counting rate (prequench off
minus prequench on) and N*(0) is the H(2s) flux
leaving the target, then 7*=B/N*(0). This quan-
tity depends on several factors: The ion-removal
field quenching loss @r; the details of the detector
quenching field F; a Ly a collection solid-angle
factor €; the photomultiplier quantum efficiency;
and whatever signal losses occur in the pulse-
handling electronics. The formulae used to cal-
culate 7* are discussed in the Appendix.

The photoelectric yield 7,, (number of electrons
emitted per incident photon) for Ly @ normally
incident on tungsten has been a subject of consid-
erable study.?"~%° The spread in published values
lies between 0.016 and 0.030; the lower values are
obtained for the cleaner surfaces.3® We therefore
take 7,,=0.023 +0.017, a reasonable value for a
degreased but otherwise untreated tungsten photo-
cathode operated in a vacuum of less than 10~2
Torr. The angular dependence 7 of 7y has been

studied® and is a small effect at 1216 A,

Spatial dependence in the magnetic electron-
multiplier photoelectron collection efficiency 7,
has been studied for the Bendix model M-303, 32
The situation is expected to be very similar for
the Model 306-1 presently used, once the factor-
of-two increase in the magnetic field used in the
M-306-1 is taken into account. This quantity is
dependent on the voltages applied on the multi-
plier. The Ly-a counting rate was found to be
maximized for grid-cathode voltages between 800
and 900 V, in agreement with other investigations,’®
At the corresponding voltage of about 200 V for the
M-303, 7, is fairly uniform.% This spatial de-
pendence of 7, for the M-303 (near the cathode)
was taken to apply in the present case. A calcu-
lation of the trochoidal electron trajectories in
the multiplier indicated that a mean value of 7,
unequal to one was caused by electron loss due
to passage outside the grid. The effect of this
loss was to result in a mean value of 7, of 0.7+0.2.

The photomultiplier grid transparency 77 was
0.90+0.02, The number of counts lost below the
level determined by a discriminator in the pulse-
handling electronics was estimated from the de-
rivative of the curve of counting rate versus dis-
criminator voltage. The electronics efficiency
Ne so determined was 0.80+0.05.

The value of 7* determined from Eq. (13) of the
Appendix was 1,1x10* counts per metastable
atom, The uncertainty in this number is esti-
mated to be +55%.

E. The Elimination of Possible Systematic Errors

The principal sources of systematic error not
already discussed are mechanisms through which
extraneous metastable-atom beam gain or loss
can occur. The gain mechanisms include multiple
collisions, scattering by background gas, and .
collisions with surfaces., The loss mechanisms
include all of these plus any effects due to stray
electric or magnetic fields.

The probability for multiple scattering in the
(background-gas corrected) target was reduced to
low levels through the use of sufficiently low scat-
tering-cell pressures. The closely linear depen-
dence of the metastable-atom signal on target-gas
flow rate was studied for both gases at various
energies. All cross-section data were taken at
gas flow rates below those producing a nonlinear
contribution to the pressure dependence of 4%.

Stray electric fields inside the apparatus were
guarded against by the shielding of all insulating
surfaces from the beam, All electrical cables
were also shielded. The ultrahigh base vacuum
achieved through the use of mercury diffusion
pumping made charged insulating surface layers
unlikely.

The apparatus was made of nonmagnetic materi-



124 JAMES E. BAYFIELD 182

als except for the photomultiplier and mass ana-
lyzer. Measurements of the magnetic field along
the beam axis showed that the metastable-atom
beam was exposed to no magnetic fields other
than the fringe field of the photomultiplier and the
earth’s magnetic field. The ion beam in the col-
limation region was exposed to both a fringe field
from the mass-analyzer magnet and the earth’s
magnetic field. The effect of these latter fields
was to necessitate a small amount of electrostatic
beam steering in the collimation region. This
was done using plane-parallel deflection plates.
The voltages on these plates were adjusted so as
to maximize the neutral-atom beam signal re-
ceived at the detector end of the apparatus. This
insured that the atom beam produced by scattering
in the target proper was correctly directed. The
steering voltages used were so small that defocus-
ing of the ion beam was insignificant.

The angular distribution of the scattered fast-
atom beam was studied. A horizontal slit was
placed in front of the fast particle detectors
mounted on the vertical motion translator. The
slit possessed dimensions 0,17%1,26 cm, and was
258 cm from the center of the scattering target.
The metastable-atom and neutral-atom signals
(gas in minus gas bypass) were simultaneously re-
corded as the detector assembly (with slit) was
scanned across the beam. The scans were taken
out as far as the 1% signal level, except below
5 keV, where the signal was sometimes lost in
the background at the 5 to 10% level.

At energies above 20 keV, both metastable and
total neutral-atom angular distributions were
found to be essentially the same as the incident
proton distribution, the added angular spread
being less than 0.01°. At lower energies, both
neutral-beam distributions broadened as energy
was reduced; the broadening of the metastable
beam was somewhat greater than that for the to-
tal neutral beam. The broadest distributions were
found for H, at 3 keV; here the neutral-atom beam
pattern possessed a full width at 10% of maximum
of 0.13°. The corresponding value for the meta-
stable beam was 0.17°,

The observations made on the angular spreads
are in general agreement with those for total neu-
tral atoms by McClure®® and by Wittkower, Rose,
Bastide, and Brooks.* The presently observed
differences between the metastable and total-neu-
tral distributions are in themselves interesting;
this matter might be pursued with higher angular
resolution and lower energy beams.

The scattering cell described in Sec. B trans-
mitted all fast scattered particles that had under-
gone deflections out of the incident beam of no
more than 0.18 +0.01°. The optical alignment
procedure used reproducibly defined the beam axis
to within+ 0.006°. Motion of the apparatus during
chamber evacuation was measured to distort the

beam axis by less than 0.005°. Every aperture
beyond the scattering-cell exit slit transmitted

all particles leaving the scattering cell. Hence
the loss of scattered beam particles was insignif-
icant, except below 5 keV where it reached values
perhaps as high as 20%. Corrections based on the
measured angular distributions were made to the

TABLE I. Measured cross-section values for o, (Hp)
and 09 (Ar). The stated uncertainties are for the en-
ergy dependence. The absolute magnitude of oy s(Ar) is
best obtained by normalization to 0.29 x 0.07 A2 at 20
keV (see text).

Proton energy 09 ¢(Hog) g95(Ar)
(keV) 9] )
2.0+0.2 0.03 +0.03 0.10 =0.03
4.0 0.056 = 0.013 0.086 = 0.016
6.0 0.081+0.010 0.067 + 0,013
8.0 0.086 + 0.009 0.135+ 0.020
10.0 0.107 £ 0.017 0.21 +0.025
15.0 0.162 + 0.022 0.31 +0.020
20.0 0.23 +0.017 0.31 +0.025
30.0 0.27 £0.020 0.28 +=0.030
50.0 0.180+0.019 0.182 + 0.022
70.0 0.091 +0.009 0.125+0.015
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FIG. 6. The cross section 0g4(Hy) for the process
H*+H,—H(2s) + Hy . @ Present data; — Ryding, Witt-
kower, and Gilbody, normalized to the present value at
50 keV; --- Domnally, Richard and Sawyer; ¢ Sellin.
The error bars contain all sources of uncertainty except
for an uncertainty of +55% in the cross-section scale
associated with the efficiency for H(2s) detection. The
cross section oy a(Hz) for the process H' + Hy— Ly a
as measured by Van Zyl, Jaecks, Pretzer, and Geballe
is shown for comparison.
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cross-section values at the lowest energies.

The collision of fast protons or hydrogen atoms
with metallic surfaces is known to produce size-
able amounts of light. 353 Definite evidence of
this was found in the present experiments. It was
necessary to stop the deflected ions in the ion-re-
moval region by collisions at normal incidence
with a surface not viewed by the detector assem-
bly. In addition, a good portion of the background
light signal observed with the prequench voltage
on was due to the stopping of the fast neutral atoms
at the neutral detector collection plate. Back-
ground signals of this type were eliminated
through definition of the metastable signal as pre-
quench on minus prequench off.

III. RESULTS AND DISCUSSION

The results of the experiment for H* +H, are
shown in Fig. 6. (See also Table I.) The error
bars shown include all uncertainties affecting the
energy dependence of the cross section. The
error in the absolute value of the cross section
must include the additional +55% uncertainty in the
metastable-atom detection efficiency 7*. The
larger error bars below 5 keV arise from rela-
tively poor signal-to-background ratios coupled
with some uncertainty in the fraction of metasta-
bles lost at scattering angles greater than 0.18°,

The original work on 094(Hg) of Madansky and
Owen! indicated that the cross section®” was at
least 0.01 A% at 10 keV. Following their work,
experiments were conducted by Christofori and
co-workers between 8 and 40 keV.2 They used an
incident hydrogen-ion beam (of mixed composition)
obtained directly from a gas discharge; the ex-
ternal quenching method was employed under con-
ditions of small solid-angle acceptance. Their
cross section possessed a maximum near 25 keV,
and a magnitude of 0.025 A? at 15 keV. This was
in marked disagreement with a value of 0.2 A? ob-
tained by Sellin® at the single energy of 15 keV.
The present data supports Sellin’s work. 38

Figure 6 shows smooth curves drawn through
the data of Ryding, Wittkower, and Gilbody* ob-
tained above 43 keV, and the preliminary data of
Donnally, Richard, and Sawyer® obtained below
3 keV. The relative eross-section data of the
former group has been normalized to the present
value at 50 keV. Within experimental error, all
data presented in Fig. 6 are in agreement.

The cross section 09g(Hg) is found to have a
principal maximum at 30 keV and secondary
structure near 6.5 keV. The secondary structure
lies near the maximum in the total charge-trans-
fer cross section 0,,(H,) which occurs in the re-
gion 7 to 9 keV.?° This suggests that the two-step
process

H 4+ H,~H(1s)+ H] ~H(2s)+H]

may be involved in some meaningful way. The
importance of intermediate states has already
been indicated in the cases of 0gg(He) and 094 (Ne),
both experimentally’” and theoretically.® On the
other hand, the cross section for total Ly « pro-
duction in H*-H, collisions (see Fig. 6) has been
found?*! to possess a similar low-energy structure
at about 2 keV, considerably below the maximum
in 0,((H,). Thus the relevance of a simple two-
step process is, in general, uncertain; the ob-
served partially resolved shape resonance may
well be due to some other mechanism.

The presently obtained external-quenching data
for H" + Ar is presented in Fig. 7. (See also Ta-
ble I.) The error bars have the same meaning as
for H*+H,. The low-energy maximum in 094(Ar)
evident in the earlier internal-quenching data has
been confirmed. As in H,, this maximum occurs
near the peak of the total charge-transfer cross
section; an interpretation in terms of two-step
processes is possible.

The agreement of the present data with the ab-
solute internal-quenching measurements of An-
dreev, Ankudinov, and Bobashev® is excellent for
energies between 10 and 30 keV, as is the agree-
ment with the low-energy data.? Within experi-
mental errors, the value of the cross section
095 (Ar) obtained by Jaecks, Van Zyl, and Geballe®
at any one energy is in agreement with the corre-
sponding data point obtained here. There does
however exist some apparent disagreement in the
energy dependence. This cannot be completely
removed by either a shift in the energy scale or a
multiplicative change in the cross-section scale.
It can be concluded from the argon data of Fig. 7
that any differences in the cross-section values
obtained using internal and external quenching are

Lo
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FIG. 7. The cross section Uzs(Ar) for the process
H*+Ar—H(2s) +Ar". @ Present data; — Andreev,
Ankudinov and Bobashev; .... Jaecks, Van Zyl, and
Geballe; --- Donnally, Richard, and Sawyer. The error
bars have the same meaning as in Fig. 6.
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at present masked by systematic errors and are
small.

An important aspect of the three experiments on
argon is that they constitute almost-independent
measurements of absolute cross-section values.
The techniques used in each case were based upon
accepted procedures for calibrating Ly-o detec-
tors. The method employed by Andreev et al.
(estimated error +20%) depended on the sensitiv-
ity of a windowless nitric oxide ionization cham-
ber installed on their apparatus. The ionization
efficiency of NO at Ly & has been extensively
studied® and is believed known to within + 5%.

The data of Jaecks et al. (estimated error +50%)
was taken using an iodine-vapor-filled photon
counter with windows and an O, gas wavelength fil-
ter. Through measurements of the cross section
for e+H, - Ly a, the sensitivity of their detector
can be related to the calibration of a different I,
counter used by Brackman, Fite, and Hagen.®
The latter compared the sensitivity of two counters
of similar geometry, the one containing I, and the
other containing NO. The present data is based on
the photoelectric effect for tungsten, itself com-
pared to the photo-ionization efficiency of NO and
of the inert gases. %> 3°

Thus three relatively accurate determinations
of absolute cross-section values for 0g¢(Ar) are
now available, The value 09¢(Ar)=0.29+0.07 A?
at 20 keV should provide a good calibration point
for future experiments.
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APPENDIX: THE H(2s) DETECTION EFFICIENCY

Let z=0 denote the position of the target exit
slit along the beam axis. We use cylindrical co-
ordinates and, for simplicity, we assume axial
symmetry. We also assume atom trajectories
parallel to the Z axis. Let w(p, z) be the transi-
tion probability for the quenching of a metastable
atom residing at the point(p, z) along the beam.
The loss of metastable atoms in the increment dz
becomes

dN*=—w(p,z)N*(p, z)dt
=-w(p,2)N*(p, z)az /v (8)
which implies that
N*(p,z)

=N*(p, 0) exp[- v"lfzw(p,z')dz’]. 9)

Here v is taken as the mean velocity of the initial
proton beam; the spread in proton velocities and
the momentum transfer in the collision are a
small fraction of the mean velocity and are there-
fore ignored. Let n(p, z) be the over-all efficien-
cy of the detection system for detecting a quenched
metastable atom at the point (p, z). The increase
dB in a signal resulting from dN* is then

dB=[N*(p,0)/v] 1 (p,2)w(p, z)
xexp[~- v~! zw(p,z')dz']dz . (10)

The quantity w(p, z) has contributions only from
field quenching. Thus?®

W(p, z)
2¢(p, z)

={T2pl:1+(1-[1+£2(p’z)]1/2>2:l}—1, (11)

where T9p is the field-free lifetime of the 2p state
of hydrogen, £(p,z)=F(p,z)/475, and F(p,z) is
the strength of the net electric field at the point
(p,z) in V/cm (for the prequench field off). When

F(p,2)<475 V/em, w(p,z) z€2(p’z)72p..1 )

We define the detection region as that region
z, Sz <z,, wherein both 7(p, z) and the quenching
field are nonzero. The geometry chosen in the
experiment insured that F(p, z) was significantly
nonzero only in the ion removal and detection re-
gions, and that these regions did not overlap.
Assume w(p, z) is independent of p in the ion-re-
moval region. In this case

n* [“N*(p, 0) pdp =7a*B
1]
=(Q/v) j(')“N*(p,o) f;lzn (p, 2)w(p, 2)
xexp[- v~! fzzzw(p,z’)dz']dzpdp, (12)

where the ion-removal quenching loss @y is a
measured quantity, and a is the beam radius.

Further evaluation of B requires a detailed
knowledge of 7(p, z) and F(p, z) inside the detec-
tion region. The quantity 7(p, z) depends on (p, z)
for several reasons: (1) the spatial dependence
of the photomultiplier photoelectron collection
efficiency 7.(p,2); (2) the small variation 7,(p,2)
of the mean photocathode quantum efficiency 7,
with incident photon direction; (3) the solid angle
Q(p, z) subtended by the cathode at the point z;
(4) the transmission 77 of the multiplier grid;
and (5) the fraction 7, of the multiplier output
pulses actually counted. The quenching field
F(p,z) includes the contribution due to the photo-
multiplier fringe magnetic field.

Consider the limiting case of a uniform quench-
ing field confined to a small region Az lying a
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large distance d from the photocathode. If con-
stant values are taken for 7, and Nps then we ob-
tain the usual result:

T QT ~w(F)Az/v)

(13)

This equation was a reasonably good approxima-
tion in the case of the present experiment, as was
verified through numerical calculations based
upon the more general expression.

Some numerical computations of 7* were made
for various possible quench field electrodes, in-
cluding two apertures and two semiplanes with a
gap in between. The dependence of the field on
polar angle was included. Integrations over the
finite diameter of the beam were performed using
the actual beam distribution; the measurement of
this distribution is discussed in Sec. D.

wnpnchnen(l-e

The calculations of 7* included the effects of
multiplier magnetic-field quenching; when the
spatial distribution of the magnetic field was in-
cluded, the result changed by about 4%. It was
found that 7* did not strongly depend on quench
electrode type, given that, (1) the electrode
spacing was a little larger than the beam diame-
ter; (2) the electrode dimension along the beam
direction was kept below 0.5 cm; and (3) the
quench voltage was operated a little below the
saturation value. These three conditions result
in minimized quenching in front of the photo-
cathode while simultaneously taking advantage of
the exp(—%F?2) field dependence to maximize the
quenching above the center of the cathode. The
spread in values of 7* under these conditions
was +20%, depending on the electrode configura-
tion chosen,
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A formal theory of resonances is presented in the Feshbach formalism with the use of more
general projection operators and the relationship with other resonance formulations is clar-
ified. The resonance position and true width are defined. They depend upon the background,
or potential, scattering. An attempt is made to define the resonance state without using a
“preconceived notion” of its structure. The attempt is not totally successful but the resultant
equation is shown to be useful in obtaining corrections to other resonance formulations.

1. INTRODUCTION

Phenomenological descriptions of resonances
in the scattering of a particle by a bound group
of particles have existed for some time.! It is
only recently that any real attempt at an a priori
calculation of the resonance parameters has been
attempted.? There have been widely differing
techniques applied to the problem of the calcula-
tion of the resonance state but the relationship
between them is not completely clear. Indeed it
will be shown that the definition of this resonance
state is not unique.

The current description of resonances breaks
them into at least two categories; the first, the

closed channel, or Feshbach, resonances has a
resonance state which is crudely describable as

a particle bound to the target in an excited state
which is energetically closed. The second cate-
gory, open channel, shape, or potential reso-
nances, is crudely describable as a particle bound
to the target in the ground state or to an excited
state which is energetically open. Characteris-
tically the resonance of the first class usually
occurs at an energy just below the energy of the
closed channel with a narrow width while those

of the second class appear at an energy just above
the open-channel bound state with a much broader
width. Many examples of closed-channel reso-
nances are available in the case of electron-atom



