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Thick-target excitation functions were measured for the reactions Co"(P, uii)Fe56, Co' (p, n&)Fe56,
Co5 (p) a2) Fe' Mn" (P, np) Cr" Mn" (P) ng) Cr" and Ni" (P np) Co" at two or more angles for proton
bombarding energies 6-13.5 MeV. The Fe'6(a, po)Co'9 reaction was studied at n-particle bombarding
energies of 12—18.5 MeV. These measurements were used to determine the parameters in three djgerent
level-density formulas which were thought to be reasonable candidates to describe the level densities of
the residual nuclei. In addition, the experimental values of the cross sections to isolated levels were used
in conjunction with available values of the level width F from cross-section fluctuation measurements to
determine level densities of compound nuclei at about 20-MeV excitation energy. The absolute. values
and energy dependence of the nuclear level density in the excitation energy range 0—20 MeV investigated
for several nuclei agree with a back-shifted Fermi gas model. The constant-temperature model gjves a
reasonable fit to the level density in the energy range 0—10 MeV but fails at higher excitation energies.
The conventional shifted Fermi gas model does not reproduce the energy dependence and absolute values
of the various experimental level densities for any value of the level-density parameter a.

I. INTRODUCTION

BSOLUTE cross sections for formation of isolated
.L residual levels in compound-nucleus reactions can

be used for determination of nuclear level densities in
two ways.

First, as pointed out by Ericson, ' such measurements
can be used to determine the values of the level density
of the various residual nuclei formed in the reaction
under consideration. As the cross section for formation
of any particular level is governed by the competition
of decay probability through this selected reaction
channel to that for all other channels, the number of
competing channels can be determined from the cross
section of a single level. This number of effective com-
peting reaction channels is directly related to the level
densities of all the residual nuclei, the appropriate
reaction Q values, and the transmission coefficients for
the various emitted particles. Therefore, measurements
of the absolute cross sections for isolated final leve]s as
a function of bombarding energy give the energy
dependence and absolute values of the level densities
of the residual nuclei, ' whereas the usual statistical
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analysis of the spectra of emitted particles gives only
the energy dependence of the level density and not the
absolute values. Furthermore, information about the
spin cutoG factor r of the residual nuclei can be ob-
tained from the angular distributions of particles
populating the isolated levels. Since the level density
depends weakly on 0, it is necessary to-determine this
quantity only qualitatively. The determination of the
level densities of residual nuclei is treated in Sec. III.

Second, absolute cross sections to isolated levels can
be used in conjunction with available values of the level
width I from cross-section Quctuation measurements
to determine level densities of compound nuclei. This
technique leads to an estimate of the nuclear level den-
sity at excitation energies in the neighborhood of
20 MeV. '4 The determination of the level densities of
compound nuclei at these high excitation energies is
treated in Sec. IV.

The purpose of the present paper is (a) to report
some experimental measurements of excitation func-
tions of reactions populating isolated levels; (b) to
derive level densities from these and other data from
the literature by the two methods discussed above, and
(c) to test the validity of these methods in the energy
range where other independent data on level densities
are available.

II. MEASUREMENT OF EXCITATION FUNCTIONS

Excitation functions were measured for the reactions
Co"(p, ns) Fe", Co"(p, rrt) Fe" Co"(p, as) Fe" Fe"-

'H. K. Vonach and J. R. Huizenga, Phys. Rev. 138, B1372
(1965).' A. Richter, W. von Witsch, P. von Brentano, O. Hausser, andT. Mayer-Kuckuk, Phys. Letters 14, 121 (1965).
Ii49



HUIZZNGA, VONACH, KATSANOS, GOR. SKI, AND STEPHAN

l.0

Co»rp, a, )Fe5~

90

~~ al
6

~p

Ml

e

''O
eP~

0

a Experiment l
~ Experiment 2
e H.Ogotc et cL

gv

~ 4

'E 'i
~

I I

7.0 8.0 9.0 l@3 ll.0
I

Q.0
I I

13.0 l4.0

Incident Proton Energy (MeV)

Fzo. 1. DiGerential cross section (90') as a function of proton
bombarding energy for the Co"(p, n0) Fe" reaction. The lines are
theoretical calculations of the energy-dependent differential cross
section LEq. (1)7 with various choices of the level-density param-
eters. The parameter u is the level-density parameter of Eq. (7) .
The values of 5 are given in the order 6, A~, and 6„,where these
values corrcspond to an excitation energy shift in Eq. P} for
the residual nuclei formed by a, proton, and neutron emission,
respectively. In this 6gure, these residual nuclei are Fe", Co'9, and
Ni», respectively. Those lines identified by C. T. are constant-
temperature calculations fEq. (9)). In the constant-temperature
calculations, absolute values of 6 are not needed, only diGerences,
such as n„—a, etc. The two types of level densities LEqs. (7)
and (9)j give equally good 6ts to the experimental data for the
parameters u=A/10. 8 MeV ~, 6 =—0.5, 6„=—2.0, and 6„=—2.0 MeV fEq. (7)g and T= 1.5 MeV with a constant of 2.92
LEq. (9)g. Experiments 1 and 2 were performed about 1 year
apart and the results are shovrn as difkrent symbols to indicate
the degree of reproducibility.

(cr, pe) Co», Muss(p, ao) Crss, Mns'(p, rrt) Crss, and Ni"-

(p, rro) Coss at two or more angles.
Protons and 0. particles accelerated in the Argonne

tandem Van de Graaff were used to bombard metallic
target foils of Co~9, Fe+, Mn~~, and N162 of 1.0, 0.50, 0.77
and 0.96 mg/cm' thickness, respectively. Energy spectra
of the emitted 0. yarticles were measured. with surface-
barrier detectors which were located 3—4 in. from the
target. The bias on each solid-state detector was
adjusted. to give a response depth slightly greater than
the range of the most energetic reaction a particle.
Kith this operating condition, proton pulses were
below 5 MeV. Deuterons and tritons were limited to
energies less than 5 MeV by Q-value restrictions. The
energy resolution of the detectors was about 50keV.
The experimental widths of the o; peaks populating the
ground and Grst excited levels are mainly due to the
target thickness. Energy spectra of the emitted protons
were measured with (dE/dX)-E solid-state counter
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FxG. 2. BiGerential cross section (90') as a function of proton
bombarding energy for the Co6'(p, a1)Fe'6 and Co'9(p, aq)Fe"
reactions. The points are experimental values and the lines repre-
sent theoretical values. Solid lines represent 6ts arith Fermi gas
calculations for e A/10. 8 MeV-~ and 6, 5„, and d„equal to—0.5, —2.0, and —2.0 MeV, respectively. The dashed lines are
theoretical 6ts to the data arith constant-temperature calculations.
See caption of Fig. 1.

6 H. Ogata, H. Itoh, Y.Masuda, K. Takamatsu, M. Kavrashima,
A. Masaike, and I. Kumahe, J.Phys. Soc. Japan 15, 1726 (1960).

telescopes in order to separate the protons from the
0. particles.

The experimental differential cross sections as a
function of energy for several reactions are shown in
Figs. 1—9. The total cross sections for the Mn~(p, as)
and Mn~(p, crt) reactions were calculated with the
assumption of symmetry about 90' and the results are
plotted in Fig. 6 along with the measurements of Ogata
eE 4.' The absolute cross sections are believed to be
accurate to about 10%.A large part of this error arises
from the uncertainty in the effective target thickness
(target thickness corrected for the angle between the
target and the beam direction) .

There are irregular Quctuations in some of the
excitation functions shown in Figs. 1—9, especially those
for the ao group at 170'. These irregularities are prob-
ably due to Ericson Quctuations which may be con-
siderable even for thick targets (30-60keV for the
bombarding protons) .The use of thicker targets makes
it dificult to resolve the various O.-particle groups. The
dependence of the amplitude of the Quctuations on
angle and spin of the 6nal state, as well as the con-
siderable damping of the Quctuations in the angle
integrated cross sections (Fig. 6), agree qualitatively
with Quctuation theory. However, these small Quctua-
tions are unimportant to the over-all energy dependence
of the excitation functions.
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Fn. 5. Same as caption for Fig. 4 except the angle is changed,
to 170'.
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FIG. 4. Differential cross section (90') as a function of a-particle
bombarding energy for the Fe«(~, po) Co'9 reaction. The solid
line represents a 6t with a Fermi gas calculation for u= A/10. 8
MeV-' and 6 (Fe"),A~(Co'9), and b„,(Ni'9) equal to —0.5, —2.0,
and —2.0 MeV, respectively. The dashed line is a Gt with the
constant-temperature theory for T=1.5 MeV and a constant of
2.92.
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Fxo. 6. Total cross st'ction (in mb) as a function of proton
bombarding energy for the Mn" (p, ao) Crb~ and Mnbb(p, ~)Crg
reactions. Theoretical cross sections for various level-density
parameters are shown. Best agreement between experiment and
theory is obtained for T- 1.6 MeV with the constant-temperature
formalism and a=A/10. 'IS MeV r and rl„h~, and 6 eqnai to
0, —1,5, and -1.$ MeV, respectively, for the Fermi gas theory.
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are increasing exponentially, and hence the cross section
to a particular Anal level decreases. If one corrects these

. excitation functions for the energy dependence of the
total reaction cross section as well as the energy
dependence of the transmission coeKcients of the
particles reaching the isolated level, an average tem-
perature of the residual nuclei can be extracted from the
excitation functions of Figs. 1-9. These temperatures
agree qualitatively with those deduced by conventional
methods. For example, in the Mn"(p, nb) and Mn"-
(P, ni) reactions a temperature of 1.4—1.6 MeV is
deduced for Fe"

f most of the cross section is in the
(p, 22) reactionj.

g 0.010

~ +o

III. DETERMINATION OF LEVEL DENSITY AND
SPIN CUTOFF FACTOR d OF

RESIDUAL NUCLEI

A. Theory
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FIG. 7. Difterential cross section (90') as a function of proton
bombarding energy for the Mn~'{p, 0,0) Cr"' and Mn" (p, o&) Cr"
reactions. See caption of Fig. 6.

According to the statistical theory of nuclear reac-
tions, ' the differential cross section for a reaction
A (a, b) 8 at a fixed bombarding energy bi, which leads
to a. definite final sta.te of angular momentum /g, parity
m&, and excitation energy U& in the residual nucleus 8,
can be expressed in the following way:

The exponential decrease in the cross section to an
isolated final level with increasing energy is qualita-
tively in agreement with the prediction of compound-
nucleus theory. The level densities of the residual nuclei

(do~/dQ) (Is, 2', IJii) 8) = Q Ar, I'i, (cos8), (1)
I'even

where

4 ( 1) Iali(&1) Ibl (& )2Z2(llJliJl S1I)Z(l2Jl2Jj S2L)

4&,2(2I&+1) (2I,+1) si, ii,s, i2,z G( J)
+B' max J+&2' S2'+IB'

d~' Z ~, '(') Z Z
gl p l2 $2 =IJ-L2 I IBI~IS2 —IB I

222= (—) '~+'2

S—7f $7l 2)

(3)

(4)

(3)

IJs' z
—21+Qab'

The quantities Ig, I,J, I~, and It, are the spins of the
target, projectile, compound nucleus, residual nucleus,
and emitted particle, respectively; 5& and S~ are the
channel spins in the incident and outgoing channels,
respectively; l& and l2 are the orbital angula, r momenta
of the incident and outgoing particles, respectively;
k ~is the wave number of the incident particles; I'I,
(cos8) is the Legendre polynomial of order I.; T,&, (21)
and Tbib(~2) are transmission coeKcients for the pro-
jectile agd. the emitted particle, respectively, with total
energies in the c.m. systems (channel energies) of fi
and 22, Z(liJliJ, S,I) and Z(l2Jl2J, S2I) are the so-

called Z coeKcients and are de6ned as sums of products
of Racah and Clebsch-Gordan coefficients' (we make
the random sign assumption which impHes that I. is
even and that the angular distribution is symmetric
about 90 ). ps (U'22, Iii, 2r22 ) is the energy and spin-
dependent density of levels of one parity of the residual
nucleus formed by the emission of particle 6' with
channel energy e2', and the sum over b' refers to the
sum over all the difFerent types of emitted particles.
The quantities x~ and x2 are the parities of the entrance

~ A. C. Douglas and N. MacDonald, Nucl. Phys. 13, 382 (1959).
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and exit channels, respectively. It should be em-
phasized that Eq. (1) is valid only for comparison
with "thick-target" experiments, where the energy
interval in the compound nucleus is large enough to
completely damp the fluctuations and validate the
random sign assumption.

As can. be seen from Eqs. (1)—(3), the differential
cross section of an isolated level in a single residual
nucleus depends on the level densities (.f all residual
nuclei formed in the interaction between a particular
projectile and target. For the energies considered in
this paper, only the residual nuclei formed by emission
of neutrons, protons, and a particles need be considered.
In some cases, one of the reactions (usually neutron.
emission) dominates and the level density of one
particular nucleus is determined.

The transmission coeKcients of the entrance and exit
channels were calculated with an AsAcUs II computer
program. Optical-model parameters employed were
those of Percy' for protons, Huizenga and Igo' for e
particles, and Bjorklund and Fernbach' for neutrons.
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B. Calculation of Excitation Functions for Various
Level Densities

Calculations of the theoretical diGerential cross
sections as a function of angle and projectile bombard-

Hn's(p, a) Cr
0.77mg cm ~target thickness
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FIG. 9. Differential cross section (90') as a function of proton
bombarding energy for the Ni" (p, ap) Co'9 reaction. The experi-
mental data are reasonably well 6tted with a Fermi gas calculation
for @=A j10 MeV ' and 6 (Co'9), h„(Ni62), and d„(Cu6') equal
to —1.5, 0 and —3.0 MeV, respectively, and with a constant-
temperature calculation for 7=1.3 MeV and a constant of 7.0.
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FIG. 8. Same as caption for Fig. 7 except the angle is changed
to 170'.

' F. G. Percy, Phys. Rev. 131, 745 (1963).
8 J. R. Huizenga and G. Igo, Nucl. Phys. 29, 462 (1962).
9 F. Bjorklund and S. Fernbach, Phys. Rev. 109, 1295 (1958).

ing energy were performed with Eqs. (1)—(3) for
diGerent forms of the level density. In the calculation of
the theoretical diGerential cross section, it is assumed
that for each total angular momentum the formation
and decay cross sections are independent of each other.
Assuming the transmission coeScients of the entrance
and exit channels are given by an optical model, the
remaining unknowns in Eqs. (1)—(3) are the level
densities of the residual nuclei. DiGerent forms of the
level densities of the residual nuclei were inserted into
Eq. (3) and the level-density parameters of each of
these diGerent level-density equations were determined
by-optimizing each Gt between the theoretical and
experimental excitation functions. The following three
forms of the level density were used.

1. Shifted Fermi Gus Leve/ Density for Levels of Spi~ J
and One Purity x at Excitation Energy U

(1/4842) 5'a"'(2J+ 1)
a'»(U+t a)&-p(U, J, ~)=

X exp 2a'»(U —g)'»—J( 7+1)
20

where a, 9, t, and 5 are the level-density parameter,
moment of inertia, thermodynamic temperature, and
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The level density of each residual nucleus b is given by

(2J+1)
pg U, J;7r =c

IO—9—8-
tLJ T—

-2 I 2 5 4
EXCITATIQN ENERGY t MeV)

Pro. 10. Level density (levels/MeV} is plotted as a function
of excitation energy, vrhere the experimental data are obtained by
counting of levels resolved arith a magnetic spectrograph.

Z. Buck Shifted Fer-mi Gus Leeet Density for Leeets of
Spin J and One Purity s at Excitation Energy U

Again the level density is given by Eq. P); however,
the Fermi gas energy scale is shifted. In the limiting
case, the 6 values are reduced by twice the energy
di6'erence between the odd and odd-mass nuclear sur-
faces such that 5 is now zero for even nuclei and cor-
respondingly less for odd-mass and, odd nuclei (negative
values in both cases). In less extreme cases, 6 for even
nuclei is still positive. This form of the level density has
been proposed'0" as an empirical description of the
level density over the whole energy range 0-20 MeV and
seems to give a reasonable Gt to experimental data over
this energy range. "

"D. %.Lang and K. J.LeCouteur, Nucl. Phys. 14, 21 (1959}.
"A. A. Katsanos, Argonne National Laboratory Report No.

ANL-7289, 1967 (unpublished) .

pairing energy parameter, respectively. The spin cutoG
parameter o =N/fP, where a nuclear radius of 1.2A'@ F
is assumed in the computation of d. In the shifted.
Fermi gas model, the pairing energy is zero, 6, and 2d,
for odd, odd-mass, and even nuclei, respectively (6
is a positive quantity). Although this form of the level
density seriously underestimates the level density at
low excitation energies, it has been used frequently in
statistical model calculations and results with this
model are included to indicate its inadequacy.

U+ (5 —4,) J(7+1)
&( exp —,8

where (6„—h~) is the energy difference in the d, 's of the
nucleus formed by neutron emission and the nucleus
formed by emission of particles of type b. This form of
the level density requires only difkrences in 6's;
however, the constant c has to be determined from
experimental data such as the known levels determin. ed
from magnetic spectrographs. The total level density
of the residual nucleus formed by emission of particles
h, pq(U), is given by

p~(U) =2c emILU+(~. &)]IT—I (9)
where the constants c of Eqs. (g) and (9) are identical.
The nuclear temperature T an.d the parameters
(S —Q) and the constant can. be estimated from ex-
perimental data as mentioned above and illustrated in
Fig. j.0. This form of the level density gives good 6ts
to the experimental data in the low-excitation-energy
region (0-10 MeV).

C. Results and Discussions of Calculations arith Various
Level Densities

Two kinds of calculations were performed with the
above three forms of the nuclear level density. First,
the various level-density parameters were varied with
the assumption of a rigid-body moment of inertia in
order to obtain the best agreement between the cal-
culated and experimental excitation functions. Second,
a,n estimate of the magnitude of the deviation from the
rigid-body moment of inertia is obtained by comparison
of the calculated and experimental angular distributions
at particular energies with the above level™density
parameters and a variable moment of inertia. To obtain
the same absolute cross sections with, for example, a
half-rlgld-body moment of lnel tla lt ls necessary to
reduce slightly the level-density parameter a.

Comparisons of the experimental data with theo-
retical calculations based on a compound-nucleus
mechanism for the assumption of a rigid-body moment
of inertia are shown in Figs. I—9. In, Figs. I and 3, it is
shown that the shifted Fermi gas level density (Sec.
III 3 1) gives too steep a slope to the energy-dependent
cross section. The values of 6 for the shifted Fermi gas
level density for the residual nuclei are 6 =3.0 MeV
(Fe"), 2~=1.5 MeV (Co'9), and 8„=1.5 MeV (¹i").
As the level-density parameter a is increased, the cal-
culated cross sections are reduced but the energy
dependence is entirely wrong.
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Fxe. 11. DHkrential cross section as a function of angle for the Mn" (p, a0) Cr", Mn'"' (p, ai) Cr", and Mn" (p, 0.2) Cr" reactions.
The solid and dashed lines are theoretical 6ts for the Fermi gas model with rigid and half-rigid moments of inertia, respectively. The
level-density parameters are those determined in previous figures.

The calculated cross sections and their energy
dependence can be brought into agreement with experi-
mental cross sections for the Co"(p, ao) reaction with
either the back-shifted Fermi gas (Sec. Iii 8 Z) or the
constant-temperature level density (Sec. III 33) as
shown in Pigs. 1 and 3. The best fit with the back-
shifted Fermi gas gives level-density parameters u=
A/10. 8, 6 (Few) = —0.5 5 (Co'I) = —2 0 and
5„(Ni")=—2.0 MeV. An almost equivalent fit is
obtained with a constant-temperature level density
with 2 =1.5 and c of Kq. (9) equal to 2.92. As men-
tioned earlier, the constant-temperature level density
requires only differences in 6 quantities, such as
5„—5„and these differences are taken from the level-
density plots directly as illustrated in Fig. 10. Several
other less desirable 6ts are shown also in Figs. 1 and 3.

With the back-shifted Fermi gas La=A/10. 8,
6 (Fe ') =—0.5, 6~(Co")=—2.0MeV, and&(Nit ) =
—2.0 MeVj and the constant-temperature level density
(7=1.5 MeV), excellent agreement is obtained with
the experimental data for the Co'I(p, at) and Co't(p, ~I)
reactions (Fig. 2) and the Fe"(a, p0) reaction (Figs.
4 and 5) . Calculations with the other parameters shown
in Figs. 1 and 3 again give unsatisfactory 6ts.

In Fig. 6, theoretical ftts to the Mn~{p, ~) and
Mn"(p, at) reactions are shown. The best fits were
obtained with the parameter a=A/10. 75, h, (Crt') =
0.0MeV, 6„(Mn~) =—1.5, and d,„(Fe ) = —1.5 MeV
for the back-shifted Ferxni gas and T= 1.6 MeV for the

constant-temperature level density with c=2.0. Com-
parisons between calculation and experiment for the
Mntt(p, ao) and Mntt(p, nt) reactions at 90' and 170'
are shown in Figs. 7 and 8, respectively. ln the constant-
temperature model, there is some ambiguity in the
determination of the temperature T and the constant
c of Kq. (9) . For example, the cross sections of Figs. 1—5
can be 6t almost as well with T= 1.3 and c= 1.46 for
Ni~' and the cross sections of Figs. 6—8 can be 6t almost
as well with T=1.4 and c=1.0 for Fe~. Although the
cross-section 6ts with these latter parameters are poorer,
the agreement between the derived level. densities and
level count data are slightly better.

A comparison between experiment and theory for
the Ni" (p, ~) reaction is shown in Fig. 9.The data are
insu6icient to draw any arm conclusions, although the
back-shifted Fermi gas level density with a=A/10. 0,
6,(Co")=—1.5 MeV, 5,(Ni") =0, and d„(Cu")=
—3.0MeV gives a reasonable fit to the three data
points.

Angular distributions were calculated for the Mn~-

(p) cg) q Mll (p~ At) p and Mll (pp At) 1eactlolls wltll
full- and half-rigid-body moments of inertia. The level-
density parameters were those obtained from the
fitting of the excitation functions with the back-shifted
Fermi gas. From Fig. 11, it can be seen that the ex-
perimental data favor a reduced moment of inertia.
Angular distributions were calculated also for the
Cll (P, ~), Cl~(P, at), and Clm(P, at) reactions with
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density for two values of the moment of inertia, the rigid
and half-rigid values.

The Cl~(p, a) reactions were studied" at a single
bombarding energy. A constant-temperature-type level
density was assumed with the constants adjusted to fit
the values of the level density of the most important
residual nucleus Ar+. The levels of this nucleus are
known up to 7MeV from high-resolution magnetic
spectrograph measurements. "

The fact that the moment of inertia. may be reduced
to one-half the rigid-body moment does not change
significantly our conclusions about the energy depend-
ence of the level density which was derived by compar-
ing calculated and experimental excitation functions
with a rigid moment of inertia. In Fig. I3, we show that
equally good agreement between calculated and experi-
mental excitation functions is obtained with a half-rigid
moment of inertia when the level-density parameter a
is reduced by 6%.

0. 7

I I I I I I

0 20 40 60 80 l00 120 740 760
8C.M.

Frc, 12. Differential cross section as a function of angle for
the CP'(p, u0) S", Cla'(p, a1) S", and Cl (p, a2) S" reactions (see
Ref. 12). Solid and dashed lines are theoretical fits to the experi-
mental data with the constant-temperature model for rigid and
half-rigid moments of inertia.

full- and half-rigid-body moments of inertia. In Fig. 12,
the calculations are compared with experimental
measurements. " Although no quantitative determina-
tion of the moment of inertia is possible from the data
of Figs. 11 and 12, its value appears to range between
the rigid-body value and a half-rigid value or slightly less.
As mentioned earlier the level density is rather insensi-
tive to the moment of inertia, and we calculate the level

where
rg= (Dg, /2m. )G( J),

Do,

(2J+1) expL —J( I+1)/2poPj

(10)

and Do is the spacing of zero spin levels of one parity
and Og is the spin cutoG factor of the compound nucleus
at excitation energy Uc. Substitution of Kqs. (2), (10),
and (11) into Kq. (1) gives

IV. DETERMINATION OF COMPOUND-NUCLEUS
LEVEL DENSITY

A. Theory

The quantity G(J) in Kq. (3) is related to the total
width 1'J. a.nd average spacing Dg, of the compound
levels at excitation energy Uz by'4

8„"(—1)s~s&T,),(pr) Tp), (pp) ZgZpI'L, (cosg)
(13)(2J+1) expL —J( I+1)/2acP]

disap Dp,.8„"(—1)s& s&T,(, (pg) Tp(, (pp) ZrZpPJ. (cosg)
Is) 'rsvp sp 0 Z,

' ' ', . l2
dQ

' ' '
87r(2I@+1)(2I,+1) s&, i&,ss, ~m, z, L I'q(Uc) (2J+1) exp' —J( I+1)/2oc'j

H the quantity rz(Uo) is replaced by an averaged value I', it may be removed from the summation over J
giving the following equation:

80~ I'
(Is, m.s, Us, 8)

dQ Dp, Spr(2I~+1) (2I +1) sqtq, sptpgr, , , , ,

The width I is now defined as a weighted average over
the width I'g of the various compound spin states as
described in Sec. IV B.The weighting factors are define
as the fractional contributions of the various compound
spin states to the cross section for the final state under
consideration. These weighting factors, and therefore
F, are, in principle, dependent on excitation energy,
angle 8, and the spin and parity of the final state. It will
be shown, however, tha. t the dependence of I' on these

' W. von Witsch, P. von Brentano, T. Mayer-Kuckuk, and
A. Richter, Nucl. Phys. 80, 394 (1966).

parameters is very weak. By use of Kq. (13), the spacing
of zero spin levels Do, in the compound nucleus can be
calculated from diGerential cross sections to isolated
levels if both the average width F and spin cutoG factor
o-g of the compound levels are known. Thus, these two
quantities will be considered in more detail in the
following sections.

The level density of the compound nucleus is deter-

"C. H. Holbrow, P. V. Hewka, J. eliza, and R. Middleton,
Nucl. Phys. 79, 505 (1966).

'4T. Ericson, Ann. Phys. (N.Y.) 23, 390 (1963), Eq. A3.4.
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Fxc. 13. Differential cross section (90') as a function of proton
bombarding energy for the Co'9(p, all) Fe" reaction. Fermi gas
theoretical fits illustrate the small change in e when the moment'
of inertia is changed from a rigid to a half-rigid value.

mined in Sec. IV in contrast to the level densities of the
residual nuclei determined in Sec. III. In this section,
we assume that we know the quantity 1' in Eq. (13)
from other experimental measurements. The right-hand
side of Eq. (13) is calculable once optical-model trans-
mission coefFicients are chosen for all the entrance and
exit channels. The differential cross sections on the
left-hand side of Eq. (13) are measured, leaving only
the parameter Do, (which is directly related to the
level density of the compound nucleus) to be deter-
mined.

S. Dependence of I'g on J and Excitation Energy Ug

The J and energy dependence of the width F& are
calculated with Eq. (10) by substituting the value of
G( J) from Eq. (3) and assuming some form for the
level densities of the compound and residual nuclei. As
described in Sec. III 8, the shifted and back-shifted
Fermi gas level densities and a "modi6ed constant-
temperature" level density were used in Eqs. (10) and
(3).The. procedure for calculating F/ with the "modi-
fied constant-temperature" formalism is similar to that
reported' previously where the level densities of the
residual nuclei are decomposed into a constant term
p„(Uc 8„) and ex—ponential terms with constant
temperature

1
see Eq. (3) of Ref. 3j. In the "modified

constant-temperature" formalism the absolute magni-
tude of F/ depends on the evaluation of p (Uc 8, —
Is=0, vr)/pc(Uc, J=O, s) which we have computed
with the three forms of the level density described in
Sec. III B.Plots of F~ as a function of J and excitation
energy U& are shown in Fig. 14 for the back-shifted
Fermi gas model.
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FIG. 14. Spin dependence of the total energy-level width FJ
of ¹i6at two excitation energies. The solid lines were calculated
using, the back-shifted Fermi gas level densities with the param-
eters given in the figure.

C. Spin Cutoff Factor dq of Compound Nuclei

As already pointed cut in Sec. IV A, the spin cut-
oG factor 0.g of the compound nucleus is needed for
a calculation of D0, from the diQ'erential cross sections
and the average level width F. Previously it was
proposed4" that O.g can be determined from experi-
mental angular distributions of cross sections to isolated
final levels according to Eq. (12). However, it can
be seen from Eq. (1) that the differential cross section
do~(IQ s+ UQ 0) jdQ is independent of Oc. The
apparent dependence of the diGerential cross section
on oo in Kq. (12) is, in fact, can.celled by the concealed
oo dependence of F/ according to Kq. (10).Therefore,
no methods are available presently for direct deter-
mination of og at the excitation energies under con-
sideration.

In the mass region of the nuclei investigated in this
paper, the moment of inertia derived from 0 determina-
tions at lower excitation energies is equal to or larger
than half the rigid-body moment. Hence, it seems safe
to assume the same for the higher energies, and to per-
form the calculations with Og values corresponding to
one-half-rigid and rigid-body moments of inertia. The
uncertainty in the moment of inertia introduces an
uncertainty in the average spacing of zero spin levels
of one parity Do, from Eq. (13).However, the com-
pound-nucleus level density is calculated according to
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the relation

pc= 2ocP/Dp, (14)

where pz and Dp are the level density and spacing,
respectively, for both parities. The direct og dependence
of Eq. (14) cancels to a large extent the o.c dependence
of Dp. Therefore, the over-all uncertainty in pz due to a
lack of knowledge of ag is small and in most cases less
than 30%.

D. Calculation of Level Width to Spacing Ratio I'/Dp
from (P, e) Excitation Functions

The right-hand side of Eq. (13) depends on the
quantum numbers I~ and m~ of the populated level in
the residual nucleus, transmission coefBcients of the
entrance and exit channels, and the spin cutoG factor
o.g of the compound nucleus. As information exists on all
of these quantities (see Sec. IV C), it is possible to
evaluate the right-hand side of Eq. (13). The quantity
F/Dp (F/Dp= 2F/Dp, „) can then be computed as a
function of excitation energy Uz if measurements of
do.p/dQ (Is, s.s, Us, 8) are available as a function of
c.m. bombarding energy e~. The excitation energy Ug
and the channel energy e& are related by

Uc= pl+Qa, „ (15)

where Q, ,„is the energy release caused by the capture
of particle a.

r t r t r I r I r I t l l I r

I 5 I6 I 7 I8 19 20 2I 22 23

EXCITATION ENERGY IN Ni o, MeV

FxG. 15. The ratio j. /Dp. as a function of excitation energy for
Ni". The points are calculated from Eq. (13) and the relation
r/Dp= 2FjDp, . The right-hand side of Eq. (13) is erst computed
and then divided by the experimental differential cross section
which appears on the left-hand side of Eq. {13).The calculation
uses the rigid moment of inertia for evaluating Og. 2000—
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FIG. 16. Same as caption of Fig. 15 except the half-rigid moment
of inertia is used to evaluate Og.

'g The computer programs used for the statistical model calcula-
tions were modiacations of a program initially developed by Dr.
N. Haibert and Dr. H. Bowsher.

Such calculations of F/Dp were performed for several
reactions for which absolute cross sections were avail-
able from either the present measurements (Sec. II) or
the literature. Two sets of calculations were performed
using diGerent values for the moment of inertia of the
compound nucleus, viz. , one-half-rigid and rigid-body
maments of inertia. The calculations were performed
with a CDC 3600 computer. "The multiple sun@nations
were performed for /~ and l~& 47, S~ and S2&14,J&17,
and L&12. The same transmission coeScients were
used as in the residual nuclei level-density calculations.

The values of F/Dp for compound nuclei Ni" and
re~ are shown as a function of excitation energy for
both rigid- and half-rigid-body moments of inertia in
Figs. 15-1/. Although the individual values of F/Dp
show some scatter (see Sec. II in which the incomplete
averaging of Ericson fluctuations is discussed), there
is no systematic deviation between the F/Dp values
determined from data for diferent final states and
angles. This indicates that the dependence of F on the
exact form of the weighting functions used to determine
it as an average over Fg is rather small. The weighting
functions associated with the 0+(ap) and 4+(ap)
states are considerably di6'erent; however, in spite of
this, there is no evidence for a significant diGerence in
I'/Dp In Figs. . 15 and 16, the values of I'/Dp calculated
for the 90' data at the two highest excitation energies
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are smaller than those from the 17'0' data. This may be
ascribed to a greater direct reaction contribution at 90',
although it seems unlikely that the results are sub-
stantially in error on account of a large fraction of the
differential cross section being due to direct reaction.
In Sec. II, it was shown that both the absolute cross
sections to isolated levels and their energy dependence
as well as angular distributions agree with the com-
pound-nucleus character of these reactions.

E. Calculation of Level Density e(U) of Compound
Nucleus at High Excitation Energy

as a function of U is available. Determination of the
width I'ff g from cross-section Quctuation measure-
ments have been reported" "for the reactions for which
r/Do values were calculated. However, I' was deter-
mined at only one energy. Therefore, two questions
arise in attempting to calculate p(U) . First, how accu-
rate is the assumption that the widths Ff~„&, deter-
mined from Quctuations analyses, are equal to the
widths of Eq. (10)? Second, how accurately can the
energy dependence of F be predicted'

As already mentioned, F is def(ned as a weighted
average over the FJ distribution according to the
relation

The quantities Do(U) and p(U) can be calculated
from'the values of I'/Do(U) determined in the previous
section if independent knowledge of the level width 1 with

J J
(16)

8 (—1) ~ 'Tgi, (oi) Tbi, (os) ZiZsPr, (costt)

s .i,s .im.r (27+I) exp)~ —J'( 1+1)/2oo'] (17)
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Fxo. 17. The ratio F/Dp as a function of excitation energy for
Fe".See caption of Fig. 15.

~e E. Gadioli, I.Iori, A. Marini, and M. Sansoni, Nuovo Cimento
44S, 338 (~W~).

Similarly, the level width I'«„,& determined from an
autocorrelation function (derived from a fluctuating
cross-section excitation function) is also a weighted
average over I"J with weighting factors very similar to
those given above. " The quantity Ff&„,& is related

approximately to I'J by the following relation:

I/I' n..~'- (Q Pz'/I'z')/Q Pz',
J J

(18)

where PJ' is given by

Pq'= P expP(/+1)/2oc'jTaiP(oi) Tbi, '(om). (19)
SI,lI,Sm, lg

Expression (18) is valid. only for angle integrated cross
sections. However, if Ff~„,~ is independent of angle 8, as
is the case for all reactions considered here, Eq. (18)
is expected to hold for differential cross sections also.

Comparison of Eqs. (16) and (17) with (18) and
(19) shows that the weighting is performed in a similar
way for the I' calculated in the ratio I'/Do and for the
experimentally determined Ff&„,& if both correspond to
the same 6nal state. It shoujd be noted that the
weighting functions for the same type of F for two final
states differing markedly in spin are less similar than
the weighting factors PJ and PJ' for the same anal
state. As already mentioned, no significant differences
in I'/Do for ¹'owere found for the (0+) ground state
and the (4+) second excited state in the Co"(p, o.)
reactions (see Fig. 15). Within experimental error the
same width Fff t was obtained for the compound
nuclei ¹iaand Fe" from each of the (p, no) and

(p, a2) reactions. Hence, it is assumed that the errors
due to the differences in Eqs. (16) and (18) and the
associated different weighting factors PJ and PJ' are
small compared. to the experimental errors in Ffg (, and
do~/dQ. An alternative way to derive Eq. (13) is to
assume that I'J in Eq. (12) is independent of J.
. The second question on the energy dependence of -I'

is more dificult since the energy dependence of the
width I' can be calculated only if the compound-nucleus
level density is already known. However, the energy
dependence of I' is very weak compared to that of Do(U)
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TABLE I. Summary of reactions, bombarding energy ranges, and

Residual nuclei and their excitation energy ranges

Reaction

Co '(p, o.0) Fe"

Spin and
parity of
Anal state

0+ 90, 170 6-13.5 Fe" 9.1—16.5

Angle of a-particle emission
measure- Bombarding Maximum

ment energy range Residual 8*
(deg) in MeV nucleus (MeV)

Residual
nucleus (MeV)

Co" 5.9—13.3

Proton emission
Maximum

Ni" 4.0-11.4

Neutron emission
Maximum

Residual E*
nucleus (MeV)

Co"(p, aI) Fe56 2+ 90, 170 6-13.5 Fe" 9.1-16.5 Co" 5.9-13.3 4.0—11.4

Co"(P, o;2) Fe'"' 4+ 90, 170 6-13.5 Fe55 9.1—16.5 Co" 5.9—13.3 Ni59 4.0—11.4

Fe"(o., po) Co" 7
2 90, 170 12-19 Fe5 11.2-17.7 Co" 8.0-14.5 Ni59 6. 1—12.6

Mn»(p, „)Cr"

Mn»(p, nI) Cr"

Ni52(p, ~,) Co59

0+ 90, 130,

160, 170

90, 130,

160, 170

90

7—13

8—12

Cr52

r52

Co"

9.5—15.3

9.5—15.3

8.2—12.2

Mn55 6.9—12.8

Mn» 6.9—12.8

7.9—11.8

Ii'e55

Fe55

5.9—11.8

5.9—11.8

3.6—7.1

Claz(p, o.p) S'4 0+ Several 11.5 S34 14.2 CP' 11.2 9.6

Cl'z(p, ) S" Several 14.2 Claz 11.2 Ar" 9 ~ 6

Cl3z(p, a2) S'4 Several 11.5 S34 14.2 Cl3z 11 2 Arm 9.6

or p(U). Therefore, the energy-dependent level density
can be determined rather accurately even though the
energy dependence of I' is derived from rather in-
accurate first estimates of p(U).

The following procedure was adopted in the cal-
culations. First, values of I'q(U) were computed as a
function of energy according to Eq. (10) using esti-
mates of the level densities of the compound and residual
nuclei as determined in the erst part of this paper. A
weighed average of I'J was normalized to the experi-
mental value of I'g~„,~ at the corresponding excitation
energy. From these energy-dependent values of I'(U)
and the values of I"/Do(U) discussed earlier, values of
pc(U) were derived from Eq. (14). The resulting
values of p&(U) as a function of excitation energy are
plotted for Fe", Ni", and Ar" in Figs. 18—20, respec-
tively. It should be emphasized that one point near
20 MeV in both Fig. 18 and Fig. 19 is based on an
experimental value of the width I'. The other high-
energy points require a calculated energy dependence
of I'. Since the energy dependence of I' is insensitive to
the form of the level density chosen, the error intro-
duced into these other values of the high-energy level
density from this source is of the order Of a factor of 2.

The level-. density values plotted at the lower energies
are from direct level counts for Fes Qi ' and Ar 8'
In addition, a value of the level density at 10 MeV is
plotted for Ar'8. This value is derived from the density
of 1—resonances'0 at this excitation energy, in con-
junction with the level-density parameters a= 4.8
MeV ' and 5= 1.5 MeV in the back-shifted Fermi gas
model with a rigid-body moment of inertia.

The energy-dependent level density is fitted with a,n
equation of the form of that given by Eq. (7); however,
the total level density is given by p(U) =20'p(U, J=O) .
The back-shifted Fermi gas level density gives the best
fit to the low- and high-excitation-energy data. For
the even nuclei Fe", Ni", and Ar", values of the param-

"A. A. Katsanos, J. R. Huizenga, and H. L. Vonach, Phys.
Rev. 141, 1053 (1966); G. Brown and S. E. Warren, Nucl. Phys.
77, 365 (1966); H. K. Vonach and J. R. Huizenga, Phys. Rev.
149, 844 {1966).

- Ig C. H. Paris, Massachusetts Institute of Technology Labora-
tory for Nuclear Science Annual Progress Report, 1958, p. 117
(unpublished); R. G. Tee and A. Aspinall, Nucl. Phys. A98, 417.
(1967).' R. G. Alias, L. Meyer-SchQtzmeister, and D. von Ehrenstein,
Nucl. Phys. 61, 289 (1965)."P. M. Endt and C. Van der Leun, Nucl. Phys. A105, 282
(1967).
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the respective residual nuclei and their level-density parameters.

Level-density parameters of residual nuclei

Fermi gas
a

(MeV ') (MeV) (MeV) (MeV)

Constant temperature
T 6„—h„b,~—6„

Constant (Me V) (MeV) (MeV)

Most
important

residual
nucleus

A/10. 8

A/11. 5

A/10. 8

A/10. 8

A/10. 8

A/10. 75

A/10, 75

A/11. 4

—0.5

—0.5

—0.5

—2.0
—2.0
—2.0

—2.0
—2.0
—2.0

—0.5 —2.0 —2.0

—1.5 —1.5

1.5 —1.5

—3.0

—0.5 —2.0 —2.0

Rlgld

—,'RIgId

Rlgld

Rigid

Rlgld

Rlgld

Rigid

Rigid

2.92

1.46

2.92

1.46

2.92

1.46

2.92

1.46

2.00

1.00

2.00

1.00

7.00

0.90

0.45

0.90

0.45

0.90

0.45

1.3

1.3

1.3

1.3
1.6
1.4
1.6
1.4
1.3

1.9
1.6
1.9
1.6
1.9
1.6

—1.5
—1.5

5

—1.5
—1.5
—1.5
—1.5
—1.5

—1.4

—1.4
—1.4

—1.7
—1.7
—1.7
—1.7
—1.7
—1.7

0

0.6
0.6

0.6

0.6

—2, 8

Rlgld

Rlgld

Rlgld

Rigid

Rlgld

Rlgld

Rigid

Rigid

Rlgld

Rlgld

Rigid

Rlgld

Rlgld

Rlgld

Rlgld

Rigid

Rlgld

Rlgld

Rlgld

Ni"

Ni"

Ni"

Ni"

Ni"

Ni"

Ni"

Ni"

Fe55

Fe55

Fe55

Cu52

and
NF'

Ar»

Ar'7

Ar'7

Ar'7

eter 6 of Eq. (7) of 0—1.5 MeV give the best 6t to the
data.

V. COMPARISON OF LEVEL DENSITIES DERIVED
FROM EXCITATION FUNCTIONS

WITH OTHER DATA

In Table I, we summarize the reactions, bombarding
energy ranges, and the respective residual nuclei
which were investigated. The level-density parameters
which give good fits to the experimental data are in-
cluded also. In most of these reactions, neutron emission
is the most important decay mode of the compound
nuclei. For Ni', Fe", and Ar", the di&erence between
the proton and neutron binding energies is considerably
less than the Coulomb barrier and the residual nuclei
formed by both neutron and proton emission are of
odd-mass type; hence, neutron emission predominates.
In the decay of the compound nucleus Cu", proton and
neutron emission are of about equal importance due to
the large negative Q value for the Ni62(p, e) reaction.

The cross section for a particular level is determined
a,pproximately by the competition between the decay
probability to the specific level under consideration and
the total decay probability for neutron emission. This

tatter probability is a function of the level density of the
residual nucleus formed by neutron emission. Since
neutron emission predominates, the calculated excita-
tion functions are more sensitive to the choice of level-
density parameters for the residual nuclei reached by
neutron emission than for residual nuclei reached by
other processes. The comparison of theoretical and
experimental excitation functions give, therefore, chiefly
information about the level-density parameters of the
residual nuclei formed by neutron emission.

The individual levels of Ni"" Fe",~ and Ar'7 ""are
known up to several MeV of excitation energy from
high-resolution magnetic spectrograph measurements
of (d, p) and other reactions. In addition, for Ni" and
Pe", the density of s-wave neutron resonances (-', +
levels) is known at the neutron binding energy. '4 In

' E. R. Cosman, C. H. Paris, A. Sperduto, and H. A. Enge,
Phys. Rev. 142, 673 (1966).

"1Vuclear Data Sheets, compiled by K. Way et al,. (Printing
and Publishing Office, National Academy of Sciences—National
Research Council, Washington, D.C. 20025, 1959), NRC 59-2-19."P. M. Endt and C. Van der Leun, Nucl. Phys. A105, 260
(1967).

'4 E. G. Bilpuch, K. K. Seth, C. D. Bowman, R. H. Tabony,
R. C. Smith, and H. W. Newson, Ann. Phys. (N.Y.) 14, 387
(1961);C. D. Bowman, E. G. Bilpuch, and H. W. Newson, ibid.
17, 319 (1962).
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Figs. 21-23 the level densities derived from excitation
functions (Sec. III) are compared with level densities
obtained by direct level counting and neutron reso-
nance data. The level densities calculated with the con-
ventional shifted Fermi gas model are shown also.

The conventional shifted Fermi gas model under-
estimates the level densities at lcwer excitation energies.
The constant-temperature model and the back-shifted
Fermi gas model give similar level densities over a
limited energy range up to about 10 MeV, which ex-
plains the fact that about equally good its to the
excitation functions are obtained with both models.
However, there is a general tendency for the level
densities derived from our cross-sections data to be
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FIG. 18. Level density (levels/MeV) of Fe56 as a function of
excitation energy. The lines are theoretical Fermi gas calculations
with the given parameters, where u is the level-density parameter
and c is the moment of inertia divided by 5'. The two values of c
correspond to rigid and half-rigid moments of inertia.
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Fzo. 19. Level density (levels/MeV) of Ni" as a function of
excitation energy. See caption of Fig. 18.
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FIG. 20. Level density (levels/MeV) of Ar'8 as a function of
excitation energy. See caption of Fig. 18.

larger than the level densities derived from neutron
resonance and level count data. For Fe~, the discrep-
ancy with the resonance data is within experimental
error and the slight discrepancy with the level count
data may be caused by missed levels in the Fe~(d, P)
experiment. Although the level density of Ar from
level count data is smaller than that from cross-section
data, no final conclusions can be drawn from this case
since the absolute cross section was measured at only
one energy. In addition, the cross-section information
determines the Arm level density in the 7—10-MeV
excitation energy range which is a few MeV in excess of
the level count data.

The level density of Ni" determined from the ab-
solute cross-section measurements is about a factor of 2
larger than the level count and resonance data. This



182 LEVEL DENSITIES FROM ISOLATED LEVELS 1|63

discrepancy is outside the combined errors of the
experimental data and raises some question about the
reliabihty of either one or both methods for determina-
tion of level densities.

If it is assumed that the level count and resonance
data are correct for Ni", then the experimental absolute
cross sections to isolated levels for this case are too
small. Direct reaction contributions to these cross
sections cause a discrepancy in the opposite direction.
Cross sections that are too small require either a special
hindrance factor (beyond the normal statistical theory)
for particle emission to these isolated levels or a com-
pound-nucleus-formation cross section which is only a
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Fzo. 22. Level density (levels/MeV) of Fess as a function of
excitation energy. Constant-temperature lines are computed with
Kq. (9) and Fermi gas lines with Eq. (7) summed over all J
values. The Fe'4+m resonance point is calculated with 2a'=34.4
(derived from U —A=of' —t with a=A/10. 75, and rigid-body
moment of inertia with r0=1.2 F).
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Fzo. 21. Level density (levels/MeV) of Ars' as a function of
excitation energy. The constant-temperature lines are computed
with Eq. (9).

fraction of the absorption cross section. Neither of these
explanations are very satisfactory.

On the other hand, if the level density from the
isolated level cross-section data is assumed correct,
then one must explain why the resonance data gives a
level density too small by a factor of 2. One possibility
might be that there is a paucity of s + levels in the
vicinity of the neutron' binding energy of Ni" caused by
special nuclear-structure effects. Then the observed
resonance spacing is a poor indicator of the total level
density which was assumed to be equal to 2osP(s +).

Unfortunately, it is not possible to resolve the discrep-
ancy at present. More experimental data are needed. If
the latter explanation is correct, one might expect that
only a few nuclei would have anomolous -', + level
densities and, hence, the discrepancy in level densities
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FrG. 23. Level density (levels/MeV) of ¹i'9as a function of
excitation energy. The Ni'8+m resonance point is calculated with
20'= 37.4. See caption of Fig. 22.
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by the diGerent methods wou1d be limited to these
nuclei. If one of the former explanations is valid, one
expects a general disagreement of level=densities derived
from cross sections to isolated levels and resonance
data. Measurements of cross sections for neutron emis-
sion to isolated levels should be made also to compare
with the reported charged-particle emission.

The uncertainty in the level densities of the residual
nuclei discussed in the above paragraphs aBects also
the values of the level densities of the compound nuclei.
The compound-nucleus level densities plotted in Figs.
18—20 are based on the level densities of the residual
nuclei derived from absojute cross sections. If it turns
out that the smaller level densities from the resonance
and level count data, are more accurate, the high-energy
level densities would have to be reduced by factors of

up to 2. This accounts for the present compound level
densities of Fes and Ni' being larger than earlier
values' which were based on residual nucleus level
densities from s-wave resonance spacings. However,
these uncertainties in level densities make only a small

change in the level-density parameters u and 5.

VI. CONCLUSIONS

The present analysis of level densities of some nuclei
in the mass region of A =35—60 indicates that the back-
shifted Fermi gas model gives an, adequate description
of both the absolute values and the energy dependence
of the nuclear level density over the investigated energy
range 0—20 MeV. The constant-temperature model
gives a reasonable 6t to the experimental da, ta in the
energy range 0—10 MeV but fails at higher excitation
energies. The conventiona. l shifted Fermi gas model
does not give a satisfactory 6t to the experimental
level densities for any value of the level-density param-
eter u. This result is in agreement with recent analyses
of level densities by Gadioli and Zetta" who also apply
a shift in the excitation energy.

The 6ctitious ground state for an odd A nucleus
described by a Fermi gas model is expected to be
located below the actual ground state if one assumes
nondegenerate single-particle levels and a pairing inter-
action of the BCS type."However, except for deformed
nuclei, the single-particle levels, i.e., the subshells of
the spherica1 shell model, are 2I+1-fold degenerate.
The eGect of this degeneracy on the nuclear level density
has been investigated theoretically by Bloch27 and

"E.Gadioli and I . Zetta, Phys. Rev. 16'7, 1016 (1968) .
'6H. K. Vonach, R. Vandenbosch, and J. R. Huizenga, Null.

Phys. 60, 70 (1964).
27 C. Bloch, Phys. Rev. 93, 1094 (1954).

Rosenweig. "These authors show that the level density
is still described approximately by the Fermi gas model
with a shifted ground state. The magnitude of the
energy shift of the ground state due to the degeneracy
of the subsheIIs depends on the number of nucleons in
the un611ed subshells. For nuclei some distance from
closed shells, this energy shift is of about the same
magnitude as, and opposite in direction to, the energy
shift caused by the pairing interaction. Neither of these
energy shifts can be calculated very accurately at
present. Hence, values of the energy shift of the ground
state must be extracted from accurate measurements of
absolute level densities over extended regions of
excitation energy.

Values of the level-density parameter a and energy
shift of the ground state 6 vary from nucleus to nucleus.
The values of a for the even nuclei Fe""' and Ni" are
larger than the corresponding quantity for the odd-
mass nuclei Fe" and Ni". It is not possible to say at
this time whether this is a general effect or whether it
is localized to particular nuclei or regions of nuclei.
The values of a derived from evaporation spectra have
tended to. be larger than those derived in this paper.
However, when the large uncertainties in the value of c
derived from spectra for the particular nuclei in ques-
tion here are considered, the differences appear to be
within allowable uncertainties.

The determination of level densities of residual nuclei
from measurements of absolute cross sections of isolated
levels is not restricted to excitation energies below the
neutron binding energy. In principle, the method can
be used to determine level densities up to arbitrarily
high excitation energies. In practice, however, both the
decreasing cross sections of isolated levels and the
increasing contribution of direct reactions to these
cross sections with increasing excitation energy limit
the maximum excitation energy for which level densities
can be determined. Level densities up to 15 MeV are
observable in many nuclei; and hence, with this method,
it may be possible to close the gap in level densities
between the low-energy level-density measurements
and the high-energy data derived from fluctuation
measurements. However, as pointed out already, more
measurements of cross sections to isolated levels are
needed especially in energy regions where the level
densities from such measurements can be compared
with other independent data. Measurements of the
cross sections to isolated levels reached by different
particles are useful also in helping to establish the
reliability of those methods for determination of level
densities.

28K. Rosenzweig, Phys. Rev. 105, 108 (1957).


