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Critical Region for the Ising Model with a Long-Range Interaction

D. J. THOULESS*
Laboratory of Nuclear Studies, Cornell University, Ithaca, New York 14850
(Received 20 January 1969)

A version of the Ising model is developed in which the spin variables can be treated accurately in the
continuum approximation. The perturbation series, both above and below the critical temperature T, is
examined, and it is shown that there is a shift of T, from its mean-field value proportional to ¢g2Ing, as
well as the well-known shift proportional to ¢71; here ¢ is the number of mutually interacting particles. It
is shown, using renormalization theory, that there is a perturbation series in ¢7|7'—T.|~1/2 for which all
terms are finite in the limit ¢ — o, if the shift of T is put in correctly. For the two-dimensional model,
the shift is shown to be proportional to ¢ Ing. Conditions are derived for a finite system to display critical
behavior characteristic of three, two, one, or zero dimensions. It is shown how similar results can be ob-
tained for a model similar to the Heisenberg model and for the standard Ising and Heisenberg models with
interactions extending over many neighbors. A comparison is made between previously calculated numerical

results for 7'c and the asymptotic forms derived here.

1. INTRODUCTION

EVIATIONS from Landau’s! “classical”’ theory of
second-order phase transitions have been observed
in most systems except superconductors. It has generally
been supposed that deviations occur in all systems, but
that the width of the temperature range in which such
deviations are appreciable depends on the range of the
forces responsible for the phase transition. It was argued
by Ginzburg? on the basis of the Landau-Ginzburg
theory of superconductivity?® and by Thouless? using the
Bardeen, Cooper, and Schrieffer theory of superconduc-
tivity® that there should be deviations from the classical
theory over a temperature range with a width of order
(a/§)ST ., where a is the mean spacing between electron
pairs and £ is the coherence length—which should be
regarded as the effective range of the force between
electron pairs. This result is in conflict with an earlier
argument due to Pippard® which predicts a critical
region of width (a/£)%/2T,. The deviations from classical
behavior in Refs. 2 and 4 are produced by a term propor-
tional to |T—T,|~/% in the specific heat. Such a term
was also found in studies of magnetic systems with
long-range forces by Brout and his collaborators; again
the specific heat contained a term proportional to
k(a/1)3|1—T,/T|~"2, where [ is the range of the forces
and « is Boltzmann’s constant. A discussion of this work
and further references can be found in the book by
Brout.”
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Recent work by Patashinskii and Pokrovskii,?
Lebowitz et al., Abe,'® and Vaks, Larkin, and Pikin,*:1?
and a number of other authors has taken the matter
further. In particular, Vaks, Larkin, and Pikin!! have
shown that, for the three-dimensional Ising model, there
is a shift of the transition temperature from its mean
field value proportional to

q'=(/1)?, (1

and that the specific heat can then be expanded as a
series of powers of ¢~!| 1—T',/T | ~%/2. This suggests that
a resummation of the series should give a function of
¢*(1—T./T) that might give the critical behavior of the
system. The limit g —o with

0=|1—-T,/T| (2)

kept proportional to ¢—2 cannot be taken immediately,
however, as is clear from the existence of a term
proportional to

(¢°0)~** In6), )

which diverges logarithmically in this limit. It is shown
here that this difficulty can be removed by a further
shift of 7.

In this paper a modified form of the Ising model is
studied. It seems to make no essential difference, and
leads to a perturbation expansion whose meaning is
(to the author, at least) much clearer than the expansion
for the standard Ising model. The expression for the free
energy looks very much like that of the Landau-
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Ginzburg?® theory, and this system has recently been
the subject of a study by Ferrell.'3

The perturbation series is a series in a®/% and gives
corrections to the zero-order solution which, above T,
is just the Gaussian model of Berlin and Kac.!* Below
T. the main contribution is from the mean field. Well
away from T, on either side, the series appears to be
rapidly convergent, and it is only for 8 of the order of
g% that either the terms of the Gaussian model or the
perturbation terms make an appreciable contribution
to the specific heat.

In this work more emphasis is placed on the specific
heat than on the magnetic susceptibility because an
infinite specific heat is characteristic of critical behavior,
whereas the magnetic susceptibility is infinite at T’ even
in the Landau theory, so that corrections to it are
inevitably large near T'.. ‘

Once the perturbation series is known on both sides
of T, it can be checked for consistency. Both the free
energy F and the energy E should be continuous through
the phase transition. In fact, they extrapolate to dif-
ferent values at the mean-field T, but the apparent
discontinuities can be removed by a shift of 7.

This shift of T, has the effect of systematically
cancelling certain terms in the perturbation series. These
terms diverge in the limit g — o0, with ¢26 constant, and
the shift of T, is like mass renormalization in field
theory. The shift produces counter-terms which
approximately cancel the divergent contributions. Even
after the shift in 7', proportional to ¢~ has been allowed
for, there remain logarithmically divergent terms, but
these can be removed by a further shift of 7°. propor-
tional to ¢~%Ing. Once this has been done, the terms
that remain have a convergent limit.

It is important to notice that when the renormaliza-
tion is carried out no attempt is made to evaluate the
terms self-consistently. This is in sharp contrast to the
work of Patashinskii and Pokrovskii® and of Abe,'® who
get their results by a self-consistent treatment of certain
terms in the perturbation series. It is argued here that
the corrections produced by self-consistency are no more
important than other terms in the series that have been
ignored.

It can be checked by the continuity of F and E to the
required order in ¢~! that there is no specific-heat
singularity producing appreciable effects over a tem-
perature range greater than ¢—27.. It seems very likely
that the effects within this range give rise to a singular
behavior. In this range all terms in the perturbation
series become of order unity, but there is no evidence
on the nature of the singularity in this region, or even
on the existence of a singularity to this order. Resum-
mation of the perturbation series is necessary.

In Sec. 7 it is shown how the model can be modified
when the order parameter is a vector, as it is in the

13R. A. Ferrell, in proceedings of the Trieste Symposium on

Contemporary Physics (to be published).
14 T, H. Berlin and M. Kac, Phys. Rev. 86, 821 (1952).
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Heisenberg model. The treatment of this problem is not
completely satisfactory, since it is not proved that the
noncommutation of the operators can be ignored.

In Sec. 8 two- and one-dimensional problems are
considered. In two dimensions the critical region is of
width ¢—! and the shift of T, is proportional to ¢! Ing,
while in one dimension the critical region is of width
¢2'3, and there is no shift of T, larger than this. In one
dimension, we know that the critical behavior is analytic
everywhere and that there is no singularity in the
specific heat. Conditions are derived for a finite system
to display critical behavior characteristic of three, two,
one, or zero dimensions.

The perturbation series can be compared with the
perturbation series for the standard Ising and Heisen-
berg models. There is found to be a close similarity. The
shifts of T'; are calculated in Sec. 9, and it is suggested
that the form of the specific heat in the critical region
may be the same for this version of the models and the
standard version. The results for the standard Ising
and Heisenberg models are compared in Sec. 10 with
the numerical results of Domb and Dalton,!® who have
calculated critical temperatures for interactions ranging
up to third neighbors. It appears that three neighbors is
not far enough for the system to display the shift in 7',

" of order ¢? Ing in three dimensions, but the results for

two-dimensional lattices agree well with the calculated
proportionality to ¢! Ing.

2. FORMULATION OF THE MODEL

We suppose we have a system divided up into N/»
cells, each of which contain 7 Ising spins. Each spin in
the cell ¢ interacts with each spin in the cell 7, and the
energy of interaction is *F%J;;, with the minus sign if
the spins are parallel and the plus sign if they are anti-
parallel; the strength of the interaction depends only
on the separation between the cells, not on the positions
of the spins within a cell. If we write 2S; for the differ-
ence between the numbers of up spins and down spins
in the cell 7, the energy is

E=-3%% JSiSit+in 2. Ju. 4)
i g i

The entropy S is given by

n!

S/k=)_ In
/ ; Gn+S)!(Gn—=S:)!

. 452 142S:/n
—(N/2n) Inken+0@m=1). (5)

The partition function can be calculated by taking the
exponential of S/k—E/kT given by Egs. (5) and (4),
and summing over all possible sets of values of the S;.

15 C, Domb and N. W. Dalton, Proc. Phys. Soc. (London) 89,
859 (1966).
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This sum over the .S; can be replaced by a multiple
integral. The error introduced by this step is of the
order of 2", where a is of the order of unity, and so this
error can be ignored. We now have a model with some
of the simplicity of the Gaussian and spherical models
of Kac and Berlin.!*

For temperatures above the critical temperature, we
expand Eq. (5) in powers of S?/n? to get the partition
function as

=/d31. . ./dSN/nZN(%W%)—NIZn

1
20— )Zsu

kT

7 4 4 S 6
——2 Jii~<————> 2 Si4+0<_>:| )
4T i 3nd nY n®

XeXp[ 22 J4SaS;
P

432
/dSl /dSN/nzN(ZWM)—NIZ" exp{ -—%N(l-l—l/n)’_ln(l ; >
n

1+zs/n 48/n? IzS
1—28/n  1—482/n2 «T 5

—}—Z'_:(Si——S)(—ln

1 _ _ - _
+_T Z Z J:i(S;—8)(S;—8) —Z S(Sr*syli

K

=

This expression has an exponent which consists of the
mean-field theory expression for —F/«T, a term linear
in S;—S which vanishes when S is equal to its value in
mean-field theory, a negative-definite quadratic term,
and cubic and quartic terms which can be treated by
perturbation theory.

3. PERTURBATION THEORY

In the expressions (6) and (7) the quadratic terms in
the exponent dominate, except very close to the tran-
sition temperature. These quadratic terms can be
diagonalized by transforming to the variables

ox=(n/N)1/2 Z SR 8)

where R; is the center of the cell 7. The quadratic part
of the exponent of Eq. (6) gives

n—1 1
— ¥ S — T LSS,
2 4 kT & 3§

n
2(n—1) G(k)
=zk: (— n? + «T

)O'—ko'k , 9
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Except in the immediate neighborhood of 7. the
quadratic terms in the exponent are positive, and the
main contribution to the integral comes from the range
in which S;?/# is of order unity. The quartic terms are
of order #~* and can be treated by perturbation theory.
The higher-order terms have a negligible effect. This
perturbation series, it should be noticed, is not con-
vergent, since the expansion of

/ (UM araat iy

in powers of « is not convergent.

Below T, the integral will be dominated by the values
of S; in the neighborhood of the mean-field value S, but
deviations from the mean-field value will be controlled,
except very close to T, by the terms in the exponent
quadratlc in S;— 8. The expression analogous to Eq. (6)
is

NS 1+ZS/n NS: ; Nj
n 1 —28/n "wl T ar
4/n 4/n24-1682/n*
>+2z<s S>< e
1—482/n2 (1—482/n%)?

1
+o(;)]
4/3n3+168%/n5
(1—482/n2)?

+o<n—4>>+o((s’;s>5)}. )

G(k) =3 J etk Ri=R)
)

where

(10)

The variables ox and o_x are complex conjugates of one
another, and their real and imaginary parts can be re-
garded as independent Gaussian variables with mean
zero and variance §nh(k), where

nh(k)=4{oxox)o=n[1—1/n—nGk)/2«TT. (11)

The symbol (- - - )o denotes an expectation value in the
Gaussian distribution. The unperturbed expression for
the partition function given by Eq. (6) is

0= 2" I I« [A(k) ]2, (12)
giving a free energy
Fo=«kT[—N In2—% Z InA(k)] (13)
and an energy
0= —Z nGI)hk). (14)
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The first-order term in the perturbation series gives

2o (2 D)z s

kT \3n® n*

4 12
~(5-) = santsan
v/ n 4

1
=TJ1— k)]2.
4N2[1 (3/%)][%3 h(k)] (15)
The second-order term gives
F2 1( 4 4 ’ 4C 4 S 4 S 4
) T3 S5
1
=~ 1=/
Xk ka . h(kl)h(kz)h(kg)h(k4)3k1+ka+k3+k4
———[1 (3/n)]2 [h(kl)]"‘[ Z h(k2)]?, (16)

where 6x is unity if K is zero or some other reciprocal
lattice vector, and is zero otherwise.

The perturbation series can be represented diagram-
matically in a standard way (see, for example, Ref. 7).
The diagram consists of undirected lines connecting
vertices. Each vertex represents a factor of S, and
each line represents (S;S;). Four lines go through each
vertex, and only linked diagrams contribute to the free
energy. If we label each line with a wave number k, the
line contributes a factor ink(k), while a vertex contri-
butes (4/3Nn2)(1—3/%)8k 1kp+k54k. There is also a
combinatorial factor for each diagram. Figure 1(a)
shows the diagram corresponding to Eq. (15), and
Figs. 1(b) and 1(c) show the diagrams for the first and
second terms of Eq. (16).

As the limit n— is taken, we must keep #G(k)
constant, so that 7, remains constant. Except in the
immediate neighborhood of T, %(k) is of the order of
unity. There are N/z terms in the sum over k, so that
the two terms on the right side of Eq. (13) are of order N
and N/#n, the right side of Eq. (15) is of order N/x2,
and the right side of Eq. (16) is of order N/%?. The series
is a series in inverse powers of #. The term of order »
has 27 factors of #nk, r factors of 1/N#n?, and 41 inde-
pendent sums over wave number, so that its contribu-
tion is of order N/n +1,

At the mean-field 7., %(0) is infinite, and, since
G(k)—G(0) is quadratic for small % if J;; has a finite
range [more precisely, if >_; J:;(R;—R;)? is finite], we

have () ~ (0-+a?) (17
for small %, where 6 is defined by Eq. (2). It can be seen
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(a) (c)

F16. 1. Lowest-order diagrams for the free energy above T.

O

that Fy and E, given by Egs. (13) and (14) are finite in
the limit §— 0 in a three-dimensional system, but the
derivative of E, diverges, so that the specific heat goes
as 1/n4/6. F is finite, but its derivative E; diverges,
and the second term of Fs containing the factor
> [k(k)J?, diverges for §=0. Most of this paper is
devoted to a careful examination of the behavior of the
series as § approaches zero.

Below T, the main contribution to the free energy
comes from the constant term in the exponent, and the
constant and quadratic terms together give

Fo/kT=—N In24+3N(141/n) In(1—452/n?)
+ (W8 /n) In[(14-28/m)/ (1—28/n)]
N2 N
2 Jit Tfir‘% 2 Ini(k),

nwkl i K

(18)

where

h(K) =[1/(1— 482 /n2) — (n=14 452 /n?) /(1 — 432 /n2)?
—nGK)/2TT.  (19)

The mean magnetization S can be chosen to make the
coefficient of S;—S vanish, and the third- and fourth-
order terms give rise to a perturbation series that can
be represented by diagrams with three or four lines at
each vertex. The terms of lowest order are shown in
Fig. 2, and they give

i1 141282
T 4N (1— 482/;#)3[Z BT
LR R R
3N (1—482/n%)4 xiks
2 Sw?

h(0)L AkY h(k)J2.  (20)

TN (1—48/n7)

In general, a diagram with 7 fourth-order vertices
and 27’ third-order vertices gives 2r+3r" factors
of nh, r factors of order 1/Nu?, 7' factors of order
S2/Nnb, and there are r-+#--1 independent sums over
wave number, so that the total contribution is of order
N(S/n)?'n—"-1, Since S is of order #, this is of order
N/n+'+1 and two third-order vertices contribute in the
same order as a single fourth-order vertex.
Close to T, but below it, we have

S 31—1/n—nG(0)/2«T

w4 1-3/n

1—1/n
~%0 )

1-3/n

21)
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Fi16. 2. First-order diagrams for the free energy below 7.

so that, according to Eq. (19),

(k) =~ (204 ak?)—1 (22)

for small %, in contrast with Eq. (17) valid above T..

4. CONTINUITY OF F AND E

We have series for the free energy F and the energy E
that appear to converge rapidly everywhere except in
the vicinity of 7. Although neither series is useful close
to T, we can exploit the fact that we have expressions
for F and E on both sides of T, and we know that F
and E are continuous at 7. For example, a specific-heat
anomaly of width AT would produce a shift of the
energy above T'; relative to the energy below 7. propor-
tional to AT, and a shift of F proportional to (AT)2.
This might be detected by extrapolation to T, of the
expressions for F and E on either side of T'. A shift in
T. produces an effect of this sort because there is a
discontinuity of £« in the specific heat, so that an
assumed critical temperature that is higher than the
true critical temperature by an amount A7 will produce
an apparent discontinuity in the energy at T, of
—3NkAT and a discontinuity in F of $N«(AT)?/T..

We can look for possible effects over a temperature
range of order T'./n by evaluating F and E up to order
n2and n, respectively, at a temperature T'= T4 /n,

and then letting A4—0. At the temperature
T=T.+A/n, we have

2 [a(k) VN ok ol (23)
5 202 J o (A/n+ak?)?  2mwad2AN 21l ’

where V is the volume of a cell. The last term on the
right side of Eq. (16) is therefore of order N/n%2A41/2
and does not contribute to F in the order »~2%, if the
limit #— o is taken before 4 — 0. In just the same way
it can be shown that E; calculated from Eq. (15) does
not contribute to E in the order #~! under these condi-
tions, and the same applies to all further terms in the
perturbation series.

The energy given by mean-field theory tends to zero
as T— T, but there remains the contribution of the
derivative of 3 Y Ink(k), which from Egs. (19) and (21)

18

Fi=—% [@[G(k)]ﬁ(l—3/n>KT2diT(ff—;>]h<k>

= —% [nG(k) —(1—1/n)3Th(k). (24)
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Comparing with Eq. (14) obtained above T, we see
that, since %(k) is continuous at T, the discontinuity
in E is

Eo(Tot) —Eo(Te—)=—(1—n"")5«T ? ho(k), (25)

where ko(k) is h(k) at T=T,.

Equations (13) and (18) for F, tend to the same limit
at the critical temperature. Of the three terms on the
right side of Eq. (20), the first tends to the same value
as Eqg. (15), the second tends to zero (like 6 Ing, as will be
shown later), and the third tends to a constant because,
from Eq. (22), #(0) becomes infinite, like (26)~'. The
discontinuity in F is therefore

AF=§(T./N)L § ho(k)J?, (26)

where we have dropped the irrelevant correction of
order 1/n. Equations (25) and (26) are compatible with
a shift of T, equal to N3 ho(k), with no other
deviations from classical behavior. The corrected
critical temperature is therefore

kT~ 3nGO)[14+1/n—N"1 3 ho(k)]
=mGO){1-N" L [6M0/GO)-GW} . (27)

This formula for T, was first derived by Brout!¢ using
the random-phase approximation, and has also been
derived by Dalton and Domb'” and by Vaks, Larkin,
and Pikin.!

5. RENORMALIZATION

The shift of T, given by Eq. (27) can be included in
our perturbation theory by adding a term equal to
—(8/n){(S#)>.:S? to the quadratic terms of the
exponent in Egs. (6) and (7), and by taking it away
again from the perturbing quartic terms. This additional
perturbing term is known as a “counter-term” in re-
normalization theory, and the shift in T, is analogous to
mass renormalization in quantum electrodynamics. If

4S)o=(n/N )% h(k),

is evaluated at the critical temperature of the re-
normalized theory, then T, is given by

7G(0) ( G(k)

c

-1
14N Y ———————) (28)
K & G(0)—G(k)
rather than by Eq. (27). This is the form originally
given by Brout,'® and is identical to T', given by the
spherical model of Berlin and Kac.!*
16 R, Brout, Phys. Rev. 118, 1009 (1960).

17 N. W. Dalton and C. Domb, Proc. Phys. Soc. (London) 89,
873 (1966).
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We might try to evaluate {S?) as a function of tem-
perature, and evaluate /%(k) self-consistently in this
approximation. In diagrammatic perturbation theory
this looks very like temperature-dependent Hartree-
Fock theory for fermions. There is no justification for
doing this, since the corrections are of order #~2 and we
have neglected other terms of this order. Indeed, the
difference between Eqs. (27) and (28) should be regarded
as insignificant for the same reason. If (S:2) is evaluated
self-consistently as a function of temperature, peculiar
results are obtained, and so we take it at a fixed
temperature.

Above T, the additional diagrams which must be
added to the diagrams of Fig. 1 are shown in Fig. 3. The
counter-term is represented by a heavy dot. Ignoring
the factors of 1—3/z, we get

o1 1
o &) — o (k) )2 —— 0T,

o 4N{ % [A(k) —ho(k) ]} 4N[§ ho(k)] (29)
ki Bk ) (o) () (ko) 8
E~_12N2k11§3k4 (ka) A (ko) o (k)P (ba) peyiea ks e

—52‘ kZl [ (k) % % Ch(ks) —Ro(ks) 132, (30)

Below T, the additional perturbation must be
written as

8/n)(SP T [S*+28(5:—8)+(5:—8)*].  (31)

The term in S? must be added to Fo and taken away
from F4, and the linear term produces effects which are
shown diagrammatically in Fig. 4 by a single line ending
in a dot. The effect of the diagrams shown in Fig. 4
added to those of Fig. 2 is to alter Eq. (20) to

Fy

1 1+1zs'2/n2[2h(k]2 1 B 3 ol
«T 5(1—432/#)3 k ) —_Z—ﬁ§ ( K o)

. S2{n2 2 h(ky)h(ks)h(ks)dstiotis
3N (1—48%/n?)* iks
N (1—48/m)t %
2S5 M) T (k)
N —aSmry % E

2 Sz 2 32
———h(0)[ X ho(k)]2—— — 3" ho(k). (32)
N n? k nn? k

The fourth, fifth, and sixth terms on the right side of
Eq. (32), taken together, tend to zero as T tends to T,
and so the discontinuity of Fy is gone. The last term
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O >0 DO
(a) (b) (c)

Fic. 3. Diagrams involving counter-terms above 7.

really belongs with Fy, and it makes a contribution to
the energy that just cancels the discontinuity given by
Eq. (25). We see that this renormalization removes all
specific-heat anomalies with a temperature range of the
order of #n~!T,.

More delicate methods have to be used to study the
behavior over a temperature range within # 2T, of T,.
It was shown earlier that a diagram with 7 four-vertices
and 27’ three-vertices makes a contribution of order
N/nt'+1 to the free energy. Near the transition tem-
perature, however, k(k) can be very large for small k.
If we restrict £ to be less than K, where aK? is of the
order of 6, then 7 is of the order 1, as can be seen from
Egs. (17) and (22). If we restrict all the lines in a
diagram to have wave number less than K, we get a
total contribution to the free energy of the order of

(n0—1)2r+3r'( Nn——2)r(s’2 / Nn5)r’[( N /n) K3V:|r+r’+l , (33)

where V is the volume of a cell. This follows from the
analysis of the contributions of diagrams immediately
after Eq. (20). Since S82/#? is proportional to 8, and K is
proportional to 6'/2, the expression (33) is proportional
to N/mrtr'+1gtrtr'=3)12 g0 that every term in the series is
proportional to N6*?x~! times a power of (#26)~!, and
all terms are of the same order when 6 is of the order
of 2.

This argument suggests that a quantity like the
specific heat (obtained from F by differentiating twice
with respect to 6) might have a well-defined value in
the limit #— o with %20 constant. This is not so, how-
ever, because some of the terms in the perturbation
series diverge in this limit. We can recognize such
divergent terms by going to the limit, and then looking
for divergent integrals. This corresponds very closely
to the methods used for renormalization of quantum
field theory; the main difference is that in field theory
a cutoff is introduced artificially, while in this problem
there is a real cutoff for any finite #, and it is only in
the limit #—co that any terms are really divergent.

The method of determining the degree of divergence
of a diagram is described in detail in books on the
quantum theory of fields.'® We consider diagrams with

O —0 *~——e
(a) (b) (c)

Fic. 4. Additional diagrams involving counter-terms below 7.

18 S. S. Schweber, H. A. Bethe, and F. de Hoffmann, Mesons and
Fields (Row Peterson and Co., Evanston, Ill., 1955), Vol. I,
pp. 316-327; S. S. Schweber, Relativistic Quantum Field Theory
(Row Peterson and Co., New York, 1961), pp. 584-607; J. D.
Bjorken and S. D. Drell, Relativistic Quantum Fields (McGraw-Hill
Book Co., New York, 1965), pp. 317-344.
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—0 -0
(a) (b)

F16. 5. Divergent diagrams cancelled by counter-terms.

7 four-vertices, 27’ three-vertices, I internal lines and E
external lines; we allow external lines because such a
diagram may be a component of a larger diagram. We
have

E+42I=4r+67",

and 27" is odd if, and only if, E is odd. The denominator
has I powers of %%, and there are I—7—27'41 three-
dimensional integrations, so the degree of divergence is

D=3(I—r—2r"+1)—2I=3—3E—r—3¢". (34)

For D=2 or 1 the integral depends quadratically or
linearly on the cutoff at large wave numbers; for D=0
the integral may be logarithmically divergent; and
for D negative the integral is convergent.

There are 18 diagrams with positive or zero D, but
two of these have no internal lines and represent con-
stants, while 11 of them contain one or the other of the
components shown in Fig. 5. These two are the diagrams
with E=1, r=0, v'=%, and E=2, r=1, =0, both
linearly divergent. These are approximately cancelled
by the counter-terms given in Eq. (31). Figure 5(a)

contributes _
4 S/n > h)
(V) (1_4S2/n2)20"o k ’

while the counter-term contributes

—[4/ () 21(S/n)o0 T ho(k) .

k

Since S/# is of order 6, and negligible in the limit, the
sum of these is
S
—o0
(Nn2)172 g

% [7(k) —fo(k) ]
4 8
)iy > (20+ak?)ak?

(35)

There are two extra powers of % in the denominator, and

o oo =

(a) (b) (c)

= A
(d) (e)

FiG. 6. Divergent diagrams.

THOULESS

181

the degree of divergence is reduced by two, becoming
negative in all cases. Similarly, Fig. 5(b) added to its
counter-term contributes something proportional to
> [h(k)—ho(k)], and the degree of divergence is again
reduced by two, to become negative.

There remain the five diagrams shown in Fig. 6. The
first has E=0, r=2, #'=0, and is linearly divergent,
while the remainder are logarithmically divergent. We
concentrate our attention on Fig. 6(b), which has
E=2,r=2,7'=0. The insertion of such an element into
a line with wave number k gives a factor

2> h(ka)(ko)h(Ks) Bk 41 s

kikoks

%
~ h(k)/dskl/d3k2
3n2(2r)"

XL(0+ak:?)(0+aks) (6+a|kitke~k| )T,

- h(k)
3N?

(36)

where the integrals must be understood to be cut off at
some value K.z This asymptotic equation gives only
the logarithmic dependence on K n.x correctly, and does
not keep constant terms correct. Evaluation of the
integral gives (see the Appendix)

[72/2472a¥ [h(k) /7?] In[ K max/(6/c) /%]

for small %; the argument of the logarithm is replaced
by Kmax/k if ak? is much larger than 6.

We cannot evaluate this at the critical temperature
to get a suitable term to add to the quadratic terms and
subtract from the perturbation, because it is infinite
at =0, but we can choose a fixed value 6y, proportional
to #2, and evaluate the left side of Eq. (36) for k=0,
0= 0,, to get a counter-term

—(4/3N*n) 3.

1koks

(37

Fro(k1) Pro(ke) Foo(ks) Bicyrea s 282, (38)

where A is # evaluated at 6. When the contribution of
this counter-term is added to the expression (36), we
get a term of the order of

(V2/24x*a®)[h(k) /n*] In(60/6)*/* (39
for small %, and of the order of
(V2/24x*®)[h(k) /n*] In[ (60/@)"/2/k]  (40)

for large %, and such a term does no harm to the con-
vergence of the series in the limit #— o, with #?6 and
1?6y fixed. Below T, that part of the counter-term
linear in S;— &S cancels the logarithmic divergence given
by the diagram of Fig. 6(c).

There remain divergent contributions from Figs. 6(a),
6(d), and 6(e), together with some low-order effects
from the counter-terms. Figure 6(a) combined with the
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first-order effect of the counter-term contributes to Fp/kT" an amount

1
> h(kpk(lko)h(ks)h(ks) 6k1+ka+ks+k4+a‘

12V 2 kikoksks

> h(ky)ho(ks)ho(ks)ho(Ke) Oxgi kot

kikoksky

1 :
=— Z {'—3};0(1(1)ho(kz)ho(ks)ﬁo(lﬁ) +4h(k1) ho(kz)}io(k;;) ﬂo(k{)

12V 2 kikoksks

+6[ (k) — ho(lex) 17 (ko) — Fo(lez) To(lss) o (les) 447 () — hro(her) JCo (be2) — Fro (o) T (Ks) — Fro(is) Tro(kes)
+Ch(ky) — ho(ky) JTh(ke) — ho(ls) 1 (ks) — ho(ks) T/ (Jee) — Fro(ks) 1} ey wpt st ke

The first term in the curly brackets gives a contribution
that depends linearly on the cutoff, but it is independent
of temperature, and so gives just a constant term
proportional to V/#? in the entropy. The second term
depends logarithmically on the cutoff, but that depend-
ence is cancelled by the counter-term, leaving something
of the order of
(V2/48m2ain?) 3.

k> (60/a)t

,10) In[%/(Bo/2)*7]  (42)

according to Eq. (37). This is another term which is
linearly dependent on the cutoff, but whose derivative
is independent of the cutoff. The remaining terms are
independent of the cutoff and converge for z—c . None
of these terms give any discontinuity at I’'=7T"..

The contribution of Fig. 6(d) is given in Eq. (20).
It is approximately

—(4/3N)(S2/n2) kZ (ko)A (ke)h (k) Oyt kat s

1koks

(43)

This tends to zero at T, but its derivative does not.
However, the counter-term (38), when written in terms
of S;—S8, has a constant term which contributes an
amount

(4/3N)(S?/n?) kZ ho(k1) ho(ke) hio(Ks) s ka s »

1k2k3

(44)

and this cancels the possible discontinuity in E;.
The final divergent term is shown in Fig. 6(e). The
contribution of this is

(6N) 2 [ X h(kn)h(k—k1) T,

k k1

(45)

together with some unimportant terms in which the
wave number changes by a nonzero reciprocal lattice
vector at a vertex. This gives a logarithmic term in the
free energy, but it is continuous at T=1T, and gives no
divergence in any other quantity.

Since the logarithmic terms give no discontinuities
in F and E, the shift in 7'; implied by the introduction
of the counter-term (38) is sufficient, and there are no
more anomalous effects to this order.

1 _ ~
+— ¥ A(ki)ho(ke)ho(ks) ho(ks)Bxgiiesa.  (41)

3V 2 kikaksks

6. EXISTENCE OF THE LIMIT

The work of the Sec. 5 shows that if the critical tem-
perature is assumed to be

1nG(0) . G(k)
T [1+N zk:G(O)—G(k)

2 . ) B —1
- X ho(kl)ho(kz)ho(k3)5k1+ka+ks] , (46)
3N?2 kiksks

then there is a perturbation series for the specific heat
for which every term has a finite value in the limit
n—o with 720 kept constant. This must be contrasted
with the series of Vaks, Larkin, and Pikin,!! which has
terms that diverge logarithmically in this limit. In this
limit only terms up to fourth order of S;in the exponent
of Eq. (6) are significant, and only the zero and second
moments of J;; matter. Despite this, it is not possible to
write the limiting theory in terms of a function of a
continuous variable to replace S;, as has been proposed
by Ferrell,'® because then the renormalization effects
are infinite.

In the papers of Patashinskii and Pokrovskii® and
Abe,' an attempt was made to evaluate the diagram
of Fig. 6(b) self-consistently. This does not seem to be
desirable since, once the renormalization described here
has been carried out, there seems no reason to prefer one
class of diagrams to another. A resummation of the
complete perturbation series seems to be necessary, and
this work does not indicate how it is to be done. If such
a resummation were done, it is likely that some sort of
critical behavior would be found in this limit. It is
certain, at least, that the | T—T,|~%/2 behavior of the
specific heat in the Gaussian model, which was also
obtained in the work on superconductivity,*4 does not
represent a real singularity, but is just the first term in
an infinite series of increasing powers of | T— T| /2.

7. VECTOR ORDER PARAMETERS

The model formulated in Sec. 2 can be extended to
cover the case of an order parameter with more than one
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real degree of freedom, such as the gap parameter for
superconductivity, or the magnetization in the Heisen-
berg model of a magnetic system. We consider in detail
the Heisenberg model, for particles of spin %, with an
interaction

A==y 3 3 JifSa: s5+4n2 i

it § agciBE&s’

(47)

Here it has been assumed that the interaction between
the spins o and 8 depends only on which cells 7 and 7
they lie in; the second term on the right side cancels the
interaction of a spin with itself. Both the energy and the
entropy can be written in terms of the spin operators

S; for the cells, in complete analogy with Eqgs. (4) and -

(5). The energy is

H=-YY 78S+ Y Ju, (48)
3 7 3

while the number of states for which the eigenvalue of
S:2is Si(Si+1), is equal to

nl(2S;+1)2
Gn+Si+1)!1(Gn—S)!

=(25;+1)2 exp(n Inn—Gn+Si+3) n@Gu+Si+3)

—@Gn—3S:—3%) n(Gn—Si—3)

Vn
“+In- +O(n“1)>
2m) 2 (3n+Si+1)(3n—S:)
=~ (2S8;41)2 exp(n In2— (2/n) (1 —2/5) (Si+3)?
—(4/3n%)(Si+3)*+3 In(8/7n?)) .

In the case of the Ising model it was possible to
replace the sum over .S; by an integral, making errors
that can be shown to be exponentially small for large 7.
It is plausible that a similar replacement can be made
in this case since the important eigenvalues of S;2 are
large, so that it should be possible to replace the vector
operators by ordinary vectors. If this replacement is
made, we get

N/2n
b~ f 43Sy - / d3SN,n2N< >
3n3

Xexp[——(l ___> Z(S ;@2 G, G ()%
n

(49)

T
+3 3 S @S 5, 5w 4-.5,)5,0)

i i K
4 3n
—3—n—3Z_(S;<x>2+s,~<v>”+si<'>’)2—E = Jﬁ], (50)
2 K L2

which is very similar to Eq. (6).
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It hasnot been proved that expression (50) is accurate
to the same order as Eq. (6), and there is at least one
contribution to the shift of the critical temperature
which has been dropped in the transition from Eqgs. (48)
and (49) to Eq. (50). This term arises because a com-
bination of operators such as

Si@J 8.8, J ;808w 8@

has nonzero expectation value for 75 j; the effect is to
decrease the critical temperature by an amount

n

T2
12T 371

LT G0e- (T 60y ], 6

which is of order #~1.

Equation (50) can be treated in just the same way
as Eq. (6) has been treated in the bulk of this paper.
The only difference is that each diagram has a different
combinational factor, because every line in the diagram
can represent the correlation of any of the three com-
ponents of the spin vector. For example, the contribu-
tions of the diagrams shown in Figs. 5(b) and 6(b) are
both increased by a factor of §. The expression for the
critical temperature analogous to Eq. (46) is

GO 2 S G(0) 1
T.= + Z J-,~2
2 Uy G(0)—G(k)  6kTG(0) 7=
10 -1
- 2 EO(kl)fLo(kz)ﬁo(ks)5k1+kz+ka>
QN2 kikoks
%G(O)l" G(k)
2 L v G(0)—G (k)
1
Gk _
3NG(O) Z GRG(=k) 3n
k 2
NZG(O)2(§ =

10 —1
- ho(k1)ho(k2)h0(k3)5k1+kz+ka] . (52)
ON?2 kyksoks

These combinatorial factors do not affect the argu-
ments about renormalizability, but there is no reason
why they should not have acrucial effect on the behavior
in the critical region, where the perturbation series must
be summed completely. They must have such an effect
if Eq. (50) gives an adequate description of the critical
region, as there are good reasons to believe that the
critical behavior of the Ising and Heisenberg models are
different. On the other hand, we should not expect the
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critical behavior of the Heisenberg model to depend on
the spin of the individual particles, since expressions
similar to Egs. (49) and (50) can be derived for particles
with spin greater than one half. The coefficients of
(S++%)? and (Si+3%)* will depend on the spin, but this
can affect only the position, width, and strength of the
critical region, and cannot affect the functional form of
the specific heat in this region.

8. TWO-DIMENSIONAL AND ONE-
DIMENSIONAL SYSTEMS

In two dimensions the arguments about renormaliza-
tion are altered. A diagram with E external lines, I in-
ternal lines, 7 four-vertices, and 27’ three-vertices, with
E+2I=4r+67", has I powers of k? in the denominator
and I—7—27"4+1 two-dimensional integrations, so that
the degree of divergence is

D=2—-2r—4¢, (53)
and the only divergent diagrams are those with a single
vertex, such as those shown in Fig. 5, and they are
logarithmically divergent. These diagrams must be
approximately cancelled by a suitable counter-term,
and the remaining terms in the series will be functions
of (n6)~'; not only simple powers, but also terms like
(n6)~! In(n6).

As in the three-dimensional case, the counter term
is taken to be 3_ &(k) evaluated at some suitable tem-
perature. The temperature cannot be taken to be the
critical temperature =0, since this gives a divergent
result, but it can be taken to be some value 6, of the
order of #~%, which is on the edge of the critical region.
This gives

T.=[nG0)/2«[1—n"14+N"1 % ho(K) T

G(k) 1
p (1+00)G(0)—G(k)) -G8

_nG(0) (1 4N

2k

The order of magnitude of this shift can be found by
substituting Eq. (17) for ho(k); the result is

d%k A Konax
=~ n
bo+ak? 2mna  (6o/a)'’?

A
N1 %‘, ho(k) z;(Zar)“2/

= (A/47ne) lnn+0(n").  (55)

Here A is the area of a cell, the cutoff wave number
K nax is of the order of A7Y2, and aKmax® is of the order
of unity, so that the shift in 7'; from its mean-field value
is proportional to #! Inn.

For the Heisenberg model this shift is multiplied by a
factor of §. The nature of the critical behavior must be
quite different, as it is known from the work of Mermin
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and Wagner'® that there can be no spontaneous mag-
netization in the two-dimensional Heisenberg model.

For a one-dimensional system no diagrams are
divergent and no renormalization is necessary. The
terms we have considered, which give a series in powers
of n6~1/2 for three dimensions and in powers of #6~! for
two dimensions, give a series in powers of #6—3/2 for one
dimension, and so the width of the critical region is
proportional to #~%/3, Since there are no phase transi-
tions in a one-dimensional system with forces of finite
range,* the critical region must join smoothly the two
regions in which mean-field theory is good. The problem
can be formulated immediately in terms of a simple
transfer matrix.

A system need not be truly two- or one-dimensional
to exhibit behavior typical of a two- or one-dimensional
system; that is, it need not consist of a single layer or a
single line of cells. The decisive question is whether or
not it is valid to replace the sums over wave number
which occur in the terms of the perturbation series by
integrals. Since effects in the critical region come from
the low wave number region of the integrals, quite
stringent conditions may have to be met before such a
replacement is made.

We consider a slab large in two of its dimensions but
only C cells across, where C is a small number. We take
the z axis to be perpendicular to the slab. It is first
necessary to diagonalize the quadratic terms in the
exponent of Eq. (6), and the running waves given in
Eq. (8) will no longer be adequate, unless periodic
boundary conditions are imposed. For simplicity we
assume that the cells are arranged in a simple cubic
lattice, and that the interaction has strength J within
a cell or between neighboring cells, and is zero other-
wise; the cells on the boundary interact with one less
cell than those in the interior. If we take the 2 coordi-
nates of the cells to be, 27, - - -, ¢l, where [ is the length
of the side of a cell, suitable variables are

Oz kg = (2%/N)1/2 Z S,, exp('kaX1+zkyI/',)

Xsin[yrZ;/(C+1)I]. (56)
The equation corresponding to Eq. (11) is
h(kaykeyw)

nJ
= I:l —u1 ————<1 +2 cosk.l

2T

v -1
~+2 cosk,l42 cos ):I
C+1
2 —1
57
o 1)2] , 67
Y N. D. Mermin and H. Wagner, Phys. Rev. Letters 17, 1133

(1966).
20 See Ref. 1, p. 482.

[e+1k g g
=~ L . - 2-1
7 7 v +7(V )
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where the critical temperature is shifted down by an
amount

ATo/Te=—(1/N)[=*/(C+1)*], (58)
because the boundary condition depresses the maximum
possible value of cos[vr/(C+1)] below unity.

The properties of the critical region are determined
by values of % of the order of (6/a)*/?, and the critical
range of 6 in a three-dimensional system is of order 2.
It is clear from the form of Eq. (57) that the sum over v
can only be replaced by an integral if

C>n. (59)
If C is much less than #, the critical behavior is deter-
mined entirely by the terms with »=1 and all higher
values of » give a negligible contribution, so that the
behavior is characteristic of a two-dimensional system.
Since, in the critical region, spins are correlated right
across the slab, the effective number of particles in a
cell is #C rather than #. This can be seen in detail by
considering the perturbation series. As we go from one
term to the next of one higher order, we get one factor
of N1, one extra sum over wave number, and two
factors of #. We can write

;2 _
N1 = / dks / dky,
kzzky (27!')2”C Y

and so we get a critical region of width proportional
to (nC)~%.

To evaluate the shift of 7, we need to know Y i(k).
As we have seen, this makes a contribution to the tem-
perature shift of order ! in the three-dimensional case.
Since the main contribution comes from large values of
E, it is not much affected by the finite value of C. To get
the difference between the shift for a three-dimensional
system and for this two-dimensional system, it is
sufficient to evaluate Y k(k) using the quadratic
approximation for % given in Eq. (§7) and using a crude
cutoff at large k. We have

(60)

N1 3 hlkarky)

kxkyy
12 1 1 2\
s 2 ()
7 0+ @1/ DK max

In . 61
41msz: 0-+(1/7) 2 —1)[x2/(C+1)%] (61

The numerator of the logarithm gives a term which can
be evaluated by replacing the sum by an integral, but
it is the denominator which is important. By using a
contour integral method, this can be shown to make a
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contribution

i (CH1)2\172
- lnl:sin1r<1—70 > :|
47nC ?

5 - 1/2
} ln( —0> ,
4rnC  \7(CH1)?
in addition to what would be obtained if the sum were

replaced by an integral. Since 6 has to be taken of the
order (nC)™, this gives the shift

AT /T o= —(7/47nC) lnn, (62)

in addition to the shifts proportional to #~! and C-2,
respectively.

It may be observed that the sum over » for those
terms which are not particularly large for small » does
give a result larger by a factor of (C+1)/C than would
be an infinite system. This, however, only results in a
shift of 7. of order (#C)~!; this is inside the critical
region for the two-dimensional system, and should be
ignored.

After this discussion of a slab C cells across, it is easy
to see what happens for a system cuboidal in shape,
A cells long, B cells across, and C cells deep, where

A>B>C. (63)

For a system to have a two-dimensional critical region,
it is necessary that inequality (59) be violated, and that
the sum over &, can be replaced by an integral when 6 is
of the order of (#C)~*. From Eq. (57) it can be seen that

this implies B/C>m>C. (64)

If this inequality is violated, the system may have a
one-dimensional critical region. Since there are effec-
tively #BC particles in each cell when the system is
behaving one-dimensionally, the width of the one-
dimensional critical region is proportional to (nBC)~2/3,
For the sum over %, to be replaceable by an integral in
this region, it is necessary that

A3/BC>u>B2/C.

Finally, in the case

(65)

w>A43/BC, (66)

the system behaves as if it had zero dimensions in the
critical region; that is, the spins are correlated across
the whole system. The critical behavior is entirely
determined by the lowest Fourier component, which,
with the boundary conditions we have chosen, is,

8 1/2
01,11~ (4—> Z Si
BC i

X; ¥

Xsin sin: sin = .
A+ B+ (CH+1)

(67)
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Substituting in Eq. (6) we have for the critical region

0
3‘321\"/ d0'1,1,1
™

J
Xexp{ —201,1,12[1 —n“l———-(l—{—Z CoS
A+41

2T

™ L 32 TR
+2 cos——42 cos >] 01,1’14} . (68)
B41 Cc+1 3n3ABC

The width of this critical region is of order (n4BC)~1/2
=N—12,

We have derived conditions for critical regions of the
various types to exist, which are expressed by the in-
equalities (59), (64), (65), and (66). It is not suggested
that the critical behavior is everywhere characteristic
of a particularly dimensionality when one of these
inequalities is satisfied. We know, for example, that
sufficiently close to the critical temperature the specific-
heat curve must be rounded for any finite system. We
cannot discuss this in detail without knowing the nature
of the critical behavior.

9. STANDARD ISING AND HEISENBERG
MODELS

So far, a special case of the Ising and Heisenberg
models has been considered, in which the interaction
between two spins depends only on the cells in which
the spins are located. The results can readily be gen-
eralized to cover the standard form of the models by
using the close analogy between the diagrams which
have been used here to represent terms in the perturba-
tion series and the diagrams used to represent the
perturbation series for the standard Ising and Heisen-
berg models (see Ref. 7). Each line in one of our

GO/ . GH
Ay (IM ¥G(O)—G(k)

2 G(k1)G (ke)G(ks)
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diagrams corresponds to the sum over all lines connect-
ing two points with only two vertices along the line;
that is, a line joining the sites ¢ and j gives a factor R

L)
where

Jij Tt JaJwJy
y=— 4T T o
Tk (2T)2 % 1 (2T)3
J s Jij
2 R«:k<5kj-————) =, (69)
P 2T/  2«T

The sums over intermediate sites in this expression are
not restricted in any way. The diagrams which are
important in the case of a long-range interaction are
those in which not more than four lines go through any
site. The leading terms in the series for the Ising model
spin-spin correlation function are

4(sisj) =08+ Rij— 2 (dix+Rir) Rir (8, Ru;)
k

+3 Zk: Zl:(Bfk+Rik)(sz)3(5zj+sz)+- o (70)

We can express the inverse of the Fourier transform of
this function in terms of G(k), defined by Eq. (10),
to get

Gl 1 _ GI)/xT
UT N % 1—G(K)/2%T
2 G(ky)G(ke)G(ks)

3N? k;“:ka (2«7 —G (ky) L2« T — G (ko) JL 2T —G (ks) ]
XOuptkatigxt . (71)

The third and fourth terms of this expression correspond
to the diagrams of Figs. 5(b) and 6(b). The critical
temperature is given by

3N 2kx§ks L(A4-00)G(0) —G (k1) L(14-60)G(0) — G (k) IL(1+60)G(0) — G (k) ]

-1
5k1+ks+ka> . (72)

The first correction is identical with the first one given in Eq. (46), and the second correction is almost exactly the
same as the second in Eq. (46) except that the cutoff for large values of k1,ks,k; is provided by the factors of G in
the numerator, rather than by the maximum wave number allowed for a system made up of cells.

For the Heisenberg model the series is rather more complicated. The series analogous to Eq. (70) is

$(8:-8;) =8+ Rij—§ X (du+Ri) Rt (51,4 Rej) +-3Riidis
k

10
“% % ;(61k+Rzk)(]kl/ZKT)2(alJ+RlJ)'—%RWJU/ZKT"{'“'Q_ Z].; Zl(auc-l-R,,k) (sz)3(51j+le)+ LI (73)
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The inverse of the Fourier transform of this is

G(k)I S GK) 2 |'1 G(k):r GK)

T 3N'® uT—GE) 3NL 27l W ur—G)

. 1 G(k’)G(k——k’)ll 2 |"1 G(k):l“’Z GK)G(k—K')
3NY @) vl ard ¥ T —Gc)]
10 G(ky)G(k2)G (ks)
ketketkg—k T 0o (74)

9N2 mzm (2«7 — G (k) (24T — G(ko) J[2kT — G (ks) ] ’

The fifth and sixth terms in these expressions arise because the expectation value of §@§®§@ at a site does not
vanish. The fourth and sixth terms have a negligible effect on the transition temperature, as they are multiplied
by a factor which is particularly small there, and so the result for the critical temperature is

PO VI S L S P AV
Tl 3N ¥ GO)—G(k) 3NG(0)*'F
10 G (k)G (ko)G (ks)

z
9N ks [[(14-00)G(0) — G (k) JL(1+-60)G(0) — G (ko) JL(1+-60)G(0) — G (ks) ]

The correspondence between this and Eq. (52) is not
quite as close as the correspondence between Eqs. (72)
and (46), but it must be remembered that G(k) does
not have quite the same meaning in the two equations;
in particular, Y G(k) vanishes in the standard Ising or
Heisenberg model.

These results for the critical temperature are consis-
tent with the results of Vaks, Larkin, and Pikin for the
Ising!! and Heisenberg? models. They include the

701 2
q(1-9/2k T, )

+4.46q
60}

50f
40 X
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20} . x

10F
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Fi1c. 7. The dots show the calculated values of ¢2(1—J/2«T.)
+4.46q as a function of ¢ (on a logarithmic scale) for the three-
dimensional Ising model. The crosses show ¢*{(1—J/2«T.)
+N1Y Gk)[GO)—G(k)T} as a function of ¢g. The straight
line is a line of the slope predicted for large ¢.

—1
5k1+kz+ks:| . (75)

terms of order #~! but omit the terms of order #~2 Inn
However, their series for the specific heats are not
purely functions of #6-'/%, but include terms such as
#3632 Inf. If the shift of 7', given here is included,
such terms become #~36—3/2In(6/60,), which is of the
required form when 6y is of order #—2. The same happens
to other functions calculated by Vaks, Larkin, and
Pikin that appear to increase logarithmically with the
range of the interaction.

In the critical region the diagrams of the models
formulated in Secs. 2 and 7 contribute the same as the
diagrams of the standard Ising and Heisenberg models,
except possibly for a combinatorial factor, because the
factor G(k)/2«T which comes in the numerator of the
Fourier transform of R;; is essentially unity in this
region. It is not known if the combinatorial factors are
identical, but no evidence has been found that they are
different.

10. COMPARISON WITH NUMERICAL
RESULTS

Domb and Dalton'® have calculated the critical tem-
perature for the Ising and Heisenberg models for a
number of different lattices, with an interaction that
extends over the first one, two, or three shells of nearest
neighbors. In this section we examine these results and
compare them with the asymptotic formulas given in
Eqgs. (72) and (75).

We assume that the interaction is of strength 2¢~1J,
and extends over a range R, where

(¢+1)V==4xR3. (76)
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Fic. 8. The dots show the calculated values of ¢2(1—J/2«T)
+7.76¢ as a function of ¢ (on a logarithmic scale) for the three-
dimensional Heisenberg model. The crosses show ¢*{(1—J/2«T)
+(5/3N) 3 G(k)[G(0)—G(k) T+ (39!} as a function of ¢. The
straight line is a line of the slope predicted for large g.

In the limit of large ¢, we have

Gk)~(J/qV) / e r ity
r<R

=3J[(sinkR/k2R2) — (coskR/k2R®)].  (77)

With this form of G, we get the first term in the relative
shift of T’ for the Ising model equal to 4.46¢~1, which
is given by Dalton and Domb.' To evaluate the second
term in Eq. (72), we can use the results obtained in the
Appendix. The cutoff Km.x is of order R7!, and «a is
minus the coefficient of k2 in G(k)/G(0), which is {5R?.
The resulting value is (2000/274?) Ing, so that we get

To~iT (144461~ 74.1q2 Ing)~2.  (78)
For the Heisenberg model we get, from Eq. (75),

kT e~3J(147.76g1—123.5¢72 Ing)~'. 79)
In Figs. 7 and 8 the calculated values of
P(1—T /2T )+ 4.46q (80)

for the Ising model and the corresponding expression
for the Heisenberg model are plotted as functions of Ing.
The straight lines to which the values should be
asymptotic are shown. The fit is not good.

Since Dalton and Domb!? have also calculated the

quantity
%3 G(k)/[G0)—G(k)]

for the lattices in question, we have plotted on the same

FOR ISING MODEL 967

figures

J G(k)
o 1 — —1
q < 2/<TB+N 2 ) (81)

k G(0)—G(k)

and the corresponding expression for the Heisenberg
model. This does not appreciably improve the fit to the
asymptotic form.

The results for the two-dimensional Ising model can
becompared with the results given in Eqs. (54) and
(55), or rather with the modified formulae valid for the
standard Ising model. With

(¢+1)4==R? (82)
and
J
Glky~— f ets1d2y
qAd Jr<r
=(J/qA)nR*(1—3k°R*+-- - -), (83)
we have a=%R?, and so
kTe~3J(14+¢ 1 Ing)—1. (84)

In Fig. 9 a plot of ¢(J/«kT;—1) against Ing is given for
the numerical results for the two-dimensional Ising
model, and here the points lie close to a line of the
expected slope.

11. CONCLUSIONS

We have shown that a version of the Ising model
with long-range interactions can be formulated for
which the behavior in the neighborhood of the critical
point can be calculated in the following intuitively ap-
pealing manner. An expression similar to the Ginzburg-
Landau expression is used for the free energy F, and
the partition function is found by summing exp(—F/«xT)
over all states of the system. It is, however, necessary

T

q(IZkT-1)

q

S 1 1 ]

o) L '
5 6 8 10 20

2 3 4

F16.9. ¢(J/2«T.—1) as a function of ¢ (plotted logarithmically)
for the two-dimensional Ising model. The straight line is a line of
the slope predicted for large g.
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to renormalize the theory and allow for the shifts of
critical temperature proportional to ¢7! and ¢~ Ing,
where ¢ is the number of particles interacting with a
given particle. Once this is done, it is found that there
is a critical range of temperature, of width proportional
to g% where the perturbation series in powers of q"'l is
no longer useful. In this range, the specific heat is a
function of ¢%0, where @ is the temperature measured
from the renormalized 7'.. This implies, for example,
that all specific-heat curves pass through the same value
at T, even if T, has not been chosen to coincide with
the real critical temperature.

In two dimensions the shift is proportional to g~ Ing,
and the specific heat in the critical region is a function
of gf. .

It is suggested here, but not proved, that the critical
properties of the ordinary Ising and Heisenberg models
can be found in the same way from a Ginzburg-Landau
free energy. The shifts of 7. and the widths of the
critical region which are calculated are independent of
this assumption. If the assumption is correct, the
behavior in the critical region for a system with long-
range forces should depend on the nature of the order
parameter (how many degrees of freedom it has, for
example), and on the dimensionality of the system, but
not on such details as the nature of the lattice, and the
magnitude of the spin of the particles.

The results derived here can be applied to other
systems where the Ginzburg-Landau free energy can be
used, such as superconductors. For a superconductor
similar results are obtained if we equate the volume of
a cell with £ and the number of pairs in a cell with
£k 2/ %, where £ is the coherence length of the super-
conductor at zero temperature, kp is the Fermi wave
number of the electrons, and &, is the zero-temperature
coherence length of the superconductor in its pure
state. For a clean superconductor this is equal to £,
while for a dirty superconductor £ is equal to & times
the electron mean free path. Something of this sort has
been done by Ginzburg? for the three-dimensional case,
by Langer and Amgebaokar?! for the one-dimensional
case, and by Abrahams and Woo?? and Ferrell'® for the
two-dimensional case. In particular, Ferrell has derived

217, S. Langer and V. Ambegaokar, Phys. Rev. 164, 498 (1967).
22 %‘, Abra}%ams and J. W. F. Woo, Phys. Letters 274, 117

1968).
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the equivalent of Eq. (62) for the superconducting
film.2
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APPENDIX

We need the asymptotic value of the integral

f &k f lAI

XL(O0+ak:®) (6+4ak?)(0+a|ki+k,—k| 2Tt (A1)

for small £ and 6, where the region of integration is such
that &1, ks and |ki+ko—k| are all less than K. We
have

/ @[ (0+ak:®) (04a|ky—k' [T

T Kmax k]_dkl

ak! Jo

| Ottt R
+aky? n0+a(k1—k')2

kl
+O( ) . (A2)
@?K nax?®

For small £ this integral can be written as a contour
integral and gives

(2n%/a?k’) tan—1[%'/2(8/a)V2].
Substitution of this back into Eq. (A1) gives the result

47*  Komax
ad k
or
47t Kuax
—In (A3)

o (0/a)i2 ’

according to whether & is greater than or less than
(8/a)1r2,

# R. A. Ferrell (private communication through M. Cyrot).



