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The known closed form expression for the coordinate space Coulomb Green’s function is
specialized for applications involving perturbations of the ground state of the hydrogen atom
by removing the ground-state pole term and evaluating the finite part at the pole. The re-
sulting closed form expression is simpler than the full Green’s function and may be quite

useful.

1. INTRODUCTION
The function
(F,)9,, ¥,
kel FrmEy

plays an essential role in the Rayleigh-Schr&dinger
bound- state perturbation theory for a quantum-

N ¢
Gn(rz, r, =—-§r; E kL (1.1)

mechanical particle moving in a potential field V(¥).

Here the Ep, denote the distinct energy eigenvalues
of the unperturbed Hamiltonian,

Hy=— (7%/2m)V2+ V(¥), (1.2)

including continuum eigenvalues if they occur.!®
The ¢} (F) are the corresponding eigenfunctions
of H,, I being a degeneracy quantum number. The
energy E, is one of the bound state eigenvalues of
H,.

The function G"(¥,,,) enters in the calculation
of the first-order corrections to the bound-state
wave functions belonging to the eigenvalues E,,
and also in the second-order corrections to the
energies of these states when the Hamiltonian H,
is modified by the addition of a perturbation term.
For example, if the ground state, ¢,(¥) say, of H,
is nondegenerate, and if the perturbation is simply
caused by a small additional potential U(¥), then
the (unnormalized) perturbed ground-state wave
function is given correct to first order by?

lpl(Fz): ¢1(;2)
+ @m/Rr?) [d%r G, T U)o, (F,), (1.3)

and the increase in the ground-state energy is
given correct to second order by

AE] = fds’}’lgﬁl(i"l)* U(Fl)(p]_(?l)
+(2m/n?) [d%y, [d3r, 0, (F,)

XU(F,)GHF,, TIUFE ) o, (F)). (1.4)

The function G"(%,, ¥,) is related to the Green’s
function,

7, *(F)
. 72 Oy o)y *(E)
G(rz:rl;E)=‘2m—EE—-‘*——‘———'E _E ,
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of the Hamiltonian H,, in that G"(¥,,¥,) is obtained
from G(%,, ¥,; E) by removing the nth pole term,

“om E -E ’
l n
and evaluating the other terms at E=E,. We
shall refer to G*(¥,, ¥,) as the “reduced nth state
Green’s function” and (when necessary to avoid
ambiguity) to G(F,, ¥,; E) as the “tull Green’s func-
tion.”

Recently, Hameka? has derived a relatively sim-
ple closed form expression for the S-wave com-
ponent of the reduced ground-state Coulomb
Green’s function. We will here derive the more
general result

- li"g - i"l l(al)-l

- - e
G T = =TT
e—%(uu;)
+ 2‘———[—g(v)+1n(u)+§(u+v)_~25-+-y]’ (1.6)
Ta,

w=y+ 7+ 15, -7, 1 Na,)t,

v=(ry+7, = 1% -7 1 )a,)?,

expressing the complete reduced ground-state
Coulomb Green’s function, including all partial-
wave contributions, in closed form. Here a, is

the first Bohr radius, a,=4m%%/mZé*, v is the
Euler-Mascheroni constant, and g(v) is the function
defined by

v vl -t
g(v)=/ dt=— =—ve [~ dte " In(l-t).
o
0

1.

It is quite remarkable that the expression (1.6) is ap-
parently not more complicated than the S-wave
part calculated by Hameka, the difference between
the two expressions amounting almost to the mere
replacement of Hameka’s variables 27, (a,)"! and
27 (a,)"*! by the well-known Coulomb variables u
and v, respectively. The expression (1.6) is sim-
pler than the full Coulomb Green’s function® and
may prove to be quite useful for applications.
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II. REDUCED GROUND-STATE COULOMB
GREEN’S FUNCTION IN CLOSED FORM

1. Uniqueness

The function G'(%,, ¥,) satisfies the differential
equation,

(V2+2/a,7, - 1/a,2)G (T, T,)

=6°(F, - 1,) - ¢100(F2)(P100*(F1)’ (2.1)
together with suitable regularity conditions at the
origin and at infinity. Here

‘Ploo(i") =1 %(al) - %e - tr/a)

is the ground-state Coulomb wave function. If
F(%,,7,) and G(¥,,¥,) are two solutions of the dif-
ferential equation and the boundary conditions, one
can deduce the identity,

F(1,3) = 0100(1) [ d°7, 0100 *(2)F(2, 3)
=G(3,1)- ¢100(3)fd37'2¢100*(2)G(2, 1),

by applying Green’s theorem in the familiar way.
Setting G=F, we learn that the expressions occur-
ring on either side of this identity are symmetric
in their free arguments, ¥, and ¥,. Thus the
identity can be rewritten in the form

F@3,1)- (pmo(3)fd31’2§0100*(2)F(2, 1)

= G(3,1) = @100(3) [d37,0,00%(2)G(2, 1). (2.2)

We have here a partial uniqueness theorem for the
reduced Green’s function: The reduced Green’s
function is determined uniquely by the differential
equation and the boundary conditions except as re-
gards its component (in the sense of Hilbert space)
along the state ¢,,,(F). It has been verified by di-
rect substitution that the expression on the right-
hand side of Eq. (1.6) actually satisfies the dif-
ferential equation, Eq. (2.1), of the reduced
Coulomb Green’s function. Since this expression
also satisfies the appropriate boundary conditions,
it must indeed be equal to G'(%,, ¥;) except possibly
for the coefficient of the term

- 1 - \7. 2 -> * >
(2ma,) e (2+1’1)/a1=%a1 Proo(T2)Pro0 (1),

The coefficient of this term is checked by the cal-
culation presented in Sec. II, Sub. 3 in which the
S-wave part of Eq. (1.6) is projected out and found
to agree with Hameka’s result for this special case,
{Since the term

(2ma,)" exp[~ (ry+7,)/a,]

in Eq. (1.6) contains no angular dependence, it
will remain unaltered except for a numerical fac-
tor in projecting out the S-wave part. Any error
in the coefficient of this term in Eq. (1.6) will
imply an identical error in the coefficient of the
corresponding term 2(z,)"!exp(~ x) in Eq. (2.24)
for the S-wdve part, }

2. Derivation of G (¥, f;)

We begin with the following expression® for the Coulomb Green’s function

- - T'1-iv) i
G . - 22 U2 ’
Co P B == gm0 /i) o,
iv; % ;
v=(ka,)"}, k=@QmE}?/n, 0<arc(k)<nm.

w.  /iv) ﬁmiv,%(v/iV)
/i) ) 28)

The variables #, v, and a, are as defined in Eq. (1.6). The functions W and 91 are Whittaker functions as
defined in Buchholz.5 The expression (2.3) is an analytic function of E on the complex plane cut along the
positive real axis 0 <E <+ « (the continuous spectrum of the Coulomb Hamiltonian) with the exception of the

poles of the gamma function factor I'(1~4v). These occur for iv=n=1,2,3,...

corresponding to E values

of ~mc?Z2a?/2n®, a=e?/4Aniic, the bound-state energy levels of the system.

If we multiply the expression (1.5) through by the factor (E - E,), where E, is the ground-state energy,
and differentiate with respect to E we eliminate the ground-state term. Substituting E= E, in the resulting
expression - which is now finite at E=E, - and comparing with Eq. (1.1), we find the following formula

for the reduced ground-state Green’s function

- - 8 ] - - '
G (T, T, =3 .[(E— E)G(E,, ¥,; E)] l
! E=E,

(2.4)

The differentiation here is more conveniently carried out in terms of the variable

z=1=1v,

(2.5)

rather than the energy. The variable z assumes the value z=0 for E= E,. Substituting Eq. (2.3) into
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Eq. (2.4) and expressing everything in terms of z, we find®

GHT,, rl)— [;(2 -z)(1-2)2T(1 +2)F(%,, i’l;z)] , (2.6)
z=0
. i Wy _ gy 1e/0- z)) fml_ ,1(v/ 1-2))
F(r2; I‘I;Z)— 41” T, - rll det Wl o (u/(l Z)) ml . N ('l)/(l Z)) (2.7)

All functions in Eq. (2.6) are analytic at z=0. Consequently, the evaluation of the expression (2.6) for the
reduced Green’s function involves no limiting processes, but only differentiation and substitution of z=0.
In evaluating the right-hand side of Eq. (2.6), it was found convenient to work with F in its determinental
form. The various terms generated by the differentiation can be evaluated with the help of formulas from
the following list:

f‘(l):—'y; (2.8)

m L @)=ve” 2, W, ) =ue” Y (2.9)
; 2 1;2

N e e (2.10)

g - bu

5?W1—Z;:%(“)|Z=o [1-ulnG)le ™ 2*. (2.11)

Equation (2.8) can be found in Whittaker and Watson’ and Egs. (2.9) can be found in Buchholz.® The func-
tion g(v) in Eq. (2.10) has been defined before [cf. Eq. (1.7)]. Equation (2.10) can be derived by expressing
the Whittaker function in terms of the confluent hypergeometric function using the formula®

1

mk;%“(v)=02(l+u)e ( s+ )Tk 1+ u; 20) /T(1+ ) (2.12)
(with the upper sign), writing out the power series expansion of the confluent hypergeometric function and
differentiating term by term. This derivation would not be essentially different from the derivation given
by Hameka? in his discussion of the S-wave part of the reduced Green’s function and is not repeated here.'®
However, the derivation of Eq. (2.11) does not seem to be available in the literature so we outline this de-
rivation in the Appendix. Other expressions occurring in the evaluation of Eq. (2.6) and not contained in
the above list of formulas can be evaluated by differentiation with respect to # or v of the formulas already
in that list. We list here for reference the principal intermediate steps in the calculation.

1 et Wl-g(”) sm1 5(”) -2 - zl+v) (2.13)
T 4nit,-1, | W, ) M, ()| 4, ’ ’
1; 2 1; 2
1 det ulffl’_%(u) ’097.11; %(1)) = (2-u)2- 'U) - Yu+v) (2.14)
T 4nit, -1, | W1°i(u) oM, 1) 87a, ’ )
22 s 2
SR - det| Wl'%(u) et %(v wv_ = 3u+) (2.15)
4r|T, -1, | 1) o ()] T 8a, ’ )
1 F) 1 2
9 9
IR S E=Ne -7 O 9111 -z; 1@)
4rir, -1, | w, 1) . _(v)
Lz ;2 z2=0



1178 BOUND-STATE CALCULATIONS 129

- 2e ™ 2 ) a0 - ) = 201 - wln)] - (1 = o= ¥+ 1+ vg @)}, (2.16)
T4n)t, -1, 9 ¢

9z 1-2;% 1) sml -z l(v)
=-[2¢" Sl v)/4mz1(u - o){u(1 = $0)[1+g@)]+ 3ue” - Ju+ Fv+ vl - Ju)n@)}. (2.17)

When the results (2.13) through (2.17) are combined with the proper factors, as required by Eq. (2.6),
the closed form expression (1.6) of the reduced ground-state Coulomb Green’s function emerges.

3. Projection of the S-Wave Component

The partial-wave components Gll(r ,71), 1=0,
1, 2, ..., of the reduced ground-state Green’s
functlon may be defined by the equation

o

G\ (T,

92 1 (2.18)

where 6 is the angle between the vectors ¥, and ¥,.
On projecting out the S-wave component, we find

G, 7y, 7,) = ZTrf d(cosG)G’(rz,i"l). (2.19)

We now substitute from Eq. (1.6) into Eq. (2.19)
and carry out the integration explicitly. This will
provide us with a result for direct comparison
with Hameka’s work. It is convenient to introduce
the new variables

= 3+ v)= (rp+7,)a,)?,
(2.20)

y=3u-v)= 1%, -7, 1),
and to integrate on y instead of on cosf. We have
Gy 7z, 7)) = ZWfoydy(alz/”zﬁ)Gl(i"z, ),

(2.21)
z=lry—7 @),

Some of the integrations are elementary, and we
obtain

Gol("’z, "'1)= (a1/27’21’1)(e X e Z)

+ (a1/2727fl)(x2 - zz)(x— 2vve

+(a,/2v,7))e xfzxd(yz)[—g(x—y)+1n(x+y)]. (2.22)

The functions g(x - y) and In(x+y) can be eliminated
from the integrand by integration by parts.

Gol(rz, v =(a,/2v,7 e~ Y_eTH
(/) 277,) 0% = 2D (= S+ 7)™

+{a,/27,7)e x[xz n(2x)

+22g(x-—z)—zzln(x+z)

“ 2 (qe/e)E - 22t - 1)

j;ﬁz(ds/%)(& X2 ]. (2.23)

To obtain Eq. (2.23) we have used the facts that
2(0)=0, and g'(v)=(e¥ ~1)/v. Also, the integra-
tion variables in the two integrals occurring in
Eq. (2.23) have been changed from y to £=x~y
and £=x+79, respective}y. These two integrals
are elementary, except for a term

__xzfx—z

[

(di/g)(eE -1)=~ ng(x— z).

The final result of integrating and combining sim-
ilar terms is

1 - %

G, ("’2; 7’1)= (2/0’1)3 [-—f(x—z)

1
+x—=3+v],

(2.24)

+lnlx+2)- (x+2)~

)= [2aE/eD e -1~ ).

This is seen to agree with Egs. (97) of the erratum
to Hameka’s article. [In order to convert to K
Hameka’s notation, it will be necessary to use the
relations x+2z=27,(a,)"" and x - z=27_(a,)"*.]

APPENDIX

The derivation of Eq. (2.11) will be outlined here briefly. We begin with the formulas'*

W, L) =[T(=1+2)]"{m

1 — 232 () In(u) + H

1-2;% 1-

1], (A1)
z
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% T'(z+))

u
Hy z,é(u) ——-—-(-T -(-—r[;b(zm) P +r) - ¢(2+7\)] +I‘(-—1+z)u_1 . (A2)

The function ¥ is the logarithmic derivative of the gamma function,
¥(z)=(8/82) InI'(2) . (A3)

Inside the parentheses in Eq. (A2) are two factors I'(z) (occurring in the sum for A =0) and I'(~ 1+z) which
are singular at z=0. These are canceled by the factors [I'(z)]™* in front of the parentheses in Eq. (A2) and
[P(~'1+2)]"! in front of the bracket in Eq. (A1), For this reason it is convenient to write these terms
separately. Also, it was found helpful to exhibit the zeros of the factors [I'(z)]~* and [T'(~ 1+2)]~* by re-

writing them in the form 2z[T'(1+2)]"* and z(~ 1+2)[T"(1 +2)] !, respectively.® In this way the following
formula was obtained:

1<u) ’ 1
% ( I..l(_ f+z) ) = [?(51::)% > ue 214 2)20(2) + 2(1 = 2)[9(1) + 9(2)]+ 2 /u}

+[ue” %u/r(1+z)] {2v(2) + (= 1+ 2)(@/dz)29(2)]+ (1 = 22)[¥(1) + p(2)] + 1 /u}

2 -3u by
2l ik 2 fl‘“f [z +20) - 91+ 1) - p2+ 0} (a9)

The last term here, involving the sum over A, clearly vanishes at z =0 because it is the derivative of z*
times a function analytic at z=0. It remains to substitute z =0 in the other terms. For this purpose the
relation I'’(1) =~y is required.” Also, the values of the functions zy(z) and (8/8z2)[29(2)] at 2 =0 are re-

quired. These can be derived from the identity, '2

(1= 2) = (z) = metn(nz) . (A5)

Multiplying (A5) through by z and taking the limit as z approaches zero, we find [zzp(z)]l -0=-1 If we
multiply through by z, differentiate first, and then take the limit as z approaches zero, %ve tind (8/0z2)z
X&), _g==7. The result of evaluating (A4) at z =0 can then be simplified by using the relation ¥(2)
=1-1v, which follows from differentiating both sides of the equation I'(2 +2) = (1 +2)I"(1 +2z). This result
is simply

1 () 1
e, wo

To complete the derivation of Eq. (2.11) we must add to the expression (A6) the derivative with respect to
z evaluated at z =0 of the first term,

’

1n(u)Jl"L1 _ Z;%(u)/l“(— 1+2)=2(- 1+z)ln(u)&m1 _ z;%(u)/l"(1+z)

in Eq. (A1), Owing to the zero of the factor z here, the derivative of the expression in parentheses does
not contribute. Thus

:ml z ;(u)
Py [73“? 1“‘“’} e T

=0

Using Eq. (2.9) this becomes

Equation (2.11) now follows when Eqs. (A6) and (A7) are added.
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1Qu.antiza.tion in a large sphere would be required to
give the sum in Eq. (1.1) a meaning for the continuum
states.

’H. F. Hameka, J, Chem. Phys. 47, 2728 (1967); and
erratum in J. Chem. Phys. 48, 4810 (1968).

See Eq. (2.3) of this article.

‘L. Hostler, J. Math. Phys. 5, 591 (1964).

SHerbert Buchholz, Die Konfluente Hypergeometrische
Funktion (Springer-Verlag, Berlin, Gdttingen, Heidel-
berg, 1953).

SHere the formula zT'(z) = T'(1+2) is required. See
Whittaker and Watson, A Course of Modern Analysis
(Cambridge University Press, Cambridge, England,
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1927), 4th ed., p. 237,

"Ref. 6, p. 236,

®Ref. 5, Eqs. (1a) and (2), p. 208.

*Ref. 5, Eq. (7, p. 12.

1"However, Hameka expresses his result in terms of
the function f(v) defined in Sec. II, Sub. 3, Eq. (2.24),
instead of the function g(v). As one can show by inte-
grating by parts, these two functions are related as fol-
lows:

v_l(ev-—l) +fW)=1+g(@).

URef, 5, Eq. (25a), p. 22, and Eq. (24a), p. 21.
2Ref. 6, p. 240.
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Spin Orientation of Photoelectrons Ejected by Circularly Polarized Light*
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Photoelectrons emitted by Cs vapor exposed to circularly polarized light with 2750 SA < 3150
A should have spin orientation 2 85% parallel to the light’s angular momentum. Measurements
of this orientation along the spectrum may be represented by a parameter x defined theoretically
in terms of a Hilbert transform of the spectrum of unperturbed dipole matrix elements

weighted by the effect of spin-orbit interaction.

The theory of this parameter is adapted from

Fermi’s interpretation of doublet intensity ratios and from Seaton’s related interpretation of
photoabsorption minima. Semiquantitative estimates are drawn from experimental data on

photoabsorption.

I. INTRODUCTION

Considerable efforts have been devoted recently
to the production of spin-oriented electrons by
collision with atoms and molecules, ! utilizing the
spin-orbit interaction, and by photoeffect on spin-
oriented atoms. ? The experimental study of these
processes can provide information on the dynamics
of electrons in atomic systems. The possibility
of providing intense sources of spin-oriented elec-
trons for high-energy accelerators has lent par-
ticular interest to these efforts.

This paper points out that, owing to a combina-
tion of known circumstances, irradiation of Cs
vapor by a broad spectral band of circularly po-
larized light must yield photoelectrons with nearly
complete spin orientation. This spectral band ex-
tends from the proximity of the photoelectric
threshold (say, from~ 3150) to ~2750 A. The ef-
fect results from the influence of the (weak) spin-
orbit coupling on the light absorption in the con-
tinuum adjoining the principal series, an influence
that has been studied long ago by Fermi® for the

discrete spectrum and by Seaton* for the continuum.
Operationally, the phenomenon considered here
differs from that observed in Ref. 2 through re-
placement of the preorientation of target atoms

by the prepolarization of the incident light beam;
light polarization can be efficient in the range of
quartz optics. This phenomenon should occur in
all alkali vapors and perhaps in other materials;
Cs merely seems to afford the most convenient
opportunity for observations.

A criterion for selecting circumstances that
favor the production of spin-oriented electrons
has been emphasized by Kessler.® Orientation
by elastic scattering occurs when the scattering
amplitude approaches zero. The approach to zero
magnifies the relative difference between the am-
plitudes for alternative mutual orientations of
spin and orbit, a difference that otherwise tends
to escape attention. Indeed, these two scattering
amplitudes have small values of opposite sign over
a limited range of scattering angles near their
points of zero, thus enabling their interference to
supprvess one of the spin orientations in the labor-



