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Using the recently developed phase-space techniques for the treatment of quantum-mechan-
ical problems, we set up a procedure for calculating multitime-correlation functions in
terms of the joint distribution, functions. The correlation functions are then expressed simply
as integrals over the associated phase space. Explicit expressions are given for these joint
distribution functions, in terms of Green's functions of the c-number equations of motion for
the phase-space equivalent of the density operator. Using these joint distribution functions,
an exact regression theorem is rederived, andtheconnectionwith the multitime correspondence
between classical and quantum stochastic processes is discussed.

I. INTRODUCTION

During the last several years, increasing use
has been made of time-correlation functions in
the description of the behavior of physical sys-
tems. Recently Zwanzig' summarized the main
results in this area and discussed some applica-
tions of time-correlation functions to nonequlib-
rium problems (see also Ref. 2). In the calcula-
tion of quantum correlation functions, use has
been made of phase-space techniques. In this
connection the signer distribution function ha, s
played a preferential role' and has been used to
obtain first quantum corrections 6 to time-cor-
relation functions ca,lculated classically. This
in turn permits one to obtain quantum corrections
to transport coefficients. Similar procedures

have been useful in discussing a wide variety of
problems such as nuclear magnetic relaxation, '
neutron scattering, ' hydrodynamic transport
coefficients, etc. However, in the discussion of
certain problems in quantum optics, it is useful
to use other distribution functions based on dif-
ferent rules of association between functions of
noncommuting operators and c -number functions.
Recently a general technique, for the derivation
of the different distribution functions from a
unified point of view, was developed' ' and has
been used to study dynamical problems. "

In the present investigation, we extend this
analysis to construct various joint distribution
functions. These functions are then used to ex-
press multitime-correlation functions as integrals
over the associated phase space. An exact re-
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gression theorem, "relating two-time averages
to one-time averages, which follows readily from
our analysis, is also discussed.

II. ORDERING DELTA OPERATORS AND
SOME RELATED RESULTS

Let us recall a few results which have been
presented elsewhere. ' '0 In these papers, cer-
tain classes of ordering delta operators were intro-
duced. These ordering delta operators are de-
fined as

(z, —a, z,*—a ) = I'I 5 & ' & (z —z,) (2.1)

'Jd-'n G(n, n*)

x exp[a(z, *—& t) —n*(zo-&)]. (2.2)

Then t was shown that any operator function
G(a, a ) of Boson creation and annihilation opera-
tors can be expanded in the following manner:

G(a, a )= JE( (z, z*)S (z —a, z+ —a )d z, (2.3)

Here Q denotes an ordering operator (one for
each rule of association), and the function Q(a, p)
appearing in Eq. (2.2) is an entire analytic func-
tion of two complex variables n and p, which has
no zeros and satisfies the requirements

(I) Q(n, P) =Q(-a, -P), (ii) G(0, 0)=1.

b (z —a, z* —a ) =v,Jd n[Q(n, a+)]

xexp[n(z, *—a ) —a*(z,—a)]. (2.5)

Using the properties of the ordering delta opera-
tors, it was shown that the trace of the product
of two operators C',(a, at) and G2(a, a't) is given by

Tr [G,(a, a )G,(a, a )]

Q(a, n*) =exp(pa'+vn*'+&a n*), (2.7)

where p, , v, A, are parameters. The 0 -ordered
equivalent E»(Q)(z, z*) of the product G,(a, at)
G,(a, a&) is then given by

E "( ")=E "( *)

&( exp(A, +A,)E, (z, z*), (2.8)
(Q)

with

8 8 8 8Al=-2vb 8
-2J

8 * 8 *

=. 'Jd' E,'"'(, *)E.'"'(...*), (2.8)

Here E,(Q)(z, z*) and E,(G) (z, z*) are the c-
number functions associated with the operators
and G,(~, ~t) and G,(~, ~ ) via, the Q correspondence
and ~ correspondence, respectively. "

For a wide class of associations of interest
Q(a, n*) is of the form

The function E( ')(z, z*) appearing in the right-
hand side of Eq. (2.3) is the c-number function
associated with the operator G(a, ai) via the G
correspondence and is given by

8 8 ' 8 8
8g 8z* + 8g* ag

8 8 8 8
2 8s R'~ 8z *

(2.9)

(2.10)

E (z, z*)=@Tr[G(a,a )6 (z —a, z* —a )] (2.4)

wnere

Throughout this paper we consider rules of
associations for which Q(n, n*) is of the form
(2-7).

III. THE c-NUMBER FUNCTION ASSOCIATED WITH THE HEISENBERG OPERATOR 6 (zc —g, zc* —a, t)

The Heisenberg oPerator 6 (z, -a,zc* —a, t) is defined by
(G)

(z, —a, z * —a, t)= V (t, t )4 (z —a, z *—a, t)V(t, t,),(Q) - -t -t (Q) (3.1)

where U(t, tc) is the unitary time-evolution operator. Let Ep (z,z, t) be the Q-ordered equivalent of the(G)
density operator p(t) associated with a quantum-mechnical system, i. e. ,

p(t)= Q[E (z, z+, t)]. (3.2)

The ~-ordered equivalents of the density operator at times t 0 and t & to are related by an equation of the
fo-rm

E (z, z*,t) = fd z+ (z, z~, t
~ z0, z0~, t0)E (z0,z0~, t0),

(G) „ 2 (Q) , , (Q)
p 0' 0'0 p (3.3)

G Gwhere E (z,z*, t ~z„zt,c) is the Green' s function for the equation of motion for E (z,z*,t). The
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Green' s function IC (z,z*,t ~z„z0*,t0) satisfies the initial condition

K (z,z, t, iz„z,*,t,)=5 (z —z,).(fl) ~, (2) (3.4)

From (3.2) and (3.3) it follows that

p(t)= fd z S' (z,z *,t )[nK (z,z*,t~z, z *,t )]. (3.5)

According to (2.3), we can also express the density operator at time t, in terms of ordering delta opera-
tors, i.e. ,

p(t0)= fd z0& (z0,z *,t )& (z0 —a,z0*-a,t0).0 p
(3.6)

Therefore the time evolution of the density operator is given by

p(t) = U(t, t.)p(t.)U (t, t.)
= fd z F (z, z *,t )U(t, t )~ (z -a, z ~-a. ,t )U (t, t ).0 p

(3.7)

On comparison of (3.5) and (3.7) one finds that

0 [K (z,z*,t ~z„z,*,t,)] = U(t, t,)n (z, —a, z,* —a, t,)U (t, t,). (3.8)

On inverting the relation (3.8), with the help of theorems II and III of Ref. 9, we have

K (z,z*,t i z„z,*,t,)
(0)

=7rTr[U(t, t,)& (z, —a,z,* —a, t,)U (t, t,)& (z —a, z* —a, t,)](0) - -t -t (0)

= w Tr[ 4 (z0 —a, z0* —a, t0)U (t, t0)6 (z —a,z* —a, t0)U(t, t0)]
(0) - -t -t (0)

= gTr[ b, (z, —a, z,* —a, t0)n (z,—a, z* —a, t)].(n) - - t (n) (3.9)

Gn making use of theorem II of Ref. 9,we find that

w»[ & (z, —a,z,* —a, t,) 6 (z —a, z* —a, t)](0) - -t (0)

(Q)is the & equivalent of & (z-a, z*-a, f), i.e. ,

(z, —a, z,*-a,t)= A[K (z„z,*,t ~z, z+, t,)].(II) - „-t —" (n) (3.10)

We may summarize the result of this section in the form of the following theorem:

The & equivalent of the Heisenberg operator &( )(z,-a,z,*-at, t) definedby (3.1), is given by K( )(z„
z,*,t ~z, z*,t0), which is the Green' s function of the equation of motion for the & equivalent of the density
operator p(t).

IV. JOINT DISTRIBUTION FUNCTION FOR TYCHO-TIME-CORRELATION FUNCTIONS

I et us now consider the correlation functions(t „t,) defined by

R(t„t ) = (G (a,a, t, )G,(a,a,t,)), (t,-t, ),
(4.1)

(4.2)

where the sharp bracket denotes the quantum-mechanical average. We make use of Eq. (2.3) to expand
G, (a,a, t,) and (Ga, r", t,) in terms of the ordering delta. operators. This gives

G, (a,a, t, )= fd z,E, (z„z,*,t,)4 (z, —a,z,* —a, t, ),

G, (a,a, t,)= fd z,S', (z„z,*,t,)a (z, -a, z,*-a,t,). (4.3)
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Using (4.2) and (4.3), the correlation function (4.1) can be expressed in the form

~(f1,f2)= ff«1d Z2F1 (Z1,z,*,t,)F, (z z *t )fp(z z * f z z 2, f )
I I 2 2 (0) (0) (4 4)

where

(4.5)

is the joint distribution function for two-time-correlation functions. Now using the result (2.8) and the
result of Sec. 3, we find that the 0-ordered equivalent E &(0) of the operator p A(0)(z2-a, z, *-~j', f,),
such that

pd, (z2-a, z2* —a, t2)= 0[E ],pb,

is given by

F
A

—E (z,z*,tl) exp(A1+A2)K (z2, z2*,t2 ~s,z*,tl).(0) (0), - — (0)
p

Similarly the 0-ordered equivalent F& of the operator & ( ,z-a, z~-a, t,), such that(0) (0)

(zl —a, zl* —a, tl) = 0[F~' '](0) j' —" (0)

is given by

(4.6)

F (0) 5(2)(, , )1 (4.7)

Now using Eq. (2.6), (4.6), and (4.V), we find that (4.5) may be expressed in the following form:

~p(Z2&Z2 &t21Z1&zl ~f1)

= m gd z 6 (z —zl)[F (z,z*,fl)exp(AI+ A2)K (Z2, Z2*,t2 ~z, z*,tl)]
—1 ~ 2 (2) (0), ~ ~ (0)

P

(0) ~ ~ (0)
1' 1'1 1 2 (2'2 '2 1' 1'1'p

(4.8)

where now the operators A, and A, act on functions of &, and ~, . We now introduce the distribution function

)(z,z*,t) for 0 ordering associated with the density operator p(&), via the relation

C (z, z2, f) = 2 F '

(z, z+, t),
0 0) (4.9)

so that 4p( )(z,z, t) is properly normalized (Trp =1). It is then seen from (4.8) and (4.9) that the joint
distribution function is given by

(0) „(0)
(P(z2, Z2*t2, zl, zl*,tl) = C (zl, zl*,tl)exP(AI+ A2)K (Z2, Z2*, t2 lz, zl*,tl).

P
(4. 10)

We now use the joint distribution function to find a relation between two-time averages and one-time
averages. For this purpose, we take G,(a,a, t, ) to be the identity operator. For the identity operator
E,(0)(z„z,*,f,) = 1 and (4.4) gives the following expression for the one-time average:

(4.11)

On comparing (4,4) and (4.11) we find that, in both the cases, the essential time dependence, i. e. , the
dependence on &„ is contained in the joint distribution function 61 (z„z2,f „z„z, , t,) and this can be
taken as the statement of the exact regression theorem. The same theorem has been proved by Louisell
and Margburger" in a different way. Lax has extensively used the regression theorem, in a slightly dif-
ferent form, to discuss Markoff processes in quantum-mechanical context.
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V. CONNECTION WITH THE MUI.TITIME CORRESPONDENCE

gka

Let us write down the expression (4.4) for the case when 0 represents normal and antinormal orderings,
respectively. For normal ordering it follows from (2.9), (2.10), and (4.10) that the correlation function
&(t„t, ) is given by

B(t»t, ) = gJd z,d z,I", (z»z, *,t,)E, (z»z, *,t, )
rr 2 2 (A) ~ (&)

(5.1)

For antinormal ordering, one has from (2.9), (2.10), and (4.10)

Z(t„t,) = d z,d z,&, (z„z,*,t,)F. (z.,z.*,t, )

(A) „s s (&)x 4 (z,z +, tl)exP —
& ~ 8

K (z2,z2, t2 lzl, zl*,tl) (5.2)

fn particular using (5.1), the correlation function (a (t,)a(t, )) is given by

(a (t,)a(t, )) = ffd'z, d'z, (z,*z,)

v=0 n.' ~z,

On integration by parts Eq. (5.3) leads to

(a (t2)a(t, )) =- Od zia z.(z.*z.)&
BZg ~Zg

(5.3)

= ffd z,d z2(z2*z, )K (z2, z,*,t2~z„z,*,t,)4p (z„z,~, t,), (5.4)

where the relation"

(X), (A)
(5.5)

has been used. Similarly the relation (5.2) gives

(a (t2)a(tl)) = ffd z2d z z *[(z + s/sz *)O (zl, z]*,tl) jK (z2, z2*,t2 (zl, zl*,tl).K), (x)
(5.5)

The relations (5.4) and (5.6) follow easily from the multitime correspondence between classical and
quantum stochastic processes. For it has been shown elsewhere"y" that the generating function 8, for
the time ordered, normally order correlation functions

&(a (tl)] 1' "ta "(t„)]"ta(t„)] " "[a(tl)] &, (t -t, ),

is given by

i$ z *+tg *z' 'I~ )(z z*t]z z *t )nq
A, =1

(5.V)

Here & (zy, zg*, tg~zy „zy-,*, ty, ) for X &1 is the Green' s function of the equation of motion satisfied

by the antinormally ordered equivalent of the density operator, and forA. =1, K( is given by

(5.8)

The generating function S can also be expressed in terms of the Green's function%( )(zy, z~*, ty ~z&
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2 2 (X)

A, =1

&&exp(it *z +i& z *+t t *),x~ (5.9)

where E (zl, zl", tl lzo, zo*,to) = C' (zl~zl*, tl)1' 1'1 0' 0'0 p
(5.10)

Expressions of the type (5.1), (5. 2), (5.4), and (5.6) are useful in computing the spectrum of amPlitude
and Phase f}uctuations of, say, laser beams" One usually calculates the Green's function appearing in (5. 4 }
and (5.6) by eigenfunction-expansion methods"~". In some cases one can also obtain closed exPressions
for the Green' s functions. As an example we consider a system for which the Hamiltonian is given by

H= &u(t)a a+g(t)a+g*(t)a, (k=- 1). (5.11)

In this case, the distribution function 4& for normal as well as antinormal orderings satisfies the equa-
tion of motion"

BC} 84 &4„'=[- (t) -g*(t)] „' [ (t) * g(t)], ', .

The Green's function is given by (see the Appendix)

(5.12)

(A), , )

6(2)[ —it}(t„t,) ~ . —it}(t„t,)f t, dt, ,(t, )
iP(t', t,)]

I

where P(t„t,) = ft '~(t')dt'.
1

Then Eq. (5.4) and (5.6) lead to the following expressions:

(5.13)

(5.14)

(a (t,)a(t, )) = fd zIC (zl, zl*,tl)zl8)
1 p

1

t' 2 9 (N)= fd z. ..+, , C (z, ,z,*,t, )

(5.15)

t2 ~I ' ~ t2 tl 2 ~~t tl
I

(5.16)

One could have also obtained the result (5.15) by using the coherent-state techniques, for itis well known"
that for the Hamiltonian (5.11) a coherent state remains a coherent state as the system evolves in time

VI. HIGHER-ORDER JOINT DISTRIBUTION FUNCTIONS

Using again the method of Sec. 4, we can show that the multitime correlation function, defined by

ft(t, t, . . . ,t )=-(G (t ). . .t". (t )), (t ),t . . .-t ),

is given by

ff(tl, t, . . .,t„)=f fd,- . d z Z (z,z +,t )".Z (z,z *,t )
I 2 2 (0) ~ (0)

x
1 ( 1' 1 ' 1 + n' n ' ' ' ' 1' 1 ' 1 ' (6.1)

where ~( ~ *t ' ~ ~ ' 1'l*tl)n' n 'n'''
=(& (z —az * —a t ) ~ ~ ~ 4 (z —az ~ —a t )6 (z —az *-a t )).(0) g (0) t (0)

n Pn Pn 2 '2 '2 1 '1 '1 (6.2)
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To simplify (6 ~ 2) further, we make use of the following theorem:
The &-ordered equivalent of G, (a, at) ~ fbi(a, at) is given by"

p. ~x + A2 F1 Q Q * . F ' Q Q *,l= I 2. . .,nij 0 0)
(6.3)

with

gg 8 8 8
A~ = —2P, -~ 8 ~

—2v
8

Z

gj 1 8 8 8 8

j

8 8 8 8 8
8Q. 8Q. 8Q. 8Q.+ 8Q.i j

(6.4)

(6.5)

Then using (2.6), (3.10), (4.7), and (6. 3) we find that the joint distribution function is given by
~ ~ ~ ~

(p(z )z,t;z l,z l, t l, ,z,z, t ) =exp Fj A, + Zi A2

&&4 (o'l, nl*, tl)K (z, z *,t
~ o'2, o'2~, t ) E (z2, z2*,t2 ~ n, n *,tl), (f = 1,. . .,n).

p 1' 1 ' 1 n' n ' n 2' 2 ' 1 2' 2 ' 2 n' n ' 1 Q =z '
l

l
(6.6)

These higher-order joint distribution functions are useful especially in defining quantum mechanically a
Markoff process. %e can define quantum mechanically the Markoff process as a process for which these
higher- order joint distribution functions factorize, in the following way":

n'n 'n''' 1' 1'1 n'n'n n —1'n-1'n —1 n —1'n-1'n-1'''1' 1'1' (6.7)

Here the first factor is independent of tn» t n 3y ~ ~ ~

Finally we ment&on that throughout this paper we considered functions of Boson annihilation and creation
operators a and a ~ However the same problem could have been treated by considering functions of posi-
tion and momentum operators q and p . Then the joint distribution functions are functions of P and q vari-
ables, where p and q are the c numbers associated with the operators p and q ~~spectively. These joint
distribution function of p and q may be used to find quantum corrections to classically defined correlation
functions. A different approach has been employed by other authors (see, for example, Ref. 4-6).
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APPENDIX

In this Appendix, we wish to determine the
Green's function associated with the equation
(5.12). The Green's function EC(z, z*, t ~z„z,*, t, )
is the solution of the differential equation

Following I.ouisell and Marbur ger, "we try a
solution of the form

E(z, z*, t ~z„z,+, t,)

= exp — — +lnl" t . A. 4
& (t)

From the equation (A.4) at t = t 0 and the formula
(A.3), it follows that

y(to) =z„y*(t ) =zo*, $(to) =1/e, F(t,}=a. (A. 5)

i
st

—[ (u(t)z -g*(t)] s
8& — 8K

+ [ (u(t )z*+g(t)] 8E
(A. 1)

We now substitute (A. 4) in (A. l) and equate the
coefficients of equal powers of s and z * on both
sides, %e then obtain the equations

subject to the initial condition
(2)

K(z, z +, t, ( z „z,+, t, }= 5 (z -z,) .
(2&%e express ~ in the form

(A. 2)

eh(t) 0at

+ i-(t )r(t ) = —4 *(t),ay(t

(A.6)

(A.7)

(2)(
)

lim —e(z- z )(z —z,)* (A 3)
sr(t)

F(t} „-ie „tr(t) I'—



PHASE- SPAC E ANA LYSIS 407

= ~k(t )1'(t ) —eC*(t )T*(t) (A 8) p(t, t.) = ft ~(t')«'.
0

(A. 13)

Using (A.7) and (A.8) we find that

(A.9)er(t)
Bt

The solution of (A. 6) - (A.9) under the initial con-
dition (A. 5) is given by

On substituting (A.10)-(A.12) in (A.4) and taking
the limit &-~, we obtain

EC(z, z*, t ~z„z,*,t,)

$(t) = &(t,) = 1/e,

r(t ) = r(t, ) = e,

X(t)=e ' ' ' 'zo—i'(t, t,)

(A. 10)

(A. 11)

lim —e[z -y(t)] [z -y(t)] *
Q ~oo

[z -y(t)],

where z(t) is given by (A.12).

(A. 14)
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