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A kinetic~theoretic approach is employed to analyze the temporal behavior of simple
radiating systems that are, generally, not at equilibrium. The system models considered
herein are simple in the sense that streaming of radiation and particles (hydrogenic atoms)
is neglected, relativistic effects are not considered, and bound-bound radiative transitions
are taken to be the dominant interaction process. Of major concern is the manner in which
physically interpretable factors bear on the approach of mean (singlet) densities of atoms
in various states and of photons to their steady-state values. Additionally, the present
work is of sufficient generality, statistically, to allow the retention of higher-order den-
sities. That is, mean square (doublet) densities for the atoms in their various states and
for the radiation (this includes joint doublet densities between species) are explicitly in-
cluded. These additional terms comprise the vehicle that statistically couples the various
distributions in a system to the next-higher order (than the first). The cases for which
solutions have been obtained are parametrized by radiation linewidths, by statistical
weights of atomic levels, and, of course, by initial conditions on the atomic and radiation
densities. Major trends and characteristic results are noted and mechanistically dis-
cussed; and elemental limits on the application and interpretation of the kinetic theory,
per se, for this class of radiating systems are indicated.
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L. INTRODUCTION

The primary object of the present work is to ex-
amine the temporal evolution of a class of radiat-
ing systems that are, in general, not at equili-
brium. To study the approach to equilibrium - that
is, the approach to a steady state for the mean
(singlet) densities of atoms in various states and
of the radiation - appropriate sets of kinetic equa-
tions are developed and solved. In addition to writ-
ing and solving a somewhat conventional set of ki-
netic equations for the singlet densities mentioned
above, it is also a straightforward matter to extend
the treatment to include second-order (doublet)
densities, the relevance being that the doublet den-
sities for particles and photons! can be viewed as
statistical coupling terms. These additional terms
explicitly relate (to the next-higher statistical or-
der) the manner in which the various particle
and radiation distributions jointly fluctuate owing
to the interaction processes that obtain in a given
system. Accordingly, solutions can be obtained
not only for the temporal evolution of the singlet
densities but also for the temporal evolution of
atomic and radiation fluctuations in systems that
are not at equilibrium.

To focus primary attention upon time-dependent
behavior and upon elemental radiative mechanisms
that underlie departures from thermodynamic equi-
librium, the system models in the present work
have purposely been made simple, They are sim-
ple in the sense that relativistic effects are ne-
glected, and the system is assumed to be suffi-
ciently large and uniform so that losses at the
boundaries and stréaming of particles and photons
may be neglected. Bound-bound transitions of two-
level hydrogen atoms are taken to be the dominant
interaction process. On the other hand, the kinet-
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ic equations themselves are deduced with sufficient
generality to allow the retention of effects due to
the finite lifetimes of emitting and absorbing atom-
ic states. Indeed, finite lifetimes will be found to
assume a central importance with regard to the dy-
namic evolution of a given system, inasmuch as
linewidth considerations can be seen to be an inte-
gral element of the internal consistency of the ki-
netic theory, per se. Statistical weights associ-
ated with atomic states are also included in gen-
eral terms, and their pertinence to dynamic fea-
tures as well as to final distributions at steady
state is assessed in specific cases. Thus present
consideration is simply directed to a set of models
that is both explicitly solvable and yet possessed
of some practical and theoretical utility. This set
of collisionless models will apply in a practical
sense to rare systems (such as regions of inter-
stellar space where particle densities may be as
low as 102-10° per cm3), because in this regime
radiative rates are much greater than collisional
rates. As particle densities increase to .the order
of, say, 10'2-10'® per cm3®(corresponding to some
laboratory plasmas and to some regions of some
stellar interiors), it will be seen that the purely
radiative behavior will depart from that deduced
for rare systems. It is, of course, recognized
that, in this regime of higher particle densities,
the role of collisional processes becomes increas-
ingly important. But the characteristic behavior
of simple collision-dominated systems can be read-
ily determined, and it is recognized that the radia-
tion simply assumes a Planck distribution at the
initial temperature of the atoms (which, of course,
have their levels populated in accordance with
Boltzmann’s law?), A collisionless model then be-
comes of interest in a theoretical sense for non-
rare systems, since radiative processes constitute
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an elemental means by which the simple Planckian
behavior above may be redistributed to other tem-
peratures, temporally and asymptotically. But,in

sets of coupled kineti¢ equations without a priovi
assumption regarding the form of any of the dis-
tribution functions subsequent to time zero.

these more general instances, the temperature at
any given time is merely a defined quantity whose
value depends upon system parameters such as
linewidths, statistical weights, and particle and ra-
diation densities. Thus the present program is
primarily devoted to the very basic problem of de-
terming the evolution of a nonequilibrium system
by explicit means - i.e., by solving appropriate

The format for this initial program is te develop
the requisite kinetic equations (to second statistical
order) in Sec. II. Section I reviews examples
leading to simple Planckian behavior, and Sec. IV
deals with systems that depart from the simple be-
havior of Sec. III. Results for specific examples
are obtained in Sec. IV, both with the terms of
higher statistical order retained and with them
neglected.

II. THE KINETIC EQUATIONS

The method by which the forthcoming kinetic equations are deduced has been presented in some detail in
numerous contexts3% by now. Therefore only the very essential elements of the formulation will be reit-
erated. Perhaps the most elemental point to be made is that we are dealing with systems in which a num-
ber of quantum aspects are manifestly evident. The fact that particles in various states, as well as pho-
tons, are being created and destroyed suggests the utility of a second-quantized formulation — since the
observables of our theory are expectation values of numbers (or products of numbers) of particles in vari-
ous states, and/or photons, at a given time, #. The quantum-statistical axioms are well-suited to this
description and are accordingly invoked. The temporal evolution of the observables is obtained from the
Liouville equation

9p()/8t= G /B)p,H] , 1

where p(#) is the density operator for a system of interest, and H is the Hamiltonian of the system. Fur-
thermore atomic states most often have finite lifetimes, which are, in turn, manifest in corresponding non-
zero radiation linewidths. Thus, in view of uncertainty requirements, the momentum uncertainty related
to a nonzero radiation linewidth leads to a minimum value for the dimensions (in configuration space) of a
fundamental phase cell. In radiative systems, these dimensions can be of macroscopic size. The analytic
accomodation of the phase cell concept into a kinetic-theoretic formulation is, therefore, not only an im-
portant matter of principle, but is indeed of considerable practical significance as well, particularly when
fluctuations are included. The singlet density for particles or photons of kind A is therefore defined as

FAR, R, a,0=[1/CP] TN &, K,a)p(®) , (2)

where the coordinates (X',f{') are coarse-grained coordinates in that they merely locate the center of a
phase cell of volume (27)? in the six-dimensional phase space (i space). If a particle or photon is located
anywhere within a phase cell, its coordinates are designated simply by the location of the center of the
cell. The label a is used to des1gnate the quantum numbers that complete the description of the particle’s
or photon’s state. The number operator N (X K a) is defined by

A(X K a)= a, (X Ka)a X K,a), (3)

where the creation and annihilation operators, a4f(X, K,a) and a4 (X, K, a), respectively, obey the commu-
tation or anticommutation relationships appropnate to the A-type partlcles or photons. In a diagonalizing
representation, the eigenvalues of NA (X K, a) are the possible numbers of A-type particles or photons in
the cell about (X K) with quantum-labels a. The doublet density for particles of kinds A and B is defined by

FABE, R, a; X' K 0;0)=[1/(eP ] TeN A& K, OV B R, ", b)o(2) . (4)
The temporal evolution for a singlet density is given by the finite difference expression,
[FAR R, a,t+7)- FAK, R, a,0))/7=[1/@n0)°ITe A A& B, a)o(t+7)- p@)]/7 . ®)

This expression approaches BFIA(i,ﬁ,a,t) /ot for sufficiently small 7, such that densities do not vary too
rapidly over the interval. On the other hand, 7 has alower limit, on the order of effective interaction
times or lifetimes of states, in that densities are not meaningfully defined at two times closer together
than these characteristic times. The temporal evolution of doublet densities is then expressed as
[FABR, R, a; X", B/, bst +7)- F

B&,K a; X', R",b;))/7=[1/(2n)e]Te N A&, K, )N E & K" b)[ot +7)- p(8)] /7.

(6)



302 R. J. GELINAS 175

From here it is a straightforward, but somewhat tedious, task to deduce the requisite kinetic equations.
Proceeding as did Gelinas and Osborn,3~5 space- and time-dependent kinetic equations are obtained. In
order to reduce to a strictly time-dependent description, all streaming terms in all of the kinetic equations
are neglected, and singlet and doublet densities are spatially averaged over the volume of the system, de-
noted by Vg, as

PR, a,0=11/0] [, &’X FARR,a,0) )

and F,AP @, o;R", 50)=[1/ ("’s)z]f'o.sdsx f'osdsx 'F zAB(i’ K, a;X",K,5;1), 8)

where the notation of the space-averaged (or “system-averaged”) quantities is accomplished by simply
dropping the spatial variables from the arguments. The kinetic equations can then be written in the gen-
eral form (for A-type particles and/or photons)

(K a,t T)
Wf dXZW,(T)[N,,(XKa)N & K a)lp, @), (9)
ABz =
dF,  "(K,a;K’, b;t,T)
and — - (ZW)ﬁvzfvde dX'ZW (™)

XN, ; AR R, N, , B, &,p)-N A(x ,a)N nnB()'("f(", ole, @), (10)

The time derivative of the singlet and doublet densities has been used to denote the more rigorous finite
difference expressions of Egs. (5) and (6). The indices # and »’ denote the initial and final states, respec-
tively, that are available in a given system. The terms N, s, A X,K, a) and N, y, 1 B(X' K' b) are simply the
matrix representatives of NA(X, K, a) and ¥B(X’, K’, b) for e ava.llable final states ina d1agona11z1ng
representation of particle and photon numbers. leew1se NyARK, K, a), N, BEX’, K", ), and py,(t) are
the matrix representatives of NA(X, K, a), NMB(X’, K’, b), and p’(t) for the available initial states of a system.
Off-diagonal matrix elements of p(ti have been neglected The quantity W, 'n(T) is defined by

2, (10)

W, @)=(1/m)|[e~ E/DH+ DT

In.

where H, is comprised of those terms in the system Hamiltonian representative of the unperturbed (free)
radiation field, plus the free-particle contributions. The term I is comprised of the “interaction terms”
of the system Hamiltonian (see Ref. 5 for calculational details of this development). The equations, as
they are written up to this point, are in a sufficiently general form to accommodate a description of a
broad class of systems. To focus attention on the simple class of radiating systems of present concern,
it is convenient here to adopt a particular system model that corresponds to a sufficiently large, uniform,
homogeneous system of two-level hydrogen atoms and an isotropic radiation distribution. Bound-bound
radiative transitions are taken to be the dominant interaction process. Since it is intended to eventually
discuss matters in quantitative terms, Lyman-q transitions will be taken to be a representative bound-
bound radiative transition in a two-level hydrogen-atom model. There is, of course, no great difficulty
in extending the treatment to a larger number of arbitrary levels. So, for present purposes, the kinetic
equations will be reduced to a form that applies to atoms in the 2P and 1S levels and the corresponding
line radiation. Inasmuch as excited atomic states have finite lifetimes, damping theory$,” is invoked to
evaluate the terms W, ’n(T) - thereby deductively accounting for finite radiation linewidths in the present
formulation. It will be convenient to sum atomic singlet and doublet densities over momenta (recall that
we are working in a discrete, coarse-grained coordinate system). We will also assume photon polariza-
tions to be random, and to pass to the continuum in frequency for the radiation. Assuming all singlet and
doublet densities to be spatially constant the equation for the singlet density of photons can be written as

R Au AR
af ", t) _ F (2P, ¢8) Y(2p, 1) F1 (1s )\, R (2P t) _ (18, v,t)
0D o B CRA, (0 .0)Ro, 0, L0000 A0S0 0],

Su g] Su g]_
(11)
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where? flR(v, t)dv isdefined in the continuum as the “system-averaged” expected number of photons per
unit volume in dv about v, at time ¢, The cross covariance of photons (in the continuum) with atoms in
the upper state, denoted by vAuR(2P, v, t), is defined as

AR(2p, v, 1) =f AV (2P, v, 1) - FAY2P, 1), B, 1), (12)

where sz“R(ZP, v, t)dv is defined as the “system-averaged” expectation value of the product per unit
(volume)? of the number of atoms in the upper state and the number of photons in dv about v, at time ¢.
The quantity vAIR(1S, v,t) is defined in like manner for photons and atoms in the lower state (1S in our
examples). The quantities gy and g) are the statistical weight factors associated with the upper and lower
atomic states and take values of (2/+ 1), where ! is the azimuthal quantum number for the atomic state of
interest. The origin of the factors gy and g1, as they appear herein, is derived from the assumption of
natural excitation of the m! quantum states, in the absence of external fields. That is, by designating

the internal states of the atom by the quantum labels »,!, and mj, we have written

Py

NX,K,n,I, ml)= (1/20+ 1)NEX, K, n, 7).

The spin orientation, often denoted by the label m g, of the bound electron has been assumed to be random.
The quantity M(v) is given by

Mw)=(rev/3mr "2, (13)

e had
where [Rnln 12 E[fo Rn,l,(r)Rnl(r)r3dr]2, (14)

and Rnl(r) is the radial eigenfunction for the initial state designated by the quantum numbers #l (primes
denote the final state). The density of available photon states, p,, is defined by

pVEGmIZ/ca. (15)

The quantity 8 (v) is a line-shape factor arising from the damping theoretic computation of W, (7). If

y; and yy represent the widths associated with the lifetimes of the initial and final atomic states, respec-
tively, and &v,;; the mean energy difference between the upper and lower atomic states, it is readily
shown that §(v) approaches 8(v -~ vy]) when ;7 <<1, y£7<<1, and 7>1/2my. This, of course, corre-
sponds to the result obtained from first-order perturbation theory. But these conditions are too restric-
tive for our purposes, inasmuch as our kinetic equations are to be used over time scales that may very
often be long compared to the lifetimes of excited states. On the other hand, the more general consider-
ations of damping theory lead to a Lorentzian line-shape factor (normalized to unity) with only the con-
ditions Zu <1, v,7>>1 (or vice versa). This more suitably describes the physics of the systems of

present concern, and the interpretability of the kinetic equations is likewise improved. The equations for
FAY2p, ) and FAL(1S, t) are written as

ar % @P,0)/dt= [dv M()s (u){- [o,+ flR(v, 012 e, D/g,
(78, 0/g) 1, B w, 0+ RS, v, 0/g - R (2P, v, 0/g ) (16)
and dF,2Y1s,t)/dt=- aF, AP, 1)/dt . 17)

Since the equations for the particle distributions are dependent upon integrals over radiation distributions
(singlets and doublets as well as cross doublets), it is convenient to also integrate equations for radiation
distributions over the line of interest. To simplify the calculations, the Lorentzian shape factor is re-
placed by a unit impulse function centered about vy). That is, for a line of width Av, § (v) is now taken to
be

s(w)=[H(v - Vat Av/2)~H(v - Va1~ av/2))/av,

where H(v — x) is the unit step function, having value unity for v > x and zero for v<x. Of course, as Av
approaches zero, § (v) approaches (v — Vul). If we define

FRO= fav £Bw,0), (18)
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vA"Bop, )= [av v B(2P, v, 1), (19)
vAR(1s, 1= [av B (15, v,1), (20)
and  VER()= [av [ av B, v, 0), (21)

the set of kinetic equations reduces finally to the following solvable form:

R
dF (@) ~M(uul) [FlAu(zP,t) . (FIA“(ZP, t)_ FAL(1s,2) )F Ry AR Gp g ARG t)]
dt - Ay gu pl/ul v+ 1 + gu - ’

&y 81 81
(22)
A
aF 2P, 1)/t = - ar, R()/at, (23)
arAN1s, t)/dt = - ar A%ep, 1) at (24)
v Bop 1) Mo ) [/ FA%eP,0-g FA 180 AuR
I o f u'l -P, av-r. ) @p,1)
& Av £ S0 2,
R AuAu(
lp, av+Fy @] vARENeP, 2P, 1) F ROV ep, 15,0 FRoOvVARGs, 0.
+ —
8u 81 ¥ 81
rAlas, ) FANPR, 1)
! -1 vER(p L c)
21 &u Vs ’ (25)
Au _Au Al
F, (2P, t) F,7(@2P,t) F, (1S, ¢) uR 1R
where  C(t)=————— 0 Av+( ! . ’ )F R(t)+ v4 (2p,t) . v4 (1s,1) (26)
8y Yal 8y 8] 1 &u 8] ’

aviRs, My [ g FA%2p, )
dt = |

Al R\ VAR (1 ¢ yAuR
. e - P las,0-F, (t)>———é§T——)+[pvulAu+FlR(t)]-ﬂzi)

8u

+ [qul

uAl F,Au2p,t) F.Al(1S,?) 141
v FIR(t)]VA (2P, 1S, £) +( 1 _ )VRR(t)_VA gl(1s,1s,t)

R 1

S

(27)
Au Al
dVRR(t)_ M(Vul)[ (F1 @p,t) FANS, 0\ oo R V.AuR(zp, £
=% 2 7 - a0 Ve + 2[qu1AV+F1 (t)]T
o, Ry R as, o) .
- 7 r5-c) |, (28)
S
avAuAlop 1s MOy [ . F RO, ve) | pAval gp 4y  FyHOVAMLAS, 15,0)
at A T\ Pt 2 Zu * 8
Au Al Al Au
F,“7(2p,t) F7(18,¢) F,(1s,t)  F,7T(2P,1)
+( 1 _ 1 )VA“R(zp,t)+( - - ) vAtR(s,



175 BEHAVIOR OF NONEQUILIBRIUM RADIATING SYSTEMS 305
AuAu

R\ V* (2p,2P,t) 1-

Av+F_ (¢ e
+[qu1 +Fy @®)] z ,USC(t)], (29)

AUAU
avAU AU op op p) Mul) [_ oAp av+ F Ry @R 2P 1) )
dt - Av qul v+ 1 gu
- Al Au R(;)yAuAl
+2( rAls,n F, (2P,t)>V auryyy 2 (radier,1s,t) C(t)]’ 0
£ &u 8 eos

Ay

Ry pAlAL
Al gs 15 ) M(uul)[_ 2F v, 18, 1)
dat =

8

+ 2[qulAv+ FIR(t)]
u

vA%4lop 15 1)

F A%p 1) FAl1s, 1)
N (1 . -1 )VAlR(ls,t)

u 8

*‘131; C(t)J . (31)

The terms (1/Ug)C() in the above equations may be termed “self-correlation” terms. These terms are
originally (i.e., before “system-averaging”) nonzero only within a given phase cell, and space averaging
the equations [see Eqs. (7) and (8)] accounts for the factor (1/0g). This merely indicates that, as the vol-
ume of the total system gets sufficiently large, contributions from a single phase cell ordinarily assume

very little importance.

Therefore in large systems, for which our present consideration of an infinite

homogeneous model best applies, it is a good, and consistent, approximation toneglectthe “self-correlation”

terms.
uration space.

On the other extreme, the system volume may be on the order of the phase cell volume in config-
An important class of measurements in this regime are numerous optical experiments in
which quantum fluctuations within a single phase cell are observable.

For systems of this type, solutions

can be deduced for Eqs. (22)-(31) with the “self-correlation® terms retained, but in the absence of spatial
dependence such solutions should only be viewed inferrentially, at most.

III. EXAMPLES THAT LEAD SIMPLY TO
PLANCKIAN RESULTS

In order to lay out areas in which clear-cuttrends
characterize system behavior, it is well to first

of all consider two sets of conditions that lead simply

to a Planckian characterization at steady state —
particularly since Planckian behavior is, in one
way or another, associated with well-recognized
notions that underlie a sizable segment of existing
work on radiating systems. Accordingly the re-
sults of this section are neither surprising nor
novel. They do, however, provide a logical frame-
work for discussion of later results, and perhaps
most important are the dynamic features that, with
some extension, will also carry over to more gen-
eral cases in the next section.

A. Collision-Dominated Systems

The main feature that characterizes a collision~
dominated system is that the atomic populations
in the upper and lower levels are held in a ratio
given by Boltzmann’s distribution law. In our
examples this ratio is assumed to be constant,
and is given by

hVul/G

FA%ep)/F A= Y g, (2)

where 6 is Boltzmann’s constant multiplied by the
temperature of the atoms. In sufficiently dense
systems, atomic collisions can provide this con-

dition to a good approximation. That is also to say
that radiative effects are sufficiently weak in such
instances so as not to appreciably perturb the
atomic distributions from a Boltzmann ratio. If
one neglects the cross-covariances VAUR(2P, ¢)
and V'Y(1S,¢), it is a straightforward matter to
substitute Eq. (32) into Eq. (22) and obtain the
following expression for the expected number of
photons per unit volume in the line of width Av
about Yul at time ¢:

2 M

- R(t): 8y 111Au(l e )
1 3 hVul/G

c(e -

cr RO e~ M,

2 (33)

) ../
where AEM(vul)FlAu(ZP)(e at 1)/g Av. (34)

If the result of Eq. (33) is divided by Av and mul-
tiplied by hcvy, it is evident that, asymptotically
the conventional Planck distribution is approached
at the atomic temperature. That is,

hVul/e

lim I (Vul, t)~ 81Thvu1-3/cz(e 1). (35)

s

While the temporal evolution given by Eq. (33) is
in a sense trivial, there is one feature of the re-
sults of Eq. (33) and (34) that is not often explic-
itly demonstrated. This refers to the dependence
of the equilibration time upon some measure of the
radiative level width (in this case Av is that mea-
sure). From the definition of A and the time de-
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pendence given by Eq. (33), it is clear that this
class of systems approaches equilibrium relatively
faster for narrow radiative widths than for broader
widths. This can be briefly explained mechanis-
tically by noting from Eq. (22) that the ratio of
photon emission to absorption is proportional to
[1+pyyAv/F1R(t)]. Therefore, for Av relatively
large ‘(lbroad radiative line widths), emission pro-
cesses become relatively more important with re-
spect to absorption. For a given radiation density,
this has the resultant effect of assigning relatively
greater importance to the spontaneous emission
process (because of the second term in the square
brackets immediately above). But except for very
rare systems (which will be taken up in Sec. IV),
the spontaneous emission rate is slow in comparison
to the rate of net absorption, It is therefore evident
that, within the limits of present considerations,

a collision-dominated system is expected to ap-
proach steady state relatively more slowly for
broad radiative line widths than for narrow ones.
Extensions of this result will be seen in later
sections,

B. Collisionless Systems

In collisionless systems the radiation and atomic
distributions are completely coupled by the dom-
inance of radiative interactions. Therefore, given
a set of initial conditions, the temporal evolution
can be deduced by solving a sufficiently complete
set of coupled equations. In this section, terms
of second statistical order will be neglected, and
Egs. (22)-(24) can be solved directly for F ()
FAU@P, 1), FAL(1S,¢). It can first be noted
from Egs. (225—(24) that the following conservation
conditions obtain for the .present models:

b

FA%ep, 0+ F s, 0N, (36)
FA%p, 0+ F R @)=c,, 317
A8, 0-F,Bw)=c,, (38)

where N4 is the total number density of atoms in
the system. It also follows that
cy+cg=Ny,. (39)

By applying these conservation relationships to
eliminate FAU(2P,t) and F,Al(1S,¢), Eq. (22)
takes the form

aF B /at=dF EOP+ o Bt)sc, (40)
where a=- [M(Vul)/guAV] (gu +g1)/g1 , (41)
(g, +&) M)
b= [NA - quIAV - ugl cz] Zabv (42)
and c E[M(Vul)pyulAv/guAu](NA - (:2) . (43)

R. J. GELINAS
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of course, Eq. (40) can be written in the alternative
form

ar, By at= ol F B@) - p1[F F0)- 4, (44)
where p=[-b+ (b2~ 4ac)’?])/2a (45)
g=-[b+ (b2 - 4ac)*?]/2a. (46)

The solution for F,’*(¢) is then given by

q[FlR(o) -pl- P[FlR(O) -q] ea(q -p)t

Bp)-
(7, 2(0) - p] - [, (0 - q]20 — P

F,

(47)

It is evident that

lim FR()~q. (48)

o0
From Eqgs. (41), (42), (46), and the conservation
condition expressed by Eq. (38), it can be shown
that ¢, and therefore the steady-state radiation
density, approaches F,R(0) when F,R(0) is suf-
ficiently large in comparison to N4, the total
number density of atoms in the system. That is,
the number of photons created and destroyed by
the available atoms is so small that the initial
radiation distribution is, to good approximation,
not affected by subsequent interaction with the sys-
tem. BY simultaneously solving for F,AU(2P,t)
and F,Al(1S,¢), it can be shown that

Al
Fy (1s,¢) & ehvul/GR

lim = (49)
t~ FA%ep, 1) fu ’
where
hvy1/6
e ul/oR E[87TVu12AV/03F1R(0)]+ 1. (50)

Thus it is noted that a sufficiently strong radiation
source will force atomic level populations into a
Boltzmann ratio at the temperature of the initial
vadiation distribution. A cursory view of the ex-
ponential factors in Eq. (47) shows that the terms
alg - p) are manifestly negative and on the order
of F,1(0) in the present case. It follows that
steady state is approached more rapidly for in-
creasing radiation densities, which is to imply
that absorption and stimulated emission are the
dominant processes. This is expected to be true
for large radiation and/or particle densities, but
the possibility remains that, even though F,2(0)
>>N,, there may exist a regime in which the
absolute values of F,R(0) and N4 are not suffic-
iently large (for a given line width Av) to strictly
allow the dominance of absorption and stimulated
emission over the spontaneous emission process.
Indeed it will be found (in Sec. IV) that sufficiently
rare systems will not approach the Planckian be-
havier at 6p as defined above. These extensions
are of both practical and theoretical interest, as
indicated in earlier remarks, and a more detailed
view of some aspects of these departures consti-



175 BEHAVIOR OF NONEQUILIBRIUM RADIATING SYSTEMS 307

tutes the remainder of this paper.

IV. AMORE GENERAL CONSIDERATION OF
COLLISIONLESS SYSTEMS

A. Higher-Order Terms Neglected

It is profitable to continue the neglect of all terms
of higher statistical order for the present, inas-
much as it can be shown (see Part B of this sec-
tion) that mean densities are not appreciably af-
fected by the inclusion, or the neglect of, higher-
order terms in the simple two-level models of
present interest. This is not to suggest that the
higher-order terms are, in fact, small. For
in many instances they are not small. Having
already viewed a collisionless system that ap-
proaches Planckian behavior at the initial ra-
diation temperature, let us consider a conceptually
useful counterexample. This example is one in
which all atoms are initially in the upper level,
and there is no radiation at time zero. Equation
(47) reduces to

FR@)=pal1- 24~ PX jp_ go?@=2My (51

and, as before, we havel®

lim FR(t)~q tor p#0. (52)
00

The initial conditions lead to the term c, taking
the value zero, and Eq. (52) is readily evaluated
for two extreme cases. Case I is dominated by
spontaneous emission and may be designated as
having rare system behavior. Case II is domi-
nated by absorption and stimulated emission and-
may be designated as having non-rare system
behavior.

Case I
Rare system behavior is characterized by the

condition that Ng <<py,;Av. It follows that
=—M(uu1)p,,u1 gy (from Eq. (42), and that

%i_rgFlR(thA , (53a)
lim 7,4%2p,1) -0, (53b)
E_rgFlAl(ls, =N, . (53¢)

The essence of this result is evident both intu-
itively and analytically. Indeed it is to be expected
that, in a very rare system, the probability for a
photon to be “seen” by an atom in the ground level
and to undergo an absorption event is very small.
Thus atoms in the upper state simply decay away
(by predominantly spontaneous emission) with only
a minute fraction ever getting restored to the upper
state by photon absorption. For this reason, rare
system behavior has been loosely characterized

as a case in which spontaneous emission is the
dominant process.

Case 1T
Non-rare system behavior is characterized by

the condition that ¥ A > qulAV' In this casell

b uM(Vul)NA/guAV s
and it follows that
. R
%Lrg Fy () - Agl/(gu+g1) . (54)

For Lyman-q transitions in hydrogen gy = 3 and
& =1, thereby giving the following steady-state
solutions:

R
%irg Fy (t)..NA/4 s (55a)
lim F,4A%2p, 1)~ 3N, /4 (55b)
Hm Fy ) ey

1im 7. Al1s, 1) =N, /4 (55¢)
fooo 1 ’ A'Te

In the familiar example of nondegenerate two-
level oscillators (i.e., the upper level is non-
degenerate as well as the lower level), we find
that all densities approach the value of Ny /2.12

As before, the origin of this result is clearly seen
both intuitively and analytically ~ this type of sys-
tem simply approaches a situation in which the
rates of photon absorption and stimulated emission
are sufficiently great that these two processes be-
come dominant over spontaneous emission. Thus
in non-rare system behavior the asymptotic level
populations simply balance out in direct proportion
to the number of available states associated with

a given level.

While these latter two collisionless cases are
exceedingly simple, they nevertheless point up
the interesting fact that, in the absence of strong
radiation fields, the radiation distribution obeys
distinctly and basically different laws for opposing
density extremes. Therefore in nonequilibrium
systems, it may be profitable to mechanistically
view departures from the simple Planckian be-
havior of Sec. III. Recall that the role of line-
widths with respect to equilibration times may
also be reduced to the same set of mechanistic
considerations and will be further expanded upon
forthwith.

To examine the temporal evolution in more de-
tail for arbitrary system models, we will proceed
by considering specific numerical examples. By
performing a brief parameter study, major trends
in dynamic characteristics can be noted. In the
interest of brevity, only two basic sets of initial
conditions will be considered in detail. In each
instance we are considering Lyman-q transitions
in hydrogen (such that gy=3 and gy=1). The ex-
amples may be broken down further as
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Case A:

FlAu(ZP, 0)=N,

FAls, 0= 7,B0)= 0

Case B:

Ry ~ Au _
Fy (0)_F1 (2P,0)-Nl.

FAl1s,00=1. 65N, . 10

The quantity N; is simply the number of atoms per
cm? in the upper atomic level at £=0, and N; takes
values of 10° cm~3, 10'2 cm-3, and 10*¢ cm™3 in
each case. These densities correspond in a crude
way to certain regions of interstellar space, to
some laboratory plasmas, and to some regions

- of stellar interiors, respectively. The parametri-
zation with respect to Av will allow Av to take
values corresponding to the natural radiative
linewidth (narrow), for an arbitrary intermediate
linewidth, and for an arbitrary broad line. The
parametrization with respect to linewidth merits
some discussion, and it will be helpful to first
tabulate (in Table I) the equilibration time, Te
(this is the time at which steady state is first
reached). The radiation and atomic densities at
steady state, denoted by F,R(), F;AU(2P, «), and
FAI(1S, =) are also tabulated in Table I for each
case, When Tgy happens to be less than 7y =1/Av,
the entry in Table I will be labeled accordingly,
and the value for the densities will be deleted -
for these instances are recognized to violate con-
straints that are ordinarily associated with kinetic
equations in conventional form. They will be dis-
cussed further below.

The most prominent feature of the data in Table

I is that rare system behavior persists for all
instances in which N;=1.0X10% cm-3. That is,

in the absence of exceptionally strong radiation
fields, it is expected that a major fraction of
atoms will be in the ground level for a rare sys-
tem at steady state. It can also be noted that 7,
increases with Av in all of the rare systems that
were observed. This is an indication that, for
relatively large Av (and therefore relatively short
lifetimes of upper states), spontaneous emission
becomes more and more dominant, with resti-
tutive net photon absorption events occurring less
and less frequently. But to achieve steady state
the rate of restoring atoms to the upper level
must, of course, become equal to tie rate at
which they leave it. Therefore, as restituting
events become relatively less likely (with increas-
ing Av), the upper level must become more and
more depopulated (by spontaneous emission in this
case) in order for all the rates to equalize. This
additional depopulation simply requires more and
more time, thereby accounting for increasing Teq
with increasing Av. In regard to the entries in
Table I for FAU(2P, ») ~0, it is realized that
some vanishingly small value of FAY(2P, «) is,
in fact, required to maintain steady state. Like-

TABLE I. Equilibrium times and asymptotic densities for Cases A and B with N;= 10%, 102, 4nd 1016 cm™3,

Case B

Case A

Pl F AP, @ Aligs, o)

T eq(sec)

F1A1(1S, )

Y(2p, )

A

1

F

FiR (o)

T eq(sec)

cm™

=1.0x10°

N;
Ay

2.65 % 10°
2.65 x 10°
2.65 % 10°

2.0 x 10° ~

1.0% 10° 3.5 %1078

6.25x10° sec™! 4.0%x1078 1.0x 10° ~

Av=2.40x10%

1.0x10° 5.0x1078

1.0x 10° ~

5.0x1078

2.0% 103
2.0% 10°

~

~ 1.0x 10 6.0x1078

1.0x 10°

6.0x1078

2.40x10%

Av=

cm™3

1.0x10%

‘NZ

sec™!

Av=6.25%x108
2.40 x10%2
2.40x10%

Tul

Teq <

2.066 x10%

1.416 x10%2 5.836 x101!

1.999 x1012

P Teq< ’Tul
8.502 x101! 7.4x10~°

1.498 x101!

8.502 x101!

-8

1.1xX10

Ay =

2.649x1012

1.165x10°

3.0x1078 9.998 x1011 2.200 x108 9.998 x101! 2.4x1078

Ay =

em™

1.0x101%

N.i:

T

-1

sec

Ap=6.25x10°
2.40 x1012
2.40 %101

<T
ul
1510510

2.7x10~°

Teq < Tll].

6.829x10%

1.967 x1016

3.289 x1014

2.510x10%

2.510x10%5 7.490 X101

3.0x10-1
4.4x107°

Ay=

115

1.322x10%6 1.328 x1016

6.776 x1015

4.599x10% 5.401 x101°

5.401 x10%

Av=
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wise FAL(1S, ©) and F,R(x) are within this very
small value of 1.0x10%, even though in these cases
the value of 1.0 x10% has been entered in Table I.
As one goes to higher densities (Ni= 1.0x10%2
cm™2 and 1.0 cm-3), it is first noticed that Teq
< Ty for the natural radiative width Av=6.25
X108 sec~1, But it can be noted that this value of
the width corresponds only to the spontaneous
emission process.® In more dense systems it is
clear that the stimulated emission process be-
comes important as well. Thus Av appearing in
the kinetic equations must correspond to the fotal
radiative width. The total radiative width is, of
course, proportional to [p, +£,E(v,?)] (see Ref. 6);4
and for this reason, even in collisionless systems,
Av may take values of greater than 6.25x 108
sec~l, We have allowed ourselves the approxi-
mation that the system models herein can be sim-
ply parametrized by constant linewidths of greater
or lesser values |as opposed to widths that are
functionals of F,£(f)]. It is now interesting to
note (from Table I) in Case A with Av= 2, 4 X102
sec~! that, for N;=1.0Xx10'2 cm-3, rare system
_behavior obtains. However, for Case A with Av
=2.4x10'2 sec-! and N; = 1.0X10'® cm-2 non-rare

system behavior obtains. When Av takes the
value of 2.4 %10 sec-!, it is seen that Case A
for N;=1.0x10'® cm-3 tends to be somewhere be-
tween rare and non-rare system behavior. These
examples simply point up the fact that, in density
ranges that are of “laboratory interest, ” radiative
coupling effects may, in general, become manifest
in the form of one, or the other, or as a com-
petition of the two characteristic trends that have
been indicated herein. The same appears to be
true for Case B with N;=1,0x10'2 cm-% and 1.0
x10%¢ cm=%, 15 Thus, even though one has gained
a notion of the underlying factors that are at play,
it still appears necessary in most nontrivial ex-
amples to simply solve each case of interest on
its own merits. The time scales for equilibration
of non-rare system behavior are found to be
shorter than those for rare system behavior, as
expected. A final point that can be made, but
does not seem to merit extensive tabulations, re-
lates to the effect of statistical weights. It can
readily be seen [Egs. (22)-(24) that, as the
statistical weight for the upper level assumes
smaller values, the transition rates for the asso-
ciated emission processes become greater. In
this case the dynamic and steady-state features
may be expected to tend more toward the charac-
teristics of rare system behavior. Explicit cal-
culations on a hypothetical system of nondegen-
erate two-level oscillators (g, =g;=1) for the
cases considered in Table I bears this out upon
comparison to the data in Table I and the subse-
quent graphical representations of the dynamic
behavior for the above cases. In Figs. 1-6 the
full temporal evolution for the cases of Table I
are presented. Only the photon singlet density
F,R(t) is plotted versus time, since the atomic
singlet densities FAY(2P, ¢) and F,AL(1S, ¢) follow
trivially from the conservation conditions [Egs.
(36)—(38)], the initial conditions, and the value of
F,R(t).1¢

1.0x10%

1.ox10°

1.0x 102

I.OX]O’

1.0 0av=6.25x10%sec”! —
o Av=2.40% 10" sec”!

0.10F 2 8r=2.40%10"% sec”! "

0.01 -

0.001 . AT B | A ul
rox0! 1ox1070 1.0x107 1.0x1078
t — sec

"'-0‘;”0_7

FIG. 1. The photon singlet density FA¥1(t) versus
time for FA%(2p,0)=1.0x10% em™, F{~ " (18, 0)=F (0)
=0 (Case A with N;=1.0x10° em™).

B. Higher-Order Terms Included

By retaining all higher-order terms, one must
now solve the set of nine coupled differential equa-
tions [Egs. (22)-(31)]. In addition to the conser-

vation conditions that are given by Eqgs. (36)-(38),
we have the conditions:

vAMYop op, 1)+ AL s, 15, 1)
2™ op 15 1)=a,, (56)
vER @) v (15, 15,1) - 2v* R (1, 1) = 4, (57)

vER() .+ vA%Y0p 2P 1)+ 2vAYE (2P, 1)= 4,

(58)
vER @ vAR(9p, 1) - VAR (15, 1)
-v4%Yop 15, 1)=d,, (59)
1.0x10° - - . o
Fooav=ezsxicfue!
o ar=2.4%10%0c”"
|.o><10"§- 8 Av=2.4%10"s0c” 1

1.0 102 sl il il

adanl A
1.ox107

9

1.0x 107 1ox108 1.0x10%

t —sec

rox1w™ 1ox107®

FIG. 2. The photon singlet density FE(#) versus
time for FR(0) =F AU@2P, 0)=1.0x103 em™3, FALas, 0)
=1.65x10° em=® (Case B with N;=1.0x10° cm™).
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3

l.UX]O‘
rox10?
roxo"
_ tox1o'
e
w
l.oxlO’)’“ =
_ 8 -1
'req< ‘rul FORA!/—é.Q?X]O sec
rox108f o Av=2.4%10" sec”! .
A av=2.4x10" !
rox10 |- E
1.ox10® el el ol P
1ox107!! 1ox10710 1.0x107 1ox10°8 1ox107

t —sec

FIG. 3. The photon singlet density FIR(t) versus
time for F,AY(2P, 0)=1.0 x10 cm™3, F,Al(1s, 0)
=FR(0)=0 (Case A with N;=1.0x10" em=?).

v 0op 1) VAR (s, 1)+ VA% 2P, 2P, 1)

+vA%"%0p 18, 1)= 4,

(60)
and
vA%9p ) VAR (15, 1) - ¥4 (9P 15, 1)
-vA4%as 15, 1)=a,. (61)

In principle, the set of nine differential equations
can be solved analytically, given a set of initial con-
ditions. In practice, it is quite tedious to do so.
On the other hand, a numerical solution of these
nine equations (or even a much larger set of first~
order differential equations) is exceedingly simple
when standard numerical methods are applied. The
results in this section have therefore been obtained
numerically, using a fourth-order Runge-Kutta
method. 17, 18 As previously noted, it is found that
the inclusion of variances and cross-covariances
for photons and atoms does not alter the solutions
obtained (to three significant figures) above for
photon and atomic singlet densities in the absence

1.ox 0™ et

T T T

v <7 FORAV=6.25%10%sec”
eq Tuf

2 -
o ave2.4%102 e

[ 51
1ox 108k 5 Av=2.4X10" sec B

x\l—- L /A"feq «
-
1.0 % 10! i \q_ B
E .
1,o>/10”|;;4. arul e | P i sl 7.
rox10h 1ox107% 0w 1ov0® 1.0 107 1.0x 107

t — sec

FIG. 4. The photon singlet density F1R (£) versus
time for F RY0)=F A%(2p, 0) =1.0x10% em=3, FAL(1s, 0)
=1.65x 10" em™® (Case B with N;=1.0x10 cm=3),

1.0X% ‘0'6

rox 1k

R
Fr(e),

g
LOX]OL‘_— TQq< 7u1FaAv-é_25x10 sec
o 8r=2.4%107% ¢!

s av=2.4%10" sec”

|
I.OXIO_”

aseal 1 al,
10¥107%  ox10®  roxi0®
t — sec

1.ox 10"
1ox10?

10> 107

FIG. 5. The photon singlet density F R () versus
time for F;A4(2P, 0)=1.0x10%¥ cm=*, FAlas,0)
=F£(0)=0 (Case A with N;=1.0 x10% cm™3).

of higher-order terms. It will also be seen that,
for the system models that we are considering, the
higher-order terms may be small, or large, depend-
ing upon initial conditions and other factors. This
is only to say that, in the systems that we have in-
vestigated, the singlet (mean) densities are for
practical purposes unaffected by the magnitude of
the fluctuations. !? In view of the constancy of sin-
glet densities ih the present models, the solutions
for the higher-order terms under various sets of
conditions are, nevertheless, of some interest.
Perhaps primary interest arises because recent
advances in quantum-optical measurement tech-
niques have made the observation of fluctuations
more or less commonplace. Secondly, there is
theoretical interest stemming from a continuing
suspicion that, particularly in less simple non-
equilibrium systems (than those we have considered
herein), the higher-order terms may yet account
nontrivially for statistical coupling between the var-
ious distributions. If nothing more, the present
work represents a first step toward systematically
writing and explicitly solving a set of transport equa-
tions descriptive of a radiating system that are
consistently coupled to second statistical order.

In view of the examples already considered, in
which variances and cross-covariances were ne-
glected, let us consider here just two of the more

6,

r.ox o' N T -+ Trrey —rrre
a-r :
eq 1
rox 105k p
- 3 o7 E
= Ak
o
-
14 v <7 FORAv =625 108 sec”!
1.0x10°hL eq” Tul - sec .
0av=2.4%10"7 sec”! 3
28v=2,4% 10" soc”!
1.0x 10" ; L L 1 1
Lox10® ox10"2 1ox10 1ox100  rox10®  rox10®

t — sec

FIG. 6. The photon singlet density F;£(¢) versus
time for F R(0) =F AY(2P, 0) =1.0 X101 em=3, FAl(1s, 0)
=1.65 x10' cm™® (Case B with N;=1.0x10% cm=3).
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1.0 10 Ty —rr
o VR (1) = VA (20,20, 1) = VAIAL (15,15, 1)

Lox 16 o VAR (15,0) = VAR (2p,4) = VAT (0,15, 1) ST

00—l vl

rox10” 1.ox1078 1ox 107

t— sec

roxio"! 1.ox1071°

FIG. 7. Variances and cross-covariances versus
time for F;AU(2P, 0)=1.0x 10° em™3, FAl(1s,0)
=F£(0)=0,Ar=6.25x108 sec™!, all higher-order terms
initially zero, and 1/0g¢=1.

basic system types that come to mind - that is,
one which typifies rare behavior and one which typ-
ifies non-rare behavior. Each case corresponds
to the Cases A in Table I [F,AU(2P,0)=N;, gy = 3,
and FAL(1S,0)= F,R(0)=0]. For rare system be-
havior, we take N;=1.0.x10% cm-2% and Av=6, 25
X 108 sec~!, For non-rare system behavior we
take N;=1.0x10% cm~2 and Av= 2.4 X102 sec-1.
Recall that, for sufficiently large systems, terms
proportional to 1/ ¢ may be neglected. For the
opposite extreme, we arbitrarily take 1/vg to be
unity. All that remains to be specified in order to
solve the full set of equations are the initial con-
ditions on the variances and the cross-covariances.
One obvious case can be readily dispatched. That
is the case in which all variances and cross-co-
variances are initially zero and 1/’Us =0. Itis
found that the variances and cross-covariances
remain zero for all time (recall that singlet den-
sities in all cases are the same as in Figs. 1-6).
However, when this example is solved with 1/‘Us
=1, the variances and cross covariances do not
remain zero, which indicates that the “self-corre-
lation” terms are introducing fluctuations and

17
1.0x 10" rr— . : , ;

o 3

1ox 10" -
> L ]
Lox 10} 4

E o VR (1) = VA (25 26, 1) = VATAL (15,15, 1) ]

[ o VAR (15,0) = VAR (26, 1) = VA (ap, 15,10 ]

1.0x10" PRI R ol NPT PEETT R

tox10™ 1ox107'%  1ox10®  10x1078
t — sec

1ox 10712

FIG. 8. Variances and cross-covariances versus
time for FAU(2P, 0)=1.0 x10% em=, FAL(1s, 0)
=F1R(O) =0,Av=2.4x102 sec!, all higher-order terms
initially zero, and 1/Vg=1.

1.ox 10* T T T—

'I.O)(IU3
1,0)(102

1.0x10'

V(t)

0.10
« V(1) = VAR (15,1) = VATAL (15,15,
0.01= o VAR (9p, 1) = VAL (9p15,4)

a VAYAY (2p,2p,1)
1

sl al "
1.ox1077 1.ox 1078
t — sec

0.00
Tox10

. 1.ox1070 1.0x 107

FIG. 9. Variances and cross-covariances versus
time for FAU@2P, 0)=1.0x10° em=3, FAL1S, 0)
=FR0)=0, Ar=6.25x10® sec™!, all higher-order terms
initially zero except VAUAY(2P, 2P 0)=1.0x10% cm™S,
and 1/04=0.

coupling between distributions as the system
evolves. This behavior is shown graphically in
Figs. 7 and 8 for rare and non-rare behavior,
respectively.

By comparing the above data, it is clear that
the variances and cross-covariances grow to rel-
atively large values in the early history of rare
system behavior (for this set of initial conditions)
and then diminish back to very small values asymp-
totically. The non-rare system behavior appears
to evolve in more or less the inverse manner,
thereby ending up with appreciable fluctuations and
coupling within, and between, the distributions at
steady state.. It was also found in these examples
that, for rare system behavior, the equilibration
times for the variances and cross-covariances are
equal to Teqy for the singlet densities (and there-
fore, to 744 for the corresponding examples in
Table I). In the case of non-rare behavior it took
somewhat longer (as much as twice 7q, for the
singlet densities) before all of the varidnces and
cross-covariances finally reached steady state.
These higher-order terms were, however, quite

1.0% 10" gy - w‘\'\j, e e

Lox10L E
5 [

SAP
roxio™L VR (1) = VAR (15, 1) = VATAT (15,15, 1)
£ o VAR (26, 1) = vVAYAY (2,15, 1) 3
r o VAYAY (26,20, 1) 1
r 1
13 1 L (RPN

10X 10 . A i i
nox10™®  rox1072 roxio!" rox10 1oxi0® roxi0®

t — sec

FIG. 10. Variances and cross-covariances versus
time for FAU2P, 0)=1.0x10 cm=3, F{Alas, 0)
=F1R (0)=0, Ay=2.4x10" sec™!, all higher-order terms
initially zero except VAUAU(2P, 2P, 0)=1.0 %10 cm™S,
and 1/ ¢=0.
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1.0x 10—

1.0X 10°;

1.0x 102

l,oxw,

VR

ALR

0.0 = VR (1 =vAR (35 15, 1) i,
o VAAY (96, 26,1)

001 VAR (5p 1) AND VAYAY (29,15, 1)< 1.0 107 4

oot i sl sand
roxi0! 1.ox107'0 1.ox 107 1ox10® 1.0 10

b — sec

7

FIG. 11. Variances and cross-covariances versus
time for FAUEP, 0)=1.0x10° em™, F{AL(1s,0)
=F1R(0) =0,Av=6.25x10% sec™!, all higher-order terms
initially zero except VAUAU@2P, 2P, 0)=1.0x10° cm™S,
and 1/0g=1.

near (within afew percent) their steady-state values
at Tgq for the singlet densities. It can also be
pointed out that, in these particular examples (see
Figs. 7 and 8), the signs of the cross-covariances
clearly point up the nature of the coupling between
various distributions. For example, the negative
sign of VAUR(2P, t) indicates that the creation of

a photon correspondingly annihilates an atom in
the upper state (and vice versa, the annihilation
of a photon accounts for the creation of an atom

in the upper state). An analogous statement ob-
tains for the negative sign of VAuAl(2P,1S,¢). On
the other hand, positive VAIR(1S, ) indicates pos-
itive coupling between photons and atoms in the
lower state, inasmuch as the creation of a photon
correspondingly accounts for the creation of an
atom in the lower state, and vice versa.

A final set of examples is identical to those just
considered (Figs. 7 and 8), with the single ex-
ception that VAuUAu(2pP, 2P, 0) is now set equal to
FAU(2P,0)=N;. The results in graphical form
are displayed in Figs. 9-12, Comparison of the
data in Figs. 9~12 to that in Figs. 7 and 8 is more

rox 107 — N — — ot

T

ALAL

« VR (1) VAR (15,1) = VATAL (15 15,1)

o VAYAY (2p,2p, 1)
[ VAR (20,1) AND VA (20, 15, 1)
1 < 1oxto™
1.0% 10 - ;GJA sl A ].‘. araand m aaaal ; A aad
1.0x 107 1.ox 10712 1.0x.107 1.0x 107 1.0X 107

1ox 1078

t — sec
FIG. 12. Variances and cross-covariances versus
time for FAY4(2P,0)=1.0x10% cm™, F/1(15, 0)
=FR(0)=0,avr=2.4x10% sec-!, all higher-order terms
initially zero except VAUAL(2P, 2P 0)=1.0x10' cm™¢,
and 1/04=1.

or less self-evident. In the rare systems (Figs.

9 and 11) the initial fluctuation in the upper-level
(atomic) distribution diminishes monotonically
with decay from that state; and in effect, this
initial fluctuation is transmitted to the photon and
lower-level atomic distributions. In the non-rare
case the fluctuations at steady state are once again
appreciable and are significantly larger for 1/ s
=1 than for 1/Ug=0. The times necessary to
reach a steady state follow the same pattern in
this set of examples as when the initial fluctuations
were taken to be zero. It is apparent that no at-
tempt is to be made at this point to suggest general
rules and/or mechanistic trends of the higher-
order terms. The main intent in this latter seg-
ment has been simply to give a preliminary indi-
cation of some of the ways that the higher-order
quantities may behave, dynamically and asymp-
totically, in the absence of the usual constraints
associated with thermodynamic equilibrium.
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The general interaction between quasiparticles and particle-hole excitations in a neutral
Fermi system at T'=0 is investigated. . Density and spin-density fluctuations and collective
modes are treated on an equal basis. Use is made of Ward identities to relate the vertex
function T to the quasiparticle self-energy Z, and logarithmic corrections to the self-energy
are obtained. The coefficients of the logarithmic terms are calculated analytically in terms

of known Landau parameters.
I. INTRODUCTION

The microscopic theory of a normal Fermi liq-
uid, -4 formulated in terms of Green’s functions,
rests on certain assumptions about the regularity

of the mass operator, = (single-particle self-
energy). Specifically, it is assumed that the real
part of the mass operator, ReZ =M, can be expand-
ed in a power series near the Fermi surface, i.e.,
when |§|l=¢g=kF, €~0:



