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Hard-pion techniques are presented for calculating T products of an arbitrary number of vector and
axial-vector currents under the assumptions of single o-, 7-, p-, and 4;-meson saturation of intermediate
sums, chiral SU(2) X SU (2)-algebra commutation relations, conservation of vector current (CVC), and
partial conservation of axial-vector current (PCAC). The single-meson dominance hypothesis is shown to
imply that one calculates the T' products, keeping only certain generalized tree and seagull diagrams.
Alternatively, the assumption can be replaced by requiring that one calculate with an “effective” inter-
action Lagrangian £; to lowest nonvanishing order. The conditions that the remaining hypotheses (current
commutation relations, CVC, and PCAC) impose on £; are expressed in terms of functional differential
equations to determine the form of £;. These equations are shown to be consistent with each other and may
in fact be integrated order by order. The £; needed to calculate any four-point function is given explicitly.

I. INTRODUCTION

URING the past two years, it has become apparent
that the assumption that the conserved vector
current (CVC) and the partially conserved axial-vector
current (PCAC) obey local current commutation
relations' represents a powerful tool for calculating
low-energy pion processes. The numerous successes of
these ideas in the “soft-pion” approximation,? where one
assumes that the transition amplitude is slowly varying
as one limits the pion four-momentum ¢* to zero, has
tended to strengthen belief in their physical validity.
The soft-pion assumption itself, however, limits the
possibility of exploring the domain of applicability of
the current algebras. For, even if one accepts the
premises of the approximation, the continuation cannot
be expected to be gentle beyond a few hundred MeV
above threshold. Thus the soft-pion calculations are
essentially approximate-threshold theorems and cannot
be applied to higher-energy data. Further, since the
mass shell is a point and not a continuum, the continua-
tion of the pion momenta off its mass shell is not
unique.? This ambiguity is related to the value of the
so-called ¢ term or equal-time axial-vector current
commutator [9,4%,4%].

One of the strengths of the solft-pion technique is
that one does not need to know the detailed dynamical
structure of the interaction to determine the scattering
amplitude to the desired approximation. This is due to
the fact that the limit ¢*— O suppresses most of the
dynamical details. For example, consider the character-
istic S-matrix element, (8;g¢,bout|a;k,a in), which
contains one pion of isotopic type a in the “in” state
and one of type b in the “out” state. Contracting down
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both pions simultaneously, and using the fact that
d.A4%, is proportional to an interpolating field for the
pion, one finds in the usual fashion? that the above
amplitude is rigorously proportional to

/ d*xd*y e~ 'ave™v (g2 4-m,?) (k2+m,2j {—1ig,8(20—9")

X (B [A%(),47s () ]| )+ g ku(B] T (A s (2)A75(9)) | )
—8(a0—")(BI|[A%(y),0,4% ()|}, (1.1)

where m, is the pion mass. In Eq. (1.1) the mass-
shell limit ¢%%*— —m.,? is understood. The soft-pion
approximation assumes, however, that one may
evaluate Eq. (1.1) by limiting ¢* and %* to zero, keeping
only the leading terms. Thus the first term can be
evaluated by the current-algebra relation® (neglecting
Schwinger terms)

5(750*3’0) [Aoa (90)>A"b(y)] =165V " (x) 64(5‘7_ 3’) (12)

and is thus O(g). The second term is of quadratic order
in the momenta (aside from any poles that might
develop in the matrix element at the unphysical point
¢g*=0=F*) and is generally negligible compared to the
first term.® The Adler consistency condition” may be
used to show that the third term is comparable to the
second in magnitude and hence also negligible. It is
clear, however, that the dynamical details are hidden
in the unevaluated T-product term since it is this
term (rather than the commutator) that contributes on
the mass shell. However, in the soft-pion limit it may
be neglected.

The above discussion points up the fact that if one
wishes to eliminate the soft-pion approximation and

( 4 686e)e, for example, S. Weinberg, Phys. Rev. Letters 17, 616
1966).

8 Our currents are normalized as in Eq. (1.2) to obey the usual
chiral SU(2)XSU (2) algebra and PCAC is written as 9,4%
=F.ms2p,, where ¢, is the pion field. Thus the experimental
value of F, is 94 MeV. We use a metric with signature +2.

8 An exception occurs for 7 scattering as discussed in Ref. 4.

7S. L. Adler, Phys. Rev. 137, B1022 (1965) ; 139, B1638 (1965).
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deal only with “hard” or mass-shell pions, it is necessary
to make some sort of further dynamical assumption.
One possibility, first proposed by Weinberg in his
treatment of 7 products of two current operators,®
is that one saturate intermediate sums over states with
single 7-, p-, and A4;-meson states. In previous work,%10
vacuum-expectation values of 7 products of three
current operators have been constructed, using the
assumptions of CVC, PCAC, that the currents obey
the SU(2)XSU(2) chiral algebra without g-number
Schwinger terms (CCR), and the dynamical assumption
of single-meson saturation of intermediate states. These
T products allow one to calculate hard-meson vertex
functions involving the m, p, and A4, particles which
appear (as discussed in II) to be in good agreement
with experiment for a number of vertices having
momentum transfer ranging from 0 to 1 GeV. It is the
purpose of this paper to extend these ideas to treat T
products of an arbitrary number of current operators to
allow the calculation of meson scattering and production
amplitudes. It will be seen that in fact the higher
N-point functions can be calculated, assuming CVC,
PCAC, current commutation relations (CCR), and
single-meson saturation, and that the ability to do this
depends upon an internal consistency between these
physically disparate assumptions.

The usefulness of the T products of current operators
resides in the fact that these operators may be used as
interpolating fields for the m, p, and 4; mesons. The
vector current V#,(x) can be viewed as being propor-
tional to a p-meson field, while 4#, can be used to
interpolate the = and A4, fields. Thus the =-7 scattering
amplitude is proportional to

/ d*xdtydiadio e ¢~ IK (x)K (v)K (2)K ()
X{0]| T(3,4 "% (%)0,475 ()0 2A % (2)0pA454(w)) | O)

X etkzezqw ,

(1.3)

where K(x)=—[%+m,2 Similar rigorous expression
holds for other scattering and decay amplitudes. In the

8 S. Weinberg, Phys. Rev. Letters 18, 507 (1967).

9R. Arnowitt, M. H. Friedman, and P. Nath, Phys. Rev.
Letters 19, 1085 (1967); Phys. Rev. 174, 1999 (1968) (hereafter
referred to as I); 174, 2008 (1968) (hereafter referred to as IT).

10 Results equivalent to those of Ref. 9 (for the m-p-4; system)
but using different techniques have also been obtained by H.
Schnitzer and S. Weinberg [Phys. Rev. 164, 1828 (1967)] and
by S. G. Brown and G. B. West [Phys. Rev. Letters 19, 812
(1967) ; and Phys. Rev. 168, 1605 (1968)]. Equivalent results for
higher point functions have been obtained by I. S. Gerstein and
H. J. Schnitzer, Phys. Rev. 170, 1638 (1968). Similar results,
but using different physical assumptions, have been obtained by
J. Schwinger [Phys. Letters 24B, 473 (1967); Phys. Rev. 167,
1432 (1968)7, J. Wess and B. Zumino [Phys. Rev. 163, 1727
(1967)7], and B. W. Lee and H. T. Nieh [Phys. Rev. 166, 1507
(1968) ] using a “phenomenological” Lagrangian approach; and by
T. Das, V. S. Mathur, and S. Okubo [Phys. Rev. Letters 19, 812
(1967)7] and D. A. Greffen [Phys. Rev. Letters 19, 770 (1967)]
using dispersion-relation techniques.
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following paper,!! an application of the results given here
will be made to w7 scattering. Theory and experiment
appear to be in good agreement from threshold to 1 GeV.
Section IT consists of a review of the results of paper
I concerning the conditions imposed on the T products
of three currents by the single-meson saturation
assumption. These results are extended here to the
N-point functions in Sec. III. It will be seen that this
dynamical assumption can be rephrased in terms of
writing an effective Lagrangian which is to be used
only to lowest-order perturbation theory. The condition
of single-particle saturation thus reduces simply to the
statement that one only calculates tree and generalized
sea-gull diagrams. Section IV is concerned with the
constraints imposed on the effective Lagrangian by the
current-commutation relations, CVC, and PCAC
conditions. These requirements are expressed as a set
of functional differential equations to be satisfied by the
Lagrangian. Existence of solutions of these equations is
demonstrated in Appendix A and the general structure
of the resultant Lagrangian is discussed in Sec. V. A
power-series solution of the equations, good for any
N-point function, may be straightforwardly obtained.
A partial closed-form integration of the equations is
given in Appendix B. The explicit form of the effective
Lagrangian appropriate for calculating any four-point
scattering amplitude is given in Appendix C.

II. SINGLE-MESON SATURATION CONDITION—
THREE-POINT FUNCTION

In previous work,? a description was given of the
conditions imposed on 7" products of three currents by
the assumption that intermediate sums are saturated by
single m-, p-, and 4;- meson states. It was seen there
that these conditions could be rephrased in terms of an
effective Lagrangian. In this section we review this
analysis for the convenience of the reader. (In Sec. III,
the extension to the case of N-point functions of vector
and axial-vector currents will be given.) Consider, for
example, the T product

Ferb(x,,2)=(0| T(4%(2)V*:(2)4%())|0). (2.1)

This quantity may be expanded in terms of its six
time orderings. For the case x°> 2°> 4° one has

Fep=3 (0] A%|n)n| V| m)Xm| A|0). (2.2)

The only single-meson states that can enter in the sums
of Eq. (2.2) are the = and A4 states. For the = states,
Eq. (2.2) reduces to

d*q1d%qx(0] A% | wq101)

X (rg1a1| V¥  mgaas)(mgaas| A%10), (2.3)

11 R. Arnowitt, M. H. Friedman, P. Nath, and R. Suitor,
following paper, Phys. Rev. 175, 1820 (1968). Some of the results
in this paper are reported in Phys. Rev. Letters 20, 475 (1968).
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with a similar form for the 4, state. Similarly, the time
ordering ¥°> 29> 2 gives rise to the expression

Feub=3" (0| APy | n)n| A% | m¥m| V¥ ]0). (2.4)

n,m

In this case the state |#) may be a = or 4; state and
| m) must be a single-p state. A diagrammatic representa-
tion of these two time orderings is given in Figs. 1(a)
and 1(b). In addition to single-particle states of the
type considered above, Lorentz convariance (and hence
crossing) require that one also include all two-particle
intermediate states where one of the two mesons is a
“spectator,” i.e., its momentum is not summed over.
Thus for the time ordering of Eq. (2.2), one must also
include into the evaluation of F**# the term

ForB— Z

a1a203

33q:d3q2d*p1(0| A%, | mq101,pq2b5)

X (rq1a1,pp108] V¥e| mqaas)(mgaas] AP|0),  (2.52)

where the vector-current matrix element is to be
approximated by

(7’91‘11;91’103 ! Ve, I 7|'Q2d2>
= 83(q1— 2) Saia{ppr0s| V¥ 0).  (2.5b)

Thus, actually one sums over the momentum of only a
single particle in each sum. The diagram representing
Eqgs. (2.5) is shown in Fig. 1(c) and is the crossed
diagram to Fig. 1(b).

If one retains the single-meson states and all the two-
particle states in which one meson is a spectator, one
may obtain a covariant and crossing symmetric approx-

VA

oA A TR fo@
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y X

™A -7 (c)

F1c. 1. (a) Diagram representing the time ordering x9>20> 40
in the three-point function (0| T[4 % (x)V4:(2)4%5(y)]]0) for the
case of = or A; intermediate states. The circles represent the
vacuum to one-particle matrix elements of the current, while the
solid triangles the one-particle matrix elements. (b) Diagram for
time ordering x°>°>2° with a 7 or 4, for the first intermediate
state and a p for the second. (c) Diagram with time ordering of (a)
for two-body intermediate state where = (or 4,) is a “spectator.”
This diagram is the crossed diagram of (b).
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imation. In the various time orderings making up the
three-point 7" product one encounters only the vacuum-
one-particle matrix elements,

(0] A#,(0)| wg,b)=1N 28asF xg*, (2.6a)
(0] 4#,(0)| A1,q,b,0)=N 482084 2¢°(q),  (2.6b)
<0[ VE,(0) | Prq,b,"'):Nnaabgﬂ ,,e""(q) ’ (2.6¢)

and the one-particle matrix elements of V¥, and A#,, or
their crossing related vacuum-two-meson matrix
elements. [In Eqgs. (2.6), N, etc., are the conventional
Bose normalizing factors and e* is the vector-meson
polarization vector of helicity’? ¢.] Thus Egs. (2.6) are
essentially the defining equations for F., g4, and g,.
Single-particle saturation suggests that in the one-
particle matrix elements, the vector current links to
the particles only through the p meson while the axial-
vector current links to the particles only through
the = and 4; mesons. One may write, without loss of
generality,

(Bg1a| V+:(0)| Cqab)

=[i€ase AN (B)T™ 5oc(g1,q2) INBNc, (2.72)
and
(Bgia| A#:(0) | Cqsb) = €avc 4A*x (B)T*5ac(g1,92)
+ A (k)T #5r0(g1,92) JNeN ¢, (2.7b)

where ,A#\, and 4A*\ are the p and A4 propagators
(with physical p and 4, masses)

A8 ()= (R4+m2) " (8 +k*kam,72) ,
40 (B)= (B2+m a2 (0" +kFrama™?)

and A= (k>4m,?)! is the pion propagator. In Egs.
(2.7), we use B, C to be the particle labels (m, p, or A1)
allowed by G parity and k*= ¢,*—gs*. For low momen-
tum transfer, the particle vertex functions appearing
in Egs. (2.7) presumably can be expanded in a power
series. For example, one might write for the m-p-m
vertex

T o (g1,2) = (g1*+g2*) (atak®+- - +)

and similarly for the other vertex functions.

It is now straightforward to introduce, in a phenom-
enological fashion, field operators that reproduce the
matrix elements of Egs. (2.6) and (2.7). Thus, let
&a (%), 7, (%), and @, (x) be 7, p, and 4, in-field operators
that annihilate and create the corresponding physical
particles. Then clearly the right-hand sides of Egs.
(2.6a) and (2.6b) will be reproduced if 4%, is replaced by
g48*,+F,9* &, and the right-hand side of Eq. (2.6¢)
will be obtained if V*, is replaced by g,9%. The one-
particle matrix elements of Eq. (2.7) can similarly be
obtained if V*, and A*, are replaced by operators
bilinear in the in-fields. Thus, for the =-p-7 vertex case

(2.8a)
(2.8b)

(2.9)

2 We normalize states so that N, (@ =[2w,(2x)*] 2 where
wg= (q*+m.»!2 The polarization vectors e obey the conditions
gue**=0 and e"*¢, 7" =5§°"".
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of Eq. (2.7a), V*.(x) must be bilinear in @, and to
reproduce explicitly the series form of Eq. (2.9) one
may use the operator

/ d*y A (x—y) eape[ar— a2+ - -]

X (33,25 () .

Analogously, to obtain the B=m, C=p matrix element
in Eq. (2.7b) one would use for A#,(x) the operator

(2.10)

/ 0y abis (5= ) Ba ()P o)+ - -]
+-A@—=Y) 718 M) (¥)+ - - ]} .

In general, then, all the matrix elements of Egs. (2.6)
and (2.7) can phenomenologically be reproduced by
the choices

Ve (x)= g, 0%+ Gabc/d4ypA“x (x—9)

(2.11)

X[—0eO% -+ - 13 (1)@ (y)+- -+, (2.12a)

and

A By (x) = gAduc+Fw6“¢a+ Eabc/d‘iy

X{ad!\(x—)[B1@aT o+ - - ]

+A(@—y)[v1@adt- - 3+ -+, (2.12b)

where the omitted terms represent the other bilinear
structures needed to obtain all the matrix elements of
Egs. (2.7). Note that the form of the operators V*,
and A4*, automatically guarantees the crossing sym-
metry of the matrix elements.

It is more conveuient to replace the in-field character-
ization of V#; and 4%, by one involving Heisenberg
fields. Thus let v#.(x), a*.(x), and ¢.(x) be a set of p,
Ay, and 7 Heisenberg field operators obeying the
Heisenberg field equations

oK\ () 9o ()
=g e ar—az0%4 - -]
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K (%) 0o ()
=Fep viga(®)vrp(x) 4+ J4- - -, (2.13¢)

where ,K#, and 4K*, are the p and 4, Proca operators
E,K")‘E (— (RS m,,z) 6")\+6"0)‘] and ,K=-—[2+}m,2
Then Egs. (2.12) are clearly equivalent to the assump-
tion that

Ve (%)= g,v*e(x) (2.14a)

A¥o(x) = gaaks(x)+F 0%, (x) (2.14b)

provided we agree to solve the Heisenberg equations
(2.13) in an in-field expansion only to first order in the
“coupling constants” a;, 8, vi. Returning now to the
T product of Eq. (2.1), one may verify that the require-
ment of single-meson saturation in the intermediate
sums such as Egs. (2.2), (2.4), (2.5), etc., implies that
one is to evaluate the T product by adding up all
contributions where two of the currents are replaced by
the terms linear in the in-fields in Egs. (2.12) and one
current by a bilinear structure. Equivalently, one
arrives at the final result: Single-meson saturation
implies that one may evaluate Eq. (2.1) by replacing
the currents by the Heisenberg fields according to
Eq. (2.14) and then calculating the T product to first
order in the coupling constants a;, 8;, v, etc., using the
field equations®® (2.13).

The currents of Egs. (2.12) [or equivalently those
obtained from the in-field expansion in Eqgs. (2.13) and
(2.14)] are not, in general, local-field operators whose
commutators vanish for spacelike separations. This is
due to the presence of the nonlocal propagator factors
4A¥ (x—7y), ,A*(x—y), and A(x—y). On the other
hand, we wish to impose the requirement that V*, and
A*,; obey a local-current algebra. This can clearly be
achieved by requiring that the Heisenberg operators
v, (%), a%(x), and ¢.(x) be local-field operators. A
straightforward (and perhaps the only) way of guar-
anteeing this locality condition is to require that the
Heisenberg equations be derivable from a local-field
Lagrangian. Since bilinear source terms appear on the
right in Egs. (2.13), the appropriate interaction
Lagrangian must therefore be cubic. We therefore chose
the following effective Lagrangian to simulate Eqs.
(2.13):

X a(x)0*op(x)+- -+, (2.13a)
aK#y (x)a)‘c (x) £ =£07r+£0p+£011+£ (3)mpd » (2158.)
= g4 eape Brga (X) vy () ]+ - -, (2.13b)  where the free-particle Lagrangian is
£01r+°e0p+£0,4 = ‘pﬂaap <Pa+ % ( ‘P“a Pua— m1r2 ﬂoaz) - %Gwa (an'vm“' arvua)-*‘%GWaGum— '%mpzv"avna
—3H",(0uva—0@pua) +1H ' oH yya— 3m 420%0,s, (2.15b)
and the interaction Lagrangian is
£ B)Ymp A= %641 bc[__.zg'nrp ¢Mb¢cvua+>\rw‘p Pua ‘vaGwc"' ZgarpA'Uya(Pba“c+ 2#1rpA ‘PaG“ypryc+ 2)\1rp.47);m ‘vach
+ ZX "'PAa’Ma (‘2% bG”Vc+gppp 7),“1'1),, mec_{" 2gpAAvuaa'v mec
+ApAAanaaubG"”c""NpppGuvaGﬂbG)‘"c+NpAAleaHAbH)\“c]- (Z.ISC)

1 Note that the current-field association of Eq. (2.14) is merely a phenomenological consequence of the single-meson saturation
approximation rather than a fundamental S)ostulate. In this respect our work differs from that of T. D. Lee, S. Weinberg, and B,

Zumino, Phys. Rev. Letters 18, 1029 (1967
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In Eqs. (2.15) we have used (for later convenience) the
“first-order” form of the Lagrangian, where (¢,,0),
(Gu,2,), and (H,,,a,) are to be varied independently to
yield coupled first-order differential field equations.*
The coupling constants grmp, Armp, €tcC., are, at this
point in the analysis, arbitrary and can, of course, be
related to the constants aj, Bi, v, etc., appearing in
Eqs. (2.12) and (2.13). £ 3)xp4 is the most general cubic
interaction Lagrangian involving the m, p, and 4, fields
without explicit derivatives. Since the number of
derivatives in £ () controls the number of derivatives on
the right-hand sides of Eq. (2.13), this restriction
controls the amount of momentum transfer assumed in
the vertex functions of Eq. (2.7).15 It should be stressed
that no a priori fundamental significance is attached
to the Lagrangian of Egs. (2.15). Rather, it is intro-
duced as a convenient mathematical device to guarantee
locality of the current operators of Eqgs. (2.14) and
(2.13). The single-meson saturation condition can now
be rephrased by requiring that the T product of Eq.
(2.1) is to be evaluated using the effective Lagrangian of
Eq. (2.15) [and the defining relations (2.14)] to first
order in the coupling constants.

III. SINGLE-MESON SATURATION CONDITION—
N-POINT FUNCTIONS

In this section we extend the previous results and
investigate the conditions imposed on T products of an
arbitrary number of current operators by the single-
meson saturation assumption. We begin by considering

Aﬂ
fo--T A s A 2 ey
Ve v’
fo--nt A _re A wa__ g

o =7 (c)

A
- A A S gy w

Fic. 2. (a) Four-point T product of Eq. (3.1) for the time
ordering 9>99>3z">w? assuming single =, A4;-, or p-meson
intermediate states. (b) T product of Eq. (3.1) for the time
ordering ¥°>20>w'>40. (c) Time ordering 3°>20>w%>20 with
two-body = (or 4)-p states where the = (or 4,) is a spectator
particle.” (d) Diagram for time ordering 2°>%°>2z°>? with
o-meson intermediate state.

14 Thus, (@os,%a), (Goiasia), and (Hoia,0is) are the canonically
conjugate pairs of variables for the m, p, and 4 fields.

18 An equivalent assumption on the amount of momentum
transfer appearing in the vertex functions is also explicitly made
in the methods of Ref. 10,
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a characteristic four-point function
Febw (3,y,5,0) =(T(4 % (@) 4P () VE() VM @)))  (3.1)

and proceed in a fashion similar to the analysis of Sec.
II. For the time ordering x%>9°>2°>’, one has

Fobw= "3 (0| A%|n)n| APy|m)

o X{m| VE|rXr| V74]0).  (3.2)

Assuming single-, -p, or -4, intermediate states implies
that the sum over # be restricted to single-r or single-41
states while the remaining two sums involve single-p
states. This situation is represented diagrammatically
in Fig. 2(a). Analogously, for the time ordering y°>2°
> wo>x° one has

Febw =3, K0 APy |n)(n| V¥ |m)
X{m|V*|r)r| 4%]0). (3.3)

The single-intermediate-meson condition requires all
sums to involve either a single = or 4; meson, as shown
in Fig. 2(b) Lorentz convariance and crossing sym-
metry imply (as in the three-point functions) that one
also include all two-meson intermediate states where one
meson is a ‘‘spectator,” i.e., its momentum is not
summed over. Thus, for the time ordering of Eq. (3.3),
one would include the case where |#) and | ) constitute
a two-particle 7-p state and |#) is a = state. One has for
this contribution

Fobur=3% (0| APy | m,q101; p, p122)
X{m,q101; P,P1b1| V| m,qaasz; p,pabs)
X{1r,q2s; ppabe| Va| Tgsas)(mqsas |A%[0), (3.4)

where the = mesons in the first two sums are spectators,
i.e., one makes the approximation

(myq1as; ppaba| Vo] m,qaas; ppobs)

= 03(q1— q2) 80105, p1b1| V¥e| p,p2bs), (3.52)
(m,g202; p,psba| Va| m,9503)
= 6*(qa—qa) 502(13(P,172b2| Va | 0). (3.5b)

The diagrammatic representation is given in Fig. 2(c)
and represents the crossed diagram to Fig. 2(a).

The intermediate-state analysis of F*f* given above
is the direct generalization of the three-point analysis
of Sec. II. In addition, there exist two new classes of
states to be included here which are not found in the
vertex functions. First, there could exist intermediate
states in the sums of Egs. (3.2), (3.3), etc., with angular
momentum zero and isospin zero or 2. Analysis of the
single and double wmeson production data in pion-
nucleon scattering now seems to indicate the existence
of a resonance with the quantum numbers J=0=7
(and positive G parity) somewhere between 700 MeV
and 1 GeV.' It is natural then to include this particle

16 W. D. Walker, J. Carroll, A. Garfinkel, and B. Y. Oh, Phys.

Rev. Letters 18, 630 (1967) ; P. E. Schlein, zbid. 119, 1052 (1967);
E. Malamud and P. E. Schlein, sbid. 19, 1056 (1967).
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(which we will refer to as the ¢ meson) in our inter-
mediate sums on the same basis that one includes the
™, p, and A mesons.!” (We will see in Sec. IV that the
inclusion of the ¢ meson is also strongly suggested by
the current-algebra conditions.) Accepting the existence
of the =0 o meson implies that one must include it in
intermediate sums in all places not forbidden by the
usual selection rules. An example is shown in Fig. 2(d).
This implies the existence of new vertex functions
involving the o particle and thus the particle labels B,
C in Egs. (2.7) must now be allowed to range over
o, T p, A1,

The second class of new states appearing in the
intermediate sums of four-point functions involves the
spectator particles. In three-point functions, there can
be at most two-particle intermediate states with one
spectator, and an example of this for a four-point
function was given in Fig. 2(c). However, the presence
of four current operators in F8# allows one to consider
three-body intermediate states where fwo of the mesons
are spectators, so that still at most one meson’s momen-
tum is being summed over in a given intermediate
summation (and the single-particle saturation condition
is not violated in the remaining intermediate sums).
Thus, for the time ordering of Eq. (3.2), one can have
the intermediate states given by

Febwr=3(0]| A% | m,q1a:)(m,q101| APy | 7,q202; A 1,9305)
X(m,q2a2; A1,q3as| V¥e| m,qa04; A1,4505; p, pabs)
X(m,qaa4; 41,0555 p,prba| V74| 0),  (3.62)

where we make the spectator approximations

(1r,q1a1 ] APy | ,q2024 1, 93d3>

= 8*(q1—q2)80105(0| A%y| A 1,g5a5)  (3.6b)
and

(m,q22; A1,qsts| V¥o| m,q404; g5@5; pyp1d1)
= 0°(qa— q4) 822048 (q3— q5) 6asdas
X<0| V"clP,Plbl). (3.6¢)

The diagrammatic representation of Eqs. (3.6) is given
in Fig. 3(a) and involves a direct four-point “vertex”
diagram. Such diagrams can also appear crossed as
in Fig. 3(b).

The above discussion characterizes all the possible
types of intermediate states for a four-point function
within the framework of a covariant, crossing-symmetric
single-particle saturation assumption. We next rephrase
this in terms of equivalent field operators. The terms
contributing to Fefw of the type appearing in Figs.
2(a)-2(c) involve only the matrix elements of Egs.
(2.6) and (2.7) which already have been discussed with
respect to the three-point functions. Thus, all terms of
this type can be obtained by using the currents of

17 Note that isospin invariance forbids the presence of an 7=0
or I =2 S-wave meson in the intermediate sums for the T product
of three current operators. Thus the particle makes an explicit
appearance only in the four- or higher-point functions.
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F1e. 3. (a) Diagram for time ordering of Eq. (3.1) with 29>4°
>3">w when two particles (r and 4; mesons) are simultaneously
spectators. (b) Diagram (a) with = meson crossed.

Eq. (2.12) [or equivalently the Lagrangian of Eq.
(2.15)]. Since two vertex functions appear in each
possible diagram, one must now calculate the four-point
function to second order in the coupling constants (since
each vertex is linear in the coupling constants). In
order to include in the terms with intermediate o mesons
[e.g., Fig. 2(d)] one may introduce an I=0 scalar
Heisenberg-field operator o (x). Since (0] V*#,|s,g) and
(0| A#;|0,g) vanish by isospin invariance, one needs
field operators only to simulate the vertex analogous
of Egs. (2.7), i.e.,

(B,q1a| V¥:(0) | 0,2y = 8ac ,AH(E)

X I‘)‘pr(qlaq2)NBNU ) (3.78,)
and
(B,g10| A#:(0) |0,g2) = Bac[ aA*\(B)T™ 544 (g1,G2)
++AE)T#r0(q1,q2) INBN .. (3.7b)

Thus, to simulate Eq. (3.7a) for the case B=p, one
must add to the expansion of Eq. (2.12a) the term

/ &y A=)+, (3.8)

where &(y) is the o-meson in-field. Similarly, bilinear
field structures (containing a single factor of &) are
needed to reproduce the other matrix elements of
Eqgs. (3.7). Equivalently, one must add the term

g [owt(®)e ()4 - -] (3.9)

to the right-hand side of the Heisenberg field equation
(2.13a) with similar o field structures included in the
other equations (2.13). The locality requirement on
the o contributions to the current can then be guar-
anteed by requiring that structures such as Eq. (3.9)
arise from varying a local cubic Lagrangian. To include
the ¢ meson we therefore add to the Lagrangian of
Eq. (2.15a) the additional general structure £o,+£ )0,
where

Loo= —04d,0+3(cto,—m, %),

(3.10a)
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and

L@y =5gorr0a@a+ FNorr 0 a Opa0t380ppV¥alal
FIN00sG#oG e+ 3802 40%00000 + N a aHYoH o0
FNord Cal’a0 N or 400 Opa+ bappVuaG* a0y
F 1104400 HY 0, bor 4 Pap P a0yt orr CaP’a0y
+go0e000+Ns0000 0", (3.10b)

Equation (3.10b) is the most general cubic o-dependent
Lagrangian involving the o, =, p, and A4, fields and
containing no derivatives in first-order formalism. Thus,
all the diagrams contributing to the four-point functions
FeBw of the type shown in Fig. 2 involving vertex
functions of ¢, 7, p, and A; mesons are to be calculated
by replacing the currents by the Heisenberg fields
according to Eq. (3.14) and then calculating the T
product to second order in the coupling constants using
the Lagrangian Lo+ 3)npa+£L 3)0-

The remaining contributions to the four-point
function within the framework of single-particle satura-
tion are the diagrams of Fig. 3 which involve the
three-particle matrix elements of the currents. Single-
particle saturation again implies that the currents link
to the particles only via the p, 7, and 4; mesons and so
one can write

(0] V¥:(0) | Bg1,Cq2,Dgs)

=[,A%(k)Z*,5cD ((11,112,93)]1\7 sNcNp, (3.11a)
(0] A#,(0) | Bg1,Cg2,Dgs)
= [:AA“)\ (k)Z)‘ABC'D (quq27q3)
+A(k)Z¥23en(91,92,93) INsNeNp,  (3.11b)

where k*= (q1+g2+¢s)* and B, C, D represent o, m, p,
or A particles. Similar expressions hold for (B| V¥, |CD),
etc., and are related to the forms of Egs. (3.11) by
crossing. To simulate such matrix elements, one must
add additional structures to the right-hand side of
Egs. (2.12) that are cubic in the in-fields. For example,
Eq. (3.11a) for the case B=C=m, D=p requires
structures in V* of the form

/ oA\ (2= ) ZV (y— 21, y— %2, Y— %3)

X @a(21) Pa(®2)Tyo(ws),  (3.12)
where Z™ is proportional to the Fourier transform of
Z,enp. To investigate the form of this contribution,
one may contract down the three particles appearing in
the matrix elements of Egs. (3.11). Using the fact that
V#, is an interpolating field for the p meson and 4%,
for the A; and = mesons, one arrives at a structure
which is proportional to a four-point function. Thus,
for the case of Eq. (3.12), the matrix element of Eq.
(3.11a) depends upon

0| T(Vk0aA4%0P45,V74)|0). (3.13)
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As discussed above, the diagrammatic contribution to
this term will include the single-pole diagrams of Fig. 2
obtained from second-order perturbation analysis using
£). This contribution corresponds to a nonlocal piece
of Z™ due to the presence of the propagator factors for
the intermediate particle poles. In addition, for general-
ity, we will assume that Eq. (3.12) possesses a contribu-
tion local in the field variables. This can be achieved by
including into the effective Lagrangian a contribution
£ quartic in the Heisenberg fields. Thus to simulate
an additional local contribution in Eq. (3.12) requires an
£ of the form

(3.14)

In calculating the contribution of £ to the in-field
expansion of Eq. (3.12) it is understood that one carries
the analysis to only first order in the coupling constants
ai, as, -+ (since already this gives rise to structures
cubic in the in-fields). £ ) clearly produces seagull-type
diagrams to the four-point functions.!® We will see in
Sec. IV that such terms are essential in satisfying the
current-algebra conditions.

The above discussion can now be summarized as
follows. The conditions of single-particle saturation
and locality of the current operators imply that one
may calculate four-point functions such as (3.1) by
replacing the currents by the fields according to Egs.
(2.14) and then calculating the resulting 7' products
to first nonvanishing order® using the Lagrangian

£=£0+£(3)+£(4) y (3153.)

£(4)=al@”a¢uavpbvyb+a2¢aSauawavvb"_ Tt

where
Lo=LortLortLoptLoa, (3.15b)

Lo=L@matLes Lof Egs. (2.15¢) and (3.10b)],
and £ is the quartic Lagrangian of type (3.14).
Alternately, if we adopt the convention that the
coupling constants ai, az, * + + of £, are of second order
compared to those of £), the prescription is that one
calculate the four-point function using the effective
Lagrangian of Eq. (3.15) to second order in the coupling
constants.

The generalization of the above analysis to higher-
point functions is now straightforward. Thus, for the
five-point functions, single-particle saturation allows
three general types of diagrams to contribute; (a)

18 Actually, because we are using a first-order formalism, the
use of L to second-order perturbation theory automatically
introduces some seagull terms (as well as the nonlocal contribu-
tions to Z» mentioned in text). One can see this by examining the
field equations (4.5)—(4.8). Thus, in the p Proca equation (4.6b)
5L (3)/8v,44 contains a term proportional to the pion isospin current
€abes @ From Eq. (4.5a), one sees that the cubic local contribu-
tion easews (8L (3)/8 ouc) Will then arise in the source of the p equation
and produce seagull diagrams. Since at this stage £¢) has
completely general coupling constants, there is no harm in
including~ these additional seagull terms (depending on the
constants of £). It is also highly convenient to do so for the
current-algebra analysis of the next section.

19 We have neglected disconnected diagrams in the above
analysis as they do not contribute to any of the physical scattering
amplitudes obtainable from the N-point functions.
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(a) Tree diagrams involving only three-point vertices. (b) Tree
diagrams with one four-point vertex. (c) Five-point vertex (with
as many as three spectator particles in the intermediate states).

“tree” diagrams which involve a succession of three-
point vertices [Fig. 4(a)]; (b) tree diagrams involving
one four-point vertex [Fig. 4(b)]; and (c) five-point
diagrams [Fig. 4(c)]. Diagrams of types (a) and (b)
can be characterized using the £; and £ parts of
the effective Lagrangian previously constructed. For
type (c) one must, for generality, introduce an addi-
tional term £;) into the Lagrangian which is quartic
in the fields. This contributes a local five-point vertex
or “flower” diagram. The total effective Lagrangian is
then to be used to first nonvanishing order (discarding
disconnected diagrams) to calculate the T product.
More generally, for an N-point function, one has
appearing generalized tree diagrams containing 3-, 4-,
-++, N-point vertices characterized by interaction
Lagrangians £), £, ***, £ and again one is to
calculate the T' product to first nonvanishing order.
Equivalently, if we adopt the convention that the
coupling constants of £, are of order »—2 relative to
£(3), then the T product is to be calculated using the
total effective Lagrangian to order N —2.

IV. CURRENT-ALGEBRA CONDITIONS

In the previous section, the general form of an effec-
tive Lagrangian needed to reproduce the N-point func-
tions under the assumption of single-meson saturation
has been given. The total interaction Lagrangian £7is a
polynomial of degree NV in the field variables,

Lr=L@+Lw+t+ - +Lw, (4.1)

and is to be used to first nonvanishing order in perturba-
tion theory. The general form of £3=%£ @)rpa+L@)e
has been exhibited in Egs. (2.15c) and (3.10b). In this
section we determine the constraints that are imposed
on £7 by the additional conditions of the chiral SU(2)
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XSU(2) current algebra, CVC, and PCAC. We note
that in the approach being adopted here, the Lagrangian
has been introduced merely as a covenient mathematical
tool for achieving local current operators. It is to be
emphasized that no assumption of chiral symmetry
or partial chiral symmetry has been imposed on £r.
The physical conditions of CCR, CVC, and PCAC
determine the amount of chiral SU(2)XSU(2) sym-
metry remaining in the resulting T' products.
The current commutation relations read

8" —5) V% (), Ve (y)]

=1eapeV e (2)04(x—y)+c-No. S.T., (4.2a)
32— y°)[Va(x),A¥5(y)]
=1egped e (2)04(x—y)+c-No. S.T., (4.2b)

3(a"—y")[4% (%), Vs (3)]
=1 egped e (2)84(x—y)+c-No. S.T., (4.29)

a(xo_jp)[Aoa(x))A"b(y)]
=1egpe V¥ (x)04(x—y)+c-No. S.T., (4.2d)

where “c-No. S.T.” stands for ¢-number Schwinger
terms. The conservation conditions are

3,V ()=0, (43)

and

3,44, (x)=F .m0, (x). (4.4)
We begin by first reviewing the results of I and discuss
the constraints Egs. (4.2)-(4.4) impose on the three-
point functions. For these 7' products, only £
contributes to £7, and single-particle saturation requires
that one carry out the analysis only to first order in
the coupling constants. The perturbation expansion of
V#, and A*#; in terms of in-fields has been exhibited to
first order in Eqgs. (2.12) (terms linear in the in-fields
are zeroth order, and those quadratic are first order).
In calculating the left-side commutators of Egs. (4.2),
then, it is necessary only to include terms as high as
the cross terms between linear and quadratic pieces.?
While a direct calculation using the in-field expansions
of Egs. (2.12) is feasible, a much more convenient
method involves using the field equations and expressing
the current in a series increasingly nonlinear in the
Heisenberg canonical variables2* Thus, the field equations
for the general Lagrangian £o+£7, where £, is given by
Egs. (2.15b) and (3.10a), read, for the pion fields,

(4.5a)
(4.5b)

Pua=0pPa— 5.,61/5&0",; ’
_ap¢"a+m12¢a= 6‘!‘3[/6‘&1 P

* Actually, the commutators between two linear pieces are just
¢-number Schwinger terms.

1 That one can use the field equations to directly calculate
current commutators for currents obeying Eqs. (2.14) was
previously pointed out in Ref. 13.
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for the p fields,

Gura=0,00—0,0,a—20L1/G*,, (4.6a)
3,G¥ o+ m, 20 = 881/ 0Vya (4.6b)
for the 4, fields,

H o= 0,0,0—0,0,,— 2081/ 6HW, , (4.7a)
O,HY,+m %04, = 881/ bay, (4.7b)

and for the ¢ fields,
04=d,0—0881/00", (4.82)
— 9,0t +mlo=0L1/c. (4.8b)

Since (@0 ¢a); (Goiasvia), (Hoiay@ia), and (ao,0) are
canonically conjugate pairs of variables, one has from
Egs. (2.14) that V?, and A% are linear in the canonical
variables. ¢, Gija, Hija, and ¢; are constraint variables
which can be eliminated in terms of the other variables
by Egs. (4.5a), (4.6a), (4.7a), and (4.8a). The remaining
quantities ¢%; and a% are also constraint variables which
may be expressed in terms of the canonical variables
using the u=0 components of Egs. (4.6b) and (4.7b).
Thus, one can write the time components of currents
of Egs. (2.14) as

Vo (x) = gpmp_2a¢GOia+gpmp_25£l/ 0v0q

A% (%)= (gama™20:H via—F x 0oa)+ g am 4~20L1/ 800a
+F,5L1/500.

On the right-hand side, the first structures are clearly
linear in the canonical variables while the variational
derivative terms involve nonlinear structures of both
canonical and constraint variables. The latter can be
eliminated in terms of the canonical variables using
the constraint equations as described above. Since, in
fact, constraint variables appear also in the nonlinear
functional derivatives on the right-hand side of the
constraint equations, the constraint equations are
actually coupled algebraic equations which may be
solved by iteration. Inserting their solutions into
Egs. (4.9) then expresses V% and 4% in a power series
of canonical variables, each term being increasingly
higher order in the coupling constants. One has in this
fashion expressed V#, and A*, completely in terms of
canonical variables and so the commutators of Egs.
(4.2) can be directly evaluated.

The conservation laws can also be expressed in terms
of Heisenberg operators. Thus Eq. (4.3) becomes,
upon using Eq. (4.6b),

8,20, (8L1/8ua) =0, (4.10)

while Egs. (4.5) and (4.7b) reduce the PCAC condition

to

gam 420, (881/00,0)+ F 10, (0L1/60ua)
=F.(0L1/0¢s).

(4.9a)

(4.9b)

(4.11)

R. ARNOWITT

et al. 175
Returning to the three-point functions where £r
=&, one must do the analysis only to first order in
the coupling constants. To this approximation V% and
A°, are quadratic functions of the canonical variables,
the bilinear pieces being first order in the coupling
constants of £y. As in the in-field expansion, one need
include only terms up to the cross terms between linear
and quadratic pieces? in the commutators of Egs. (4.2).
Since these commutators will be linear in the coupling
constants, satisfaction of Eqgs. (4.2) will thus produce
constraints on these quantities. Replacing £1 by £
in the conservation conditions (4.10) and (4.11) gives
additional conditions on the coupling constants. By
direct calculation® one finds that all the constants
except mpp, and w44 in the £(3yrpa of Eq. (2.15¢) can be
expressed in terms of one independent constant, the
anomalous magnetic moment of the 4; meson,

)\AEg,,m,,_2)\,,AA, (412)
and three parameters
xEvjmﬂ/mA ’ yEgA/gn’ zEgp/\/ZmﬂF'lr- (4'13)
We find
Goop=8pAA= rrp="M8, ",
8rpd= _mAz)\rpA.= mp2 (wa2y52)_l ’
gp)\rrp=x4y222%)\‘4+2(1—22) s (4.14:)

waﬁpA= —y(l—x%)\A) ’
Zqu'n'pA:y_y_-l-

The absence of g-number Schwinger terms imposes one
relation between x, y, and 2, the first Weinberg sum rule?

a2yt —2224+1=0. (4.15)
Experimentally, one has® ¥=~y=~z>~1 and \ 4~~0.440.2.
Since the o field does not enter directly into the currents,
the current commutators and conservation conditions
determine fewer of the coupling constants in £s), of
Eq. (3.10b). In I it is shown that six relations emerge
between ten of the 14 coupling constants of £ 3)s;

Fogonr=m(\s— €\1) ,

Florr=— (N2,

Frgoaa= (x%y2)2m,2(\1—N2) ,
V2Mpltora= —%2Y3oa4

(4.16)

Zooo=0=Haopp,
where e,= (m./m,)?, and
)\IE (gAmA-.Z)))\arA ]

)\25 (gAmA.2) Xa'-er )
>\SE )\1+F1rﬂa1r1r .

(4.17)
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The remaining four constants (s, Asad, Zoos, and
Aoos) are totally unconstrained.?

Returning now to Eq. (4.9a), V°, becomes (good to
first order in the coupling constants)

V0= gpmp-—zakGOIm‘i‘ 14 pmp—2 € bc[g wrpPb voct 8pop Uk vGoke
+goaa0kpH ove—Nrpadr(PoHos) ], (4.18)

and an analogous result from Eq. (4.9b) holds for A49,.
Inserting in Eqs. (4.14) reduces V9 to the relatively
simple form

V0% = eavel tsGoretausH okt €000
+0x[gom,*GoratFrga eavoosHore]. (4.19a)

Similarly, using Eqgs. (4.14)-(4.17) to eliminate the
coupling constants in the quadratic pieces of A% of
Eq. (4.9b) yields

AOa = gAmA_23kH0ka_ er <P0a+ € bc[y—l U bHOkc
+va11Goret Frgo ' 0u 06Goke )
+ Frg a7 MOLH 0000+ 00ad — N3 @aoo.  (4.19b)

We note that V?, differs from the usual isotopic current
density by a divergence, so that fd?* V% (x) is correctly
the total isotopic spin. The divergence is necessary to
exclude ¢-No. Schwinger terms. Equations (4.14),
(4.15), and (4.17) represent the full content of the
current-algebra constraints (4.2)-(4.4) on the Lagran-
gian L£o+£ (5) used to calculate the three-point functions.

We next extend the above results to the higher-point
functions. The discussion of Egs. (4.5)-(4.11) is of
course valid for the general case with £r now of the
form Eq. (4.1). As can be seen, for example, in Fig. 2,
the existence of the £ s) piece in the £; for the four-point
function is due to the presence of one-particle matrix
elements of the currents, e.g., (x| 45| p), etc., factors.
If one contracts the = and p mesons and uses (F,m,2)™!
XdaA% and (g,)"'V*#, as the respective interpolating
fields, such functions reduce to three-point functions.
Thus if single-particle saturation, CCR, CVC, and
PCAC are to be satisfied for the vertex insertions in the
four-point functions, the £s) to be used in this analysis
must be precisely the one determined above in the
three-point analysis. While the same argument would
not apply for the vertex (r|A8;|cs) since no single
current can be used as an interpolating field for the &
meson, one would expect that the o piece £y, to be
used in the three- and four-point functions are identical
if the latter is to satisfy the current-algebra conditions.
One may in fact show that this is so, though we shall not
give a formal demonstration here. We will, therefore,
choose the £;) appearing in the effective Lagrangians
for the three- and four-point functions to be the same
quantity. Similarly, one is led to the result that the

2 We have omitted from our analysis the =2, S-wave ¢ meson
since experimentally it does not appear to be present in the
energy range under analysis. The current-algebra relations for
three-point functions do not, however, forbid its presence and
the results analogous to Eq. (4.16) for such a particle are givenin I.
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£y and L4y of the five-point function Lagrangian are
identical to the ones determined by the lower-point
cases, etc. In general, then, we will try to satisfy the
current-algebra conditions for the arbitrary T product
by finding a single £r with an infinite series of terms

Lr=Lp+Lwt: -, (4.20)
which is of course to be used to lowest nonvanishing
order (i.e., to order N—2) in a given N-point function.
(Only the first N—2 terms of £7 will contribute to the
calculation of the T product of N currents.) Further, if
in the theory described by the £r of Eq. (4.20), the
current-algebra conditions of Eqs. (4.2)-(4.4) are
satisfied rigorously, they will then clearly be satisfied
up to order N—2 as required in the determination of a
given N-point function. (We note that one need not
consider the “implicit” ¢-number Schwinger terms in
the current commutation relations arising due to the
dynamics, since closed loops, etc., do not contribute
to the order needed in calculating a given N-point
function.)

In the series of Eq. (4.20) only £(;) has been deter-
mined up to now. This has led to the determination in
Eq. (4.19) of V9 and A% valid to first order in the
coupling constants. In the analysis leading to Egs.
(4.14)-(4.17), the commutators of Egs. (4.2) were
calculated only to linear order in the coupling constants
(i-e., only up to the cross terms between a linear term
and a zeroth-order term). It is interesting first to ask
whether Eqs. (4.19) treated as the rigorous results for
V9, and 4%, can satisfy Egs. (4.2) (when combined with
the relations V¥,=g,v% and A% =gsa*+F,0*¢, which
rigorously express the spatial components of the
currents in terms of the canonical variables). By direct
calculation, one can easily verify that in fact Egs.
(4.19) do indeed rigorously satisfy Eqs. (4.2) provided
As is chosen to obey?

Na=1/\g. 4.21)
Note that Eq. (4.21) implies that the current commuta-
tion relations forbid A; to vanish. Thus, at least some
of the ¢ couplings cannot be zero.2

The fact that the currents of Egs. (4.19) (which were
obtained from £¢; only) already satisfy the current
commutation relations suggests the possibility that
in fact these expressions are the correct currents of the
full Lagrangian (4.20). While this is not the only way
of constructing an effective Lagrangian, it appears to

% The only commutator that is not automatically fulfilled by
Eqs. (4.19) 1s 5(20—3")[A4%(x), A% (y) J=1eape V0% (%)84 (x— 7).

% We remark that if an 7=2 o meson is included, Eqs. (4.19)
cannot satisfy Eqs. (4.2). Within the framework of this paper,
Eqgs. (4.19) appear to be essential to obtain a total £; satisfying
the current-algebra conditions. Thus the current algebra suggests
the presence of an /=0 ¢ meson and the absence of an =2
meson, as also appears to be the case experimentally (Ref. 16).
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be the simplest possibility.2s We therefore investigate
next what conditions must be imposed on the total £7 to
guarantee that Eqs. (4.19) are the rigorous currents.
For if a consistent set of conditions can be achieved, one
would have then obtained an effective Lagrangian
satisfying Egs. (4.2). From Egs. (2.14a) and (4.6b)
one finds

Vta= g,m;~20,G" a+g,m, (3L (3)/ 80uat Bz/ 804a) , (4.22)

where we have written
£1—=—£(3)+z . (4:.23)

Inserting in the value of £¢) from Egs. (2.15¢) and
(3.10) gives

Ve,= gﬂmp——zapcma—l'gpmp_z eabcl:g P 0P et 8oopV» WG*P
+gpAAavap”c+ )\WpA Oy bH'wc+g1rpA Q’iba”c]_*—gpmp—z
X [guapv"aﬂ'"l'ﬂappGWaG'y]‘,‘gpmp~25L/5‘UW . (4.24)
Now by Eqgs. (4.5a) and (4.7b) one has

OnpH =0, (osH™,)— (8L1/8¢"3)H,
+maopato— 05 (8L81/0040). (4.25)

Inserting  Eq. (4.25) and the £¢;) coupling-constant
conditions (4.14)-(4.17) into Eq. (4.24) yields

Vi,=¢, bc[(oub ¢t 1,5G™+a, bHy"c]'l"ap[gpmp—ZGwa
- F =8 A_1 €q bcﬂabH” yc]"l‘ [gpmp_zaL/ ana_l' F 8. Aﬁl
X €ave{ (0L1/8¢" ) H" o+ 05 (8L1/804c)} ]- (4.26)
The first two brackets of Eq. (4.26) are precisely

Eq. (4.19a) for V%. Thus the condition that makes
Eq. (4.19a) a rigorous result is

61:/ 0tpe=— F rmpz (gAgp)——l eabcl: (5£I/ B‘va)H Bre

+ ¢3(681/0a,.)]. (4.27a)
A similar analysis can be carried out for 4%,. Thus using
Eq. (2.14b), the field equations (4.5a) and (4.7b),
and the coupling-constant conditions (4.14)-(4.17) and

(4.21), the requirement that the expression for A% of
Eq. (4.19b) be exact is

gam a2 (0L/8a,0)+F(5L/60ua)
= —F g, s (0£1/0¢"6)G*6

— P N (581/00,)0.  (4.27b)
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Any L chosen to satisfy Eqs. (4.27) will automatically
satisfy the current commutation relations.

We turn next to consider the constraints on L due
to the conservation conditions (4.3) and (4.4). From
Egs. (4.26) and (4.27a) one sees that V#, consists of
the isotopic current plus an additional four-divergence.
The latter is conserved identically because of the
antisymmetry of G*, and H",. Since the isotopic
current will be conserved provided merely that £7 is
an isotopic scalar, we see that Eq. (4.27a) also guaran-
tees Eq. (4.3). The PCAC condition (4.4) is not so
trivially satisfied, however. Inserting Eq. (4.23) into
Eq. (4.11) gives

8L/80a=0,[ga(maF ) (3£ /004a)+- (3£(3)/ 3¢ua) ]
+0,Lga(ma?F2) (8L /b0ya)+ 0L/ ua)].  (4.28)

This may be simplified further by using the current
commutator condition (4.27b):

8L/8¢0a=0,[g4(ma?F ) (8L (3)/ 80a)+ (5L 31/ 30pa) ]
— 0L Frg  eare (0L1/8¢5)G¥ ¢
+F,,-gA_1)\1 (B,B[/&a,‘a)a] .

The first term may be explicitly evaluated using the
known form of £y and the field equations (4.5)-(4.8).
For example, from Eq. (2.15c) one sees that there is a
contribution to 8£sy/8¢,, proportional to €@, sG*e
and by the field equations one has

6# ( (2% bG”yc) = an (% 8G* ot ©y baquc
= 6;4 (5081/5 @vb)GWc'l_mpz ‘va’vyc
- ¢pb(3£[/3v,c) .

The terms in the second bracket of Eq. (4.29) may
similarly be rearranged. For example, from Eq. (4.6b)
one has

0L (821/8¢)G¥ ]
=0,(8L1/0¢"5)G*o—m,? (8£1/8¢") V'
—_ (5381/5 @”b) (5061/51)”) .
The other terms may be similarly treated, and after a

straightforward calculation, Eq. (4.29) reduces to the
rather lengthy result:

(4.29)

(4.30)

(4.31)

8L/6¢0= el 8o (Frga) tHM 3 (8L1/8G™ )+ g, (Faga)v¥5(581/8a%:) g4 (F &) Gy (8L1/0H™ )
g4 (Frg,)tamy(821/ v8)+m,2g, 1044 (881/ 3 0%e) g, 05 (8L1/ 5v0) + g5 (381/ S pun) (8£1/ 50%5) ]
FL(FA)0#(5L1/80s) — (F A1) 0a (6L1/80) +MFx 10 (8L1/8¢a) — MF ¢4 (0L£1/00*)
— g0, (0L1/000) FmaMNag A 04e (3L1/ 80%) —Niga (8L£1/80,a) (3£1/00%)] . (4.32)

Equation (4.32) represents the constraint imposed on
L by the PCAC condition. The complexity of Eq.
(4.32) indicates the complexity of this requirement.

2% The currents of Eqgs. (4.19) are particularly simple by being
only quadratic in the canonical variables. This choice correspon@s
to using the o meson itself to characterize chiral breakdown, as is
discussed in the conclusions. It is possible to add cubic (and higher)

V. PROPERTIES OF L;

In the previous section, a set of conditions were
obtained [Eqgs. (4.27) and (4.32)] which if satisfied
would guarantee that the effective Lagrangian obeyed

structures to A% to obtain more complicated chiral-breakdown
assumptions.
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the current commutation relations, CVC, and PCAC.
In this section we investigate some of the properties
the resultant interaction Lagrangian possesses.

The significance of Eq. (4.27b), the current commuta-
tion condition on A%, can be made more apparent by
introducing a new set of variables to replace a*, and ¢*,:

(5.1a)
(5.1b)
where R; and R; are arbitrary constants normalized by

Ri+Ry=1. (5.1¢c)
In terms of @y, and B, Eq. (4.27b) reduces to

0L /80 u0= — g, eanc[ Ro(5L81/0?s) — (5£1/6875) JG™,
—F,,)\lmA2gA‘2[R1(6£[/5a,m)+ (53[/5‘8,‘4)] . (52)

The transformation (5.1) is the most general linear one
that reduces the left-hand side of Eq. (4.27b) to a single
term and any value of R, and R, obeying Eq. (5.1c)
may be chosen.

Equations (4.27a), (4.32), and (5.2) may now be
viewed as differential equations to determine the w*,,
a*, and ¢, dependence of the function L defined in
Eq. (4.23). One may straightforwardly attempt to
integrate these equations order by order. For example,
to determine £4), the contribution to £r quartic in the
fields, one need only insert the known value of £
[Egs. (2.15¢) and (3.10b)] into the right-hand side of
these equations and integrate once. One may then
iterate to obtain £, etc., in a similar fashion. (For a
given NV-point function, one needs to know £; only up
to £).) Since one is dealing with a set of coupled
first-order differential equations, however, it is not a
priori obvious that they are consistent and that the
above integration procedure can actually be carried
out. That is, Egs. (4.27a), (4.32), and (5.2) must obey
a set of integrability conditions on the second deriva-
tives of L. Thus, if one abbreviates these equations as

0L/8%u=Fua, 8L/60ua=Gra, OL/0¢s=H,, (5.3)

where Fu,, Gu, and H, stand for the right-hand sides
of Egs. (4.27a), (5.2), and (4.32), one must have

5F,,,,/5Z)"b= anb/a'Z)“a , 5G,‘a/5‘l)"b= 5F,,z,/5a"a,
OF 4o/ 60p=0H3y/6v%,, etc. (5.4)

Stnce the current commutation conditions and the PCAC
requirement have no apparent interconnection, there is no
a priori guarantee that Egs. (5.4) will be satisfied and
they must be checked explicitly. The verification of
the integrability conditions is carried out in Appendix
A The fact that they are satisfied appears to be

Bua=1% (mAng'_la'ﬂa_ Fi0u),

Qug= % (mAzg A—'lRlaua"" F 1*1R2 ‘Pua) )

26 The analysis in text is actually done for the c-number theory.
For the g-number theory, the products of operators appearing
on the right-hand sides of Egs. &.273), (4.32), and (5.2) must be
replaced by one-half the anticommutator (to make it Hermitian)
and care must be taken to correctly keep the order of the operators.
For £(n with #25, however, multiple commutators arise in the
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nontrivial and depends explicitly on the values of the
coupling constants determined in £y, i.e., Egs. (4.14)-
(4.17) and (4.21). This consistency between the
current commutation relations and PCAC supports the
possibility of the existence of a more fundamental
theory underlying both hypotheses.

With the integrability conditions satisfied, Egs.
(4.27a), (4.32), and (5.2) can be solved to determine
the v4, a*, and ¢, dependence of L, at least in a
perturbation series.?” Thus £r=> £(s), where £
takes the form (for n>4)

Lmy=F (n) (V¥a, 0ast’s; B4a,G* o, HW 40,0)
+I(7L) (,B”a,GW,,,,O',O'",HWa) . (55)

Here F(ny is a known function depending only on the
constants appearing in £¢), ***, £@-1), whereas I ()
is a function of integration and hence arbitrary. Thus
a great deal of the Lagrangian for the higher-point
functions is not determined by the current-algebra
conditions and additional physical assumptions must
be made to calculate further. The most obvious pos-
tulate to make is to assume a ‘“minimal” choice for £7
and set the functions 7 (») equal to zero. However, there
are certain pieces of I, for which this cannot be
done unambiguously. For as we have seen above, while
the current algebra determines the a*, dependence of
£y, it does not determine a,, itself uniquely in terms of
of a#, and ¢#,. Thus, one gets a solution of the type
(5.5) for every choice of the constant R; of Eq. (5.1b)
and different values of R; just correspond to different
choices of the function of integration (). Setting
Iy equal to zero for one value R; gives a different
Lagrangian than the choice 7,=0 for another value
of R;. More precisely, one may decompose [,y into
two parts,

Imy=Awm+Bw- (5.6)

Here A (») has the identical functional form (but with
arbitrary coupling constants) as pieces in F (,y contain-
ing a®, but with a*, replaced by B*,. The function B, is
the remaining arbitrary part of I(,y. As one varies the
values of R; in F(,), the same Lagrangian can be
maintained by varying the coupling constants in 4 (ay,
keeping By unchanged. Thus it is meaningful to say
that B)=0 represents a ‘“minimal” coupling choice
but any @ priori choice of the coupling constants in
A (ny (such as zero) would be arbitrary.® As an example

g-number analysis of the integrability conditions. However, the
discussion of Appendix A shows that these cause no difficulty.

% Closed form solutions for the linear equations (4.27a) and
(5.2) are given in Appendix B. We have not been able to obtain
a closed-form integration of the nonlinear PCAC condition (4.32).

% A similar phenomenon occurs in £;). Thus the constants
Hopp and w44 of Eq. (2.15¢) do not enter at all in the coupling
constant constraints of Eqs. (4.14) and so the minimal choice
topp=0=p,44 can unambiguously be made. The last two terms of
Eq. (2.15c) are B-type pieces. On the other hand, while A4 is not
determined by the current-algebra conditions, it is related to
many of the other coupling constants by the current algebra, and
so the choice A4=0 would be arbitrary. Experimentally, in fact,
one finds (Ref. 9) N\4=20.4:£0.2. No experimental determination
of 1pp5 OF poa4 currently exists.
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of this phenomenon we consider the case of £y which
is given in Appendix C. Here, I 4y contains structures
of the form @G’ Gra and @G 4B Grua, With
coupling constants fixed by the current-algebra condi-
tions. One must, therefore, include into £uy an A
piece of the form ¢18,G"*5B*:Grua, Where ¢y is undeter-
mined (and is the arbitrariness of this part of the
function of integration). If one then fixes the value of
Ry, and eliminates a*, and 8%, back in terms of a*,
and ¢*,, these structures contribute terms to £ of
the form

ay (PvaGV'ub (P)\cG)\ud_'_ dzdeV”b <P)\0G)\Md
+ agdeV“ ba')\cG)\yd P

(5.7

where a;, @5, and a; depend on one undetermined
constant c;. Alternatively, there exist only two relations
between the three constants a;, a@s, @;. As shown in
Appendix C, £, contains five such additional undeter-
mined constants, even for the minimal solution where
B4 has been set to zero. Four of them involve s-meson
channels and so are currently not of physical interest.
However, the fifth additional constant, exhibited in
Eq. (5.7), will contribute to w-p scattering and hence
affects the value of the w+-x" electromagnetic mass
difference.?? Similar additional undetermined constants
appear in the higher parts of the Lagrangian, £,
£y, etc.

VI. CONCLUSIONS

In the preceding sections, a hard-pion current-
algebra method has been described for calculating T
products of an arbitrary number of vector and axial-
vector current operators. The analysis was based on
the assumptions of single o-, 7, p-, and A;-meson
saturation of intermediate sums, the chiral SU(2)
XSU(2) current commutation relations, CVC, and
PCAC. The single-meson saturation hypothesis implied
that the T products could be calculated from a set of
generalized tree diagrams and generalized seagull
diagrams (i.e., “flower” diagrams). This result could
equivalently be rephrased in terms of an effective
Lagrangian. Thus, to calculate a given N-point function
one uses an effective interaction Lagrangian £; (which
is a polynomial of order N in the meson fields) to
lowest nonvanishing order. A priori, no symmetry
conditions were imposed on £;. These arose from the
constraints of the current commutation relations, CVC,
and PCAC.

The current-algebra constraints on £; have been
represented by a set of differential equations to deter-
mine the form of that function. In arriving at this
result we have made one additional postulate of
“simplicity”: that the time components V% and 4% be

» This effect appears to have been omitted in the calculation of
the #+-n? mass difference of I. S. Gerstein, B. W. Lee, H. T. Nieh,
and H. J. Schnitzer, Phys. Rev. Letters 19, 1064 (1967). A
detailed hard-pion calculation of this mass difference will be
considered elsewhere.
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at most quadratic in the meson-field canonical variables.
The physical significance of this assumption becomes
clearer from the result of Weinberg® that the “c

commutator”

8(20 =) ¢a (@), A% (y) ]=18* (x—y)ows(x), (6.1)

where ¢,=c¢19,4*,, governs in part the breakdown of
chiral invariance. This commutator is not determined
by the current-algebra conditions, and some assumption
must be made about it to get a well-defined theory. In
view of the previous assumption of single-meson satura-
tion (which is a generalized pole-dominance hypothesis),
it is natural to assume that o,5(x) is dominated by a
resonance pole (just as 9,4#, is dominated by the
pion pole). The only resonance with the proper quantum
numbers that appears to be available in the low-energy
domain is the I=0=J ¢ meson itself. This would imply

(6.2)

The quadratic 4%(x) of Eq. (4.19b) precisely produces
Eq. (6.2). While it is indeed possible to add cubic
(and presumably higher) structures to A%(x) which
will then give more general (nonpole) contributions to
can,3t Eq. (6.2) has the physical appeal of relating chiral
breakdown to a physical particle, the ¢ meson (just as
isospin breakdown is related to the existence of the
photon). The fact that the integrability conditions are
satisfied, implies that Eq. (6.2) is consistent with PCAC
and the current commutation relations. On the other
hand, one cannot consistently add an I=2, J=0 pole
to oqs (and such a meson does not appear to exist
experimentally). Further, Eq. (6.2) leads, in the soft-
pion approximation, to the Weinberg! S-wave m-m
scattering lengths, which now appear to be in agreement
with current data.®? Finally, we note that an assumption
such as Eq. (6.2) is directly extendable to chiral SU(3)
currents.

As discussed in Sec. V, the differential equations for
£7 do not determine it uniquely, and a great deal of
ambiguity exists in the higher-point functions. Even
if one assumes a “minimal” coupling choice, there is
still an increasing number of undetermined coupling
constants as one goes higher and higher in the series
of £;. Additional physical assumptions, outside the
framework of current algebra, are needed to obtain
unique theoretical predictions. It is tempting to spec-
ulate that conditions on the high-energy behavior of
the theory might furnish the necessary hypotheses.
Thus, one might argue that vertices with particularly
large numbers of momentum factors in the numerator

oap~dap0 (%) .

# S. Weinberg, Phys. Rev. 166, 1568 (1968).

31 The inclusion of cubic structures to 4% allows one to relax
Eq. (4.21) and leave \; and A; arbitrary. Conversely, if one imposes
Eq. (6.2) on the A% with cubic terms, one automatically gets
back Eqs. (4.19b) and (4.21).

2 M. G. Olsson and L. Turner, Phys. Rev. Letters 20, 1127
(1968). The r-r scattering lengths enter importantly at threshold
for the process 7+ N — 2r+N. Current data appear to favor the
Weinberg values,
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should be set to zero. For example, in the part of £
of Eq. (2.15¢), the term proportional t0 grpa @aG* bH uye
possesses more momentum factors (due to the gradients
in G#y and H,.) than the g,,4 term. The assumption
that this term must vanish, i.e., that p.,4=0, then
yields, by the current-algebra conditions (4.14), the
result

g4=g, (6.3)

which is just the second Weinberg sum rule.?® On similar
grounds, one might assume w,,,=0=p,44, Which is
essentially the “minimal” solution discussed in Sec. V.28
A more ambitious idea arises if one wishes to take the
effective Lagrangian seriously. Thus, one may try to
determine the additional coupling constants in such a
way that the theory is renormalizable (or even finite).
This is not @ priori inconceivable since the type of
theory that has arisen here is different from the con-
ventional field theories in that £; possesses an infinite
series of terms. Thus, the theory may furnish its own
infinite sequence of counter terms. Of course, sugges-
tions of this type imply using £; beyond its original
domain of validity (which was to only first nonvanishing
order of perturbation theory).

As was pointed out in Sec. I, one of the uses of the
T products of currents comes from the fact that the
currents themselves represent interpolating fields for
the mesons. Thus the T products are essentially
scattering amplitudes. Having obtained the effective
Lagrangian, however, one may discard the currents
completely and calculate scattering and production
processes directly from the Lagrangian, using the
phenomenological Heisenberg meson fields appearing
there. In a certain sense then, the currents have
disappeared from the final form of the theory.

It is of interest to compare the results given here with
other discussions. The work closest in spirit to this
paper is the Ward’s identity analysis of Gerstein and
Schnitzer® which is also based on the same current-
algebra conditions of Eqgs. (4.2)-(4.4). However, there
exist several differences in assumptions independent of
the current algebra. Thus, these authors are able to
obtain general amplitudes without imposing single-
meson saturation, but omit the ¢ meson when they
later make this assumption in their 7-r and 7-p scatter-
ing amplitudes.®® Consequently, a nonpole assumption
instead of Eq. (6.2) is made for the ¢ commutator.
Finally, two of the “nonminimal”’ couplings of £ (),

£1(8#4Bua)+ EaB*aB B thBra » (6.4)

are retained while a definite value is assigned to the
constant a3 of Egs. (C4) and (CS) (which is arbitrary
in our analysis for reasons discussed in Sec. V).

The ‘“phenomenological”” Lagrangian approach® gives
similar results to those obtained here, though it is
based on a different set of principles. These authors

3 This corresponds to taking the limit 7, — o in the amplitudes
obtained from the £, of this paper.
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assume ¢ priori a chiral-invariant Lagrangian and a
postulate for breakdown of this symmetry equivalent
to a nonpole choice for the ¢ commutator.* In contrast,
the analysis given here assumes only that chiral
invariance required by the current-algebra conditions.
As a consequence, the £;y and £ so obtained have a
number of additional chiral-asymmetric and chiral-
symmetric couplings not included in the phenomenolog-
ical Lagrangians. Whether these couplings are required
in nature remains to be seen.?

APPENDIX A: INTEGRABILITY OF CURRENT-
ALGEBRA CONDITIONS

In Sec. IV it was shown that one could reexpress the
current commutation relations and conservation condi-
tions (4.2)-(4.4) as first-order functional differential
equations to be satisfied by the interaction Lagrangian
£r. These equations, (4.23), (4.27a), (4.32), and (5.2),
determine the %, ¢,, and a*, dependence of £; [where
a*, is defined in Eq. (5.1b)]. In this Appendix, we verify
that in fact the coupled differential equations correctly
obey the integrability conditions (5.4), at least for the
classical theory.

As discussed in Sec. V, Egs. (4.27a), (4.32), and (5.2)
determine £; in a power series in the field variables,

L= Lw, (A1)

n=3

where £, is of nth order in the fields. In the following
it is convenient to introduce the symbol D, to represent
the functional derivative of £y. Thus

DnGumE 6£ (n)/aG‘wa ) (AZ)

Similarly, second derivatives of £,y will be denoted by
D,, followed by two field variables, e.g.,

] (3£ (n)
St \ 07"y )
We will also use the symbol 4, or 4, to represent any
isotopic and Lorentz component of the three fields
Vuay Qpa, A0 @, While 4, or 4, will denote a component
of any field (i.e., of Yua, Quas Pay Buay Gusas H pray o, and o).

Consider now, for generality, the quantum case
where the product of factors in the differential equations
(4.27a), (4.32), and (5.2) are to be symmetrized (to
ensure Hermiticity). Inserting in Eq. (A1), one obtains

etc.

D, ( Pualy b) = (A3)

3 The use by these authors of a nonlinear relation between
currents and fields is not a fundamental distinction as one is
always free to make a change of field variables to restore the
linear current-field identity. The ¢ meson is not included in any
of the papers of Ref. 10 (and hence a o-pole assumption for o,
is not assumed) but could be included in a chiral symmetric way.
We also note that while @ prioré chiral invariance would require
only the integrated current algebra to hold, the phenomenological
Lagrangians actually satisfy the local current commutation
relations with only c¢-number Schwinger terms [B. Zumino
(private communication)].

8 We note that some of these additional couplings can be used
to make the meson electromagnetic mass shifts finite,
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a set of differential equations to determine the A,
dependence of £(x). These have the general form

DoAy=Fn,, n>4 (Ada)
where
an=z Cqst%{A 8y Dn—lAt}
8,t
n—3
+Z KQSt Z %{Dn—rA ) Dr+1A t} (A4b)
8,1 r=2

and C%;, K%,,=K 1, are a set of numerical coefficients.
[The second sum in Eq. (A4b) is defined to be zero for
the case #n=4.] We wish to show that Eqs. (A4)
satisfy the integrability conditions

8F ng/0A y= 6F ny/ 54, (A5a)

i.e., that these equations are consistent with the
requirement

Dn(Aqu)zpn(ApAq) . (ASb)

This would then imply that one could integrate Eq.
(A4a) to obtain a single function £y satisfying these
equations. Consequently, Eqgs. (A5) would also imply

D,(4:4:)=D,(4.:4,) . (A6)

Now, £3y==~@3yma+ L) has been explicitly exhibited
in Egs. (2.15¢) and (3.10b) and so, of course, Eq. (A6)
holds for n=3. Using this £, one may integrate
Eqs. (A4) for the case n=4 to find a single function
£ satisfying the equations. This solution is explicitly
exhibited in Appendix C. Thus, by construction Egs.
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(5) and (6) are satisfied for the case n=4. To verify
them for #>>5 we will proceed by induction and assume
that Eqs. (A5) and (A6) hold for all m between
3<m<n—1 and from this establish that Egs. (AS)
holds for m=mn.

Differentiating Eqs. (4) yields

D, (A4 D=2 Cy3{4s, D 1(A4 t)}+Fn.p4: (A7a)

where
Fo pe= 2 CopDnad,
t

+Z qut Z {Dn—r(ApA s), Dr+1At} . (A7b)

r=2

By hypothesis, Dn1(4,4)=Dn1(4:4,) and since
n—1>4 one may differentiate Egs. (4) with respect to
A, to eliminate this quantity. One finds

D.(A,4)=% X CCPu{ds{A4u, D._2(4:4,)}}

8, t,u,v

+3 3 Ct{ds, Fur,ip)+Fupe.  (A8)
8,t
For the linear conditions, Eqs. (4.27a) and (5.2), one
has that F=0 and so Eq. (A5a) reduces to
Z Cqstcpuv[[A s,A u], Dn—-Z (A bAv)]= 0 .

stuv

(A9)

This condition is thus automatically satisfied for the
c-number theory. The analysis involving the nonlinear
PCAC condition is more complicated since F is nonzero.
Inserting Eq. (A7b) into Eq. (A8) yields

Dn (A pA q)_ Dn (A qA p) = % Z Cqstcpuvl:[A s;A u:l, Dn—l (A tA v):l'l_% Z (Cqstcplu'_ Cpsthtu){A 8y Dn—2A u}

stuv

stu

n—4
+% Z (Cqsthuv_ Cpsthuv){A 8y Z {Dn—r——lA tA uy Dr+1A u} }+Z (qut— Cpqt)Dn—lA t

stuv

r=2

r=2 14

n—3 n—3
+Z qut Z {Dn-—r(ApAs), -Dr—i—lA t}'—z Kpst Z {Dn—r(AqAx)y Dr+1A t} . (AlO)
st =2

st

Using again the hypotheses that Dy (4 44 ) = Dnr(4:4,) implies

n—3 n—4

Z KpSt Z {D”—"(A qu), D7‘+1At}=%2 Kpst Z {Z Cqmr{Au; Dn—r—l(AsAa;)}, Dr+1At}
st r=2 8,t

=2 uv

n—4

+Z Kpst Z {Fn—r,sq, Dr+lAt}+z Kpst{D:;(A qA g), Dn_2A t} . (All)
8,t s,t

=2

Thus, the third and last two terms of Eq. (A10) may be combined. Inserting in the value of F from Eq. (ATh)

then reduces Eq. (A10) to

D" (A' PA 11)_ D" (A- qA p) =% Z (Cq”Cpm___ Cpsthtu) {A 8y Dn—2A u} +Z (qut— Cpqt) (D’ﬂ—lA t)+Z{qutD3(ApA s)

s,t,u

t

n—4
_KpstDii(Aqu), Dn—2A t}+Z(qutcpsu"‘Kpsthsu) Z {Dn—r~1Au, Dr+1A t}

stu

r=2

+ Z I:[%CqstA s-{—qutDA 8 %CP,“,A u+prnDA u]; D(A tAv)]n—2, (A12)

stuv



175

where the subscript #—2 on the last term implies that
one take only those parts of the double commutator
containing #—2 field variables. Equation (A12) clearly
reduces to the special case (A9) when F=0.

The verification that the right-hand side of Eq.
(A12) (aside from the double commutator) vanish is
now straightforward. It is necessary to use only the
relations (4.14)-(4.17) and (4.21) between the coupling
constants of £¢). Thus, for the case 4,=¢, and
A p= ¢, the right-hand side of Eq. (A12) reduces to
(neglecting the double commutator)

(Fﬂ')_ZEH#ya (Dn—Zprb) +G#vn (Dn_2Gm, b)+ M, (Dn—2 Uy b)
+0#(Dn—20,0)+ a(Dn200)
+ 0a(Dn—2us)]—[ab] . (A13)

Since Eq. (A13) is manifestly antisymmetric in @ and b
one may multiply it by e;s.. The result is then propor-
tional to the first-order change in £, under an
isotopic rotation. Thus Eq. (A13) vanishes by the
isotopic invariance of £n—2), i.e., by the CVC require-
ment for the lower-order Lagrangian.

The double commutator term in Eq. (A12) results
from the fact that although the ¢-number equations
are satisfied, an order of operators in a term in £
which satisfies one requirement (e.g., the requirement
that the canonical expansion for V#, contain terms at
most quadratic in field operators) might not satisfy
another requirement (e.g., the same requirement for
Ve, b~ a).

However, the order of operators in a term in the
effective £ does not affect a calculation made according
to the prescription resulting from the assumptions of
this paper. Consider a calculation made with two
Lagrangians, £® and £®, where £® is identical to
£ except for the ordering of certain terms. A calcula-
tion of an V-point process to order N —2 is a calculation
of terms like

(N—a|Lan|a), (A14)
and
(N—a| L |OXD| Lv—grny|a—b+1), etc,

where the terms in the £’s above can be taken to be
free since the terms have been expanded to the proper
order in the coupling constant. The difference between
terms (A14) calculated for £® and those calculated
for £® will have ¢ numbers replacing two of the field
operators (arising from a canonical commutator), e.g.,

(N—a|£(N_2)[a)Xc-No. ,
or
(N—a|L-2|bXb| L w—et2)|a—b+1)) X ¢-No.,
or
(N—a|L | b)b| L w-e|a—b+1)Xc-No.

All such terms vanish since the field operators in £
have already been replaced by free-field operators. Thus
whether or not a term in £ has a given ordering cannot
affect a calculation.
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APPENDIX B: CLOSED-FORM SOLUTIONS

In Sec. V, the general structure of the current-algebra
differential equations (4.27a), (4.27b), and (4.32) was
discussed. The analysis given there showed the nature
of the power-series solutions. Actually, the two current
commutation equations (4.27a) and (4.27b) can be
solved in closed form (at least for the classical theory).
We present here the results of this integration.

It is convenient to introduce the following notation
for commonly occurring quantities:

G/E)\I(Fw)—la) ‘pa,EFw_l‘Pa}
Gl,waE gp—-IG/wa , H/ W= g A——-al,va s
w?=g 4%/ (Fam )=y .

We will also make use of the isotopic-tensor quantities

(B1)

= Al — 7 —
Bac= €ape Py, GHoe= fa)\cGllwb, Hwy = €aveH'™y . (BZ)

In the discussion of Sec. V it was pointed out that the
series solution of the functional differential equations is
facilitated by replacing ¢u, and a,, by a new set of
variables 8, and @y, defined in Eqgs. (5.1). Equations
(4.27a) and (5.2) then determine the v,, and Qpa
dependence of £;, leaving the 8,, dependence incom-
pletely specified. A nonlinear generalization of Egs.
(5.1) is arrived at by introducing the variables Nua and
$ua defined by

o= Hm g 2 [t ) 46000,]
+F(1— G)hl;wac[ et mengp_lﬁ")‘ad‘v)\d]} , (B3a)

and

Sua= %{g am a2 (14 ”,w_z) ( OuatF *Mo’g p_lﬁ umdv"d)
- F1r (1 - G) ”,,M[d"c—f- % (yzz)‘l (ﬁpd'l)"d]} . (B 3b)

Here (1—G)™ means the matrix inverse, i.e.,

(1=G) "4 (1 =G roa= 6"\80a - (B4)

Expanding n,, and { . in a power series in the fields gives

Ma=5 (M4 0t Fa o)+ -+, (B Sa)

and

Sua=—Frgama5(m 4’47 0ya—Fr 0ua)+---.  (BSb)
Thus, {.. is the generalization of 8,, while Nua 1S the
generalization of a,,. As in the discussion of Sec. V,
the choice of 7,, is not unique and we have chosen here
(for convenience) the analog of R;j=R,=% in Eq.
(5.1b).

Equations (4.27a) and (4.27b) will now determine
the v, and nv, dependence of £; (and leave the {,,
dependence incompletely specified). In dealing with
these equations, it is convenient to rearrange them
slightly by adding £ (s) and a piece of the free Lagrangian
£ to L. Thus, for the (0) of Egs. (2.15b) and (3.10a)
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we write
Lo=Lo1tLw2, (B6)

where £ (o)1 contains those pieces of the free Lagrangian
having no derivatives of field variables and £ (g2 those
terms depending on derivatives. Then, if we define

£,E£01+gAF1r~l‘Pﬂaapa+£l ) (B7)
Eqgs. (4.27) reduce to

6£’/5‘U"a= ——m,,z(l ‘_é)pyabvvb B (BS)

and
88"/ onta= g, m; 2 (1= G) yasn” v+ 28, (4?yF )~
X (A4’ et AN peon . (BI)

These equations may be directly integrated to yield
the total Lagrangian
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L=Ly2—gaF phatya—3m,2(1— G)"Va 5Vualrd
+ %gpzmﬂ_2 (1 - 6) B oM ety vt ng (xzy F 7r)~1
X (1400 2) gt M 0 ™
+ f( Qoa,GWa,Hﬂyaag-na;U»o'n) ’

where f is an arbitrary function of integration.

The quadratic part of f may be chosen so that £ has
the correct total free Lagrangian contribution £q.
Similarly, the cubic pieces are to be chosen so that £
has the total £y of Egs. (2.15¢) and (3.10a). The
¢, dependence of the remainder of fis determined by
the PCAC equation (4.32). In dealing with this equation
it is slightly more convenient to introduce the quantity

L&"'=Lot+Lr. (B11)

(B10)

Equation (4.32) then becomes

(1—0")D @' — eave[H'"vDG'# A G'#yDH'# o+ g,g a7 04 Da e+ g ag, "0 s Do+ Fam 2g, ™ 00D e
+F g o Dv# o+ Fog, " (D 0#5) (Due) ]—N'0*D @uat ¢’ Do’ +N ¢t Do,
+FMga o Daye— Fom g \ga0" Do+ MF g4t (Da*) (Do)
= €abo3M2F 18, 0Py Quot3Ma?MF g a7 l0 0+ (N = N1) @boo— FPmateol,  (B12)

where D g,=68£"/8¢,, etc. The nonlinearity and general
complexity of this equation makes it rather intractible.
We note, however, that the following structures are
solutions of the komogeneous equation:

h(o'—30"—3¢"), (B13)
where k(x) is an arbitrary function,
H’”vaHlnwz_l' [2 €q bcH,Iwa © bG’;wc (1 - 0',) + €abc€ede
X (H,”ya‘Pb,ﬂad’H,yve'—lea ¢b’ Qad,G’;we)]
XLA—=o" >+ ¢"], (B14)

and Eq. (B14) with G,,, and H,,, interchanged. These
terms may be added to Eq. (B10) and represent a
partial determination of the function of integration f.

APPENDIX C: FORM OF £y

In this Appendix we record the form of the “minimal”
solution of the current-algebra conditions (4.27a),
(5.2), and (4.32) (as defined in Sec. V) for the quartic
part of the interaction Legrangian £ 4. This quantity
is obtained by inserting in the known value of £ on
the right-hand side of Egs. (4.27a), (5.2), and (4.32)

and integrating once. A convenient procedure is to first
integrate the current commutation equations (4.27a)
and (5.2). As discussed in Sec. V, these equations
determine the v,, and a,, dependence of £y [where
0 1s defined in Egs. (5.1)]. One obtains the result in
terms of an arbitrary function of integration

f(‘pa76ME7Gﬂva)Hum70',Up) . (Cl)

For £y, this function is of course quartic in the fields
and the arbitrariness resides in the value of the coupling
constants. The ¢, dependence of f is then determined
by inserting this solution into the PCAC equation
(4.32).

We divide the total £4) into three pieces,

Lw=Lwrt+LwatLurcac. (C2)

Here £y is the contribution required by the current
commutation relations condition (4.27a) on the vector
current V#,, £ 44 is the additional contribution required
by the current commutation relations condition (4.27b)
on the axial current A#,, and £ypcac is the additional
¢, dependence needed to satisfy the PCAC equation
(4.32). We find for £4yv the expression

1
L V=€ beecde>\ wpA (gppp'vva (vancH“vd"' >\pAA7)va (,Dbd"cG""d'*" 28mpAUva (bev"c Pa— x'IrpA Vva Pb ¢ncG‘wd - >\1r1rp'vaw‘b<P)\cG)\ud
+ %>\1rpA vvaHv”bv)‘cH)\pd_"xrpA vmﬂm ba)\cG)\yd) + €a bc)\ wpA [gvAA Vua ‘Pba"ca"*' XMrA Vua PoP*c0

+ (ﬂvAA'l‘Mamr) ‘Uua¢bH”)‘c(7)\"°>\v1r7r‘vvanb‘Pyca'— prAvvaHmbamco'_I»"tr'trA‘vvanan)\cU)\] .

(C3)

The value of the £ coupling constants appearing in Eq. (C3) can be found in Egs. (4.14)-(4.17) and (4.21).
The additional pieces of £y needed to satisfy Eq. (4.27b) is

£ (4)A= €abe che(al ‘PvaGwMP)‘cG)\ud‘l' a2avaGw‘b ‘P)\cGMui'*‘ @30, G ba)\cG)\,ud) + €gbe (bl ‘Pme b <Puco'+ b2ayawa Dpucl
+ bga,,,. VE bd,wO') + [Ga be (cl ‘PvawaHp)\ca')\'*' C2ayan" bHu)\co')\) + (dla“aanao'z'i" ds [ <P;uz0'2+ d.‘ia“a (Pua‘fz)

-+ (ela,,,,H“”,,a,,a-!- (7 <PyaHWa0'v0'):|+ €abe (kl ‘Pmwa ‘Pca'n+ k2a'va 7y g0¢0',4) + (lla”a ‘Pao'u6+l2 ©*a ‘Paa'yo') .

(C4)
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The 17 new constants appearing in Eq. (C4) are
constrained by ten equations. These are

gAmAm2a’2+ 2F1l'a1= ngp_l)\vnrp )

(C3a)
2gama %05+ Frto=—F g, N4,
gamao+2F :b1=F 18, Noxrt Frga MArpa (C5b)
2g4m a3+ Fbo=F g, N ora—Frga NN pas,
gama 2o Frci=Frg, ora , (C5c¢)
2gam g%+ Frds=—F o84 Ngoaa, (C5d)

gAmA‘2d3+ 2F1rd2= _ngA"l)\anA 3
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gama et Freo=—Frgs Nposa, (C5e)
gAmA—2k2+F7rkl= F-lrgp*lﬂva‘nn ) (CSf)

gAmA_2ll+F1rl2= _ngA_lxl)\a'rA . (ng)

At this stage in the analysis there are then seven new
undetermined coupling constants. This additional
ambiguity in £; is due to the ambiguity in the definition
of a4, as is duscussed in Sec. V.

The final part of £, required by PCAC, is

L@)Poac= €ave€cdd — 380 (Frxga) Wopp CaH* 4G 1P G rva— g4 (F 280) 044 0aG* 4GP H pra
— 32, (Frga) woaa " oH yP H pya ]+ 4L g4 (M 4%8,) Nrps— gomMa™ N npa— gama N bto s 4] aBuaH* 151
+ ZEszgp_lgmrp— Fr)\lﬂmrvr] ( <Pa6'ua)2"" 2[F1r2gp_lg1r1rp+ %FW()\I)—I)\a’rr](‘pa)z(.Bu b)2yA b
H{—3(F M) gonr(@D)*+ 384 (Fgo) prpa—1 (F 1) ™o ] (0a)’G*"4G— 5[ 1 (F M) N4
+g (FﬂrgA)_ll‘rpA] (@a)*H*sH 4yo+38, (FrgA)—lﬂrpA(<PaH"”a)2_ 384 (Fxgp) o (0aG*,)2}
+ {%[Frpl)‘lgvﬂ_ 3 (Fw)‘l)_lngj (¢a)?0®+ %[(Far)‘l)_ll-‘un"gA-l)\l)\nA— (Far) N0 ) (@a)2ato )}

+ [er-—l)\ A 1rpA+ %gA (ngp)—l)\aAA - %gp (FrgA)_l)\ o'pp] €abe (PaG;w lewco' ’

where B,, is defined in Eq. (5.1a). In addition, four of
the coupling constants of Eq. (C5) are determined by
the PCAC condition:

k1= —84 (F'rrgp)—luva'*‘ (F-u)\l)_»\mrp )
+g4NRepu, (CTa)

ko= —ga(F+gp) oaa— (Fw)‘l)_lxmA

—g4 ™ \Noaa, (C7b)
ll= (Far)‘l)—lxn'A'*'Fx_l)\l)\o-rA_gA_l)\lngA
+2gA‘lmA2)\17\,.,, , (CSa)

l2= (Far)\l)hl}\fmr"i'F#_I)\lﬂa-mr_g/i_lklxnﬂ.

—2F ™\Aoe . (C8b)

(Co)

Equations (C7) and (C8) may be seen to be consistent
with Egs. (C5f) and (C5g) [upon using the coupling-
constant conditions Eqs. (4.14)-(4.17) and (4.21)].
Thus, there remain only five undetermined constants
in £ (aside from those arising from £3).

Equations (C2)-(C8) represent the “minimal” £,
consistent with the current commutation relations,
CVC, and PCAC. To this one is free to add any quartic
function of Bua, Gy Huw, o, and o,. While even the
minimal interaction Lagrangian is quite complicated,
it should be remembered that the four-point functions
which £ (54 £ ) describe, govern meson-meson scatter-
ing through 19 channels.



