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#### Abstract

The Feynman rules for the Yang-Mills field, originally derived by Feynman and DeWitt from $S$-matrix theory and the tree theorem, are here derived as a consequence of field theory. Our starting point is the gauge-independent, path-dependent formalism which we proposed earlier. The path-dependent Green's functions in this theory are expressed in terms of auxiliary, path-independent Green's functions in such a way that the path-dependence equation is automatically satisfied. The formula relating the path-dependent to the auxiliary Green's functions is similar to the classical formula relating the path-dependent field variables to the potentials. By using a notation similar but not identical to Schwinger's functional notation, the infinite set of equations satisfied by the Green's function can be replaced by a single equation. When the equation for the auxiliary Green's functions of electromagnetism is solved in a perturbation series, the usual Feynman rules result. For the Yang-Mills field, however, one obtains extra terms; such terms correspond precisely to the closed loops of fictitious scalar particles introduced by Feynman, DeWitt, and Faddeev and Popov.


## 1. INTRODUCTION

T${ }^{1} H E$ discovery of the Feynman rules for the YangMills and gravitational fields by Feynman himself ${ }^{1}$ has solved a long-standing problem in relativistic quantum mechanics. Feynman only derived his procedure for diagrams with a single closed loop, but DeWitt ${ }^{2}$ has recently extended the procedure to diagrams of arbitrary complexity. Another general proof of the prescription for the Yang-Mills field has been given by Faddeev and Popov, ${ }^{3}$ who used a functional integration procedure which is probably equivalent to that of DeWitt.

Feynman and DeWitt obtained their prescription by a somewhat indirect method. From the Feynman rules for nongauge particles they obtained the "tree theorem," which relates the contribution to the $S$ matrix from a closed-loop diagram to the contribution from a diagram where the loop is opened at one point. They then assumed that the tree theorem was valid in theories with gauge particles; they were thus able to derive the Feynman rules for the $S$ matrix. The validity of the tree theorem guarantees that the $S$ matrix is unitarity, and their results can almost certainly be derived from an analyticity-unitarity calculation in perturbation theory.

The question arises whether one can obtain the Feynman rules within the framework of a field theory of the Yang-Mills field or of gravity, and it is the purpose of the present paper to attempt to do so. We shall take as our basis the path-dependent theory of gauge fields which we suggested earlier. ${ }^{4}$ The theory was originally formulated for electromagnetism and for gravity, but it can be applied to any gauge field. The

[^0]path-dependent theory of the Yang-Mills field has been treated by Bialynicki-Birula. ${ }^{5}$
In the present paper we shall rederive the Feynman rules for the electromagnetic field from the pathdependent formalism, and we shall then derive the more complicated Feynman rules for the Yang-Mills field. We shall derive the Feynman rules for the gravitational field in the following paper.
The fundamental principle of the path-dependent formalism was to avoid the introduction of non-gaugeinvariant quantities. Thus the electromagnetic potentials were not introduced, but were replaced by the electromagnetic field variables $F_{\mu \nu}$. Similarly, the charged field variables $\phi(x)$ were replaced by the pathdependent but gauge-invariant variables $\Phi(x, P)$. For practical purposes one would like to introduce the potentials as auxiliary variables, as one does in classical field theory. By doing so one would be able to calculate in terms of path-independent variables; one would transfer to the path-dependent variables at the end of the calculation. It is well known, however, that one cannot introduce covariant potentials without enlarging the Hilbert space and employing an indefinite metric. For electromagnetism one can use noncovariant potentials such as those of the Coulomb gauge. One can then derive the Feynman rules after a certain amount of algebraic calculation. It is possible to formulate the Yang-Mills theory in terms of noncovariant gauges, such as Schwinger's modification of the Coulomb gauge, or the Arnowitt-Fickler gauge. ${ }^{6}$ However, the method which was used in electromagnetism for deriving the covariant Feynman rules from such gauges is not applicable here, at any rate without essential modification. To our knowledge no such consistent formalism has been given for the gravitational field.

[^1]In the present treatment we shall avoid noncovariant quantities and we shall therefore not introduce potentials as quantum-mechanical operators. Instead, we shall introduce auxiliary Green's functions. In formalisms of quantum electrodynamics which employ potentials, whether in the Coulomb or Lorentz gauges, one can define Green's functions

$$
\begin{aligned}
& G_{\mu}\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \\
&=\langle 0| T\left\{\phi\left(x_{1}\right) \cdots \phi^{*}\left(y_{1}\right) \cdots A_{\mu}\left(z_{1}\right) \cdots|0\rangle .\right.
\end{aligned}
$$

One can also define path-dependent but gauge-invariant Green's functions

$$
\begin{aligned}
& G_{\mu \nu}\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \\
& \quad=\langle 0| T\left\{\Phi\left(x_{1}, P_{1}\right) \cdots \Phi^{*}\left(y_{1}, P_{1}^{\prime}\right) \cdots F_{\mu \nu}\left(z_{1}\right) \cdots\right\}|0\rangle .
\end{aligned}
$$

The latter Green's functions can be expressed in terms of the former. In our present approach, the pathindependent Green's functions will be introduced, not as vacuum-expectation values of time-ordered products, but as auxiliary functions in their own right. The physical, path-dependent Green's functions of our theory will then be expressed in terms of the auxiliary Green's functions by using the same formulas as in theories with potentials. The connection between the path-dependent and path-independent Green's functions will guarantee that the path-dependence equations are satisfied, as we shall verify explicitly. We then have to find the equations which the auxiliary Green's functions must satisfy in order that the path-dependent Green's functions satisfy the correct equations.
For electrodynamics, such an approach has already been carried out by Sarker. ${ }^{7}$ He found that the equations satisfied by the auxiliary Green's functions are similar, but not identical, to the equations satisfied by the Green's functions of the Lorentz-gauge theory. The difference is due to the fact that he started with the Maxwell equations $\partial F_{\mu \nu}(x) /\left(\partial x_{\mu}\right)+j_{\nu}=0$, whereas the Lorentz-gauge theory starts with the equations $\square^{2} A_{\nu}(x)+j_{\nu}=0$. Nevertheless, he showed that the Green's functions calculated by the usual Feynman rules do satisfy the correct equations. The Feynman rules were thus derived from a procedure which was covariant throughout and which did not make use of an enlarged Hilbert space.
When we carry out a similar treatment for the YangMills field, we shall again find that the equations satisfied by our auxiliary Green's functions are slightly different from the corresponding equations in the (incorrect) Lorentz-gauge theory. As with electromagnetism, the difference is due to the dropping of a term $-\partial^{2} A_{\nu} / \partial x_{\mu} \partial x_{\nu}$ in the Lorentz gauge. In this case, however, we shall find that the difference is important, and that the solution to our equations contains terms besides those given by the Lorentz-gauge Feynman rules.

[^2]Our results will be the same as those found by Feynman, DeWitt, and Faddeev and Popov. They showed that the correct prescription was to take all Feynman diagrams of the Lorentz-gauge theory, together with Feynman diagrams containing closed loops of fictitious scalar particles. In our treatment we shall find that integrals corresponding to closed loops of scalar particles appear directly in the solution of the Green'sfunction equations. We may associate such integrals with closed loops of scalar particles if we wish, but this is purely a mnemonic device. The fictitious particles never occur in external lines, nor do they appear in the intermediate states of the unitarity condition.
In our present formulation of the theory, the Feynman rules are thus rules for calculating auxiliary Green's functions. We can then proceed to calculate the gauge-invariant, path-dependent Green's functions, since we shall already have expressed them in terms of the auxiliary Green's functions. By using the reduction formulas we can then calculate the $S$ matrix. The fundamental reduction formulas of the theory involve the path-dependent Green's functions. However, one can use these reduction formulas to derive further reduction formulas involving the auxiliary Green's functions. Thus, from the Feynman rules for the auxiliary Green's functions, one can derive Feynman rules for the $S$ matrix by the usual reinterpretation of the external lines.
The equations for the Green's functions are coupled integral equations between an infinite number of such functions. Moreover, when expressing path-dependent Green's functions in terms of auxiliary Green's functions, one finds that a single path-dependent Green's function is equal to the sum of an infinite number of auxiliary Green's functions. It would be clumsy, if in principle possible, to carry out manipulations with such infinite systems of equations. We require a shorthand for expressing the infinite sets of equations as single equations. The Schwinger functional notation provides us with such a shorthand; Schwinger's functional differential equation is equivalent to the complete set of equations for the Green's functions. Unfortunately it does not appear to be an easy matter to express the equations for path-dependent Green's functions in Schwinger's notation. We shall therefore use another notation in which our fundamental quantity corresponds to Schwinger's $\delta / \delta \eta$ rather than to $\eta$. We shall indicate the connection between our notation and Schwinger's but we shall not assume knowledge of his notation.
In the following section we shall illustrate some of our methods by using the $\lambda \phi^{3}$ theory. We shall find the differential equations for the Green's functions and shall use them to construct the perturbation expansion. We shall then develop our notation for simplifying the writing of the differential equations. Essentially what we shall do is to form a linear space of all Green's functions and to write the differential equations as equations for vectors in this space. In Sec. 3 we shall treat the
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Fig. 1. Diagrammatic representation of Eqs. (2.5).
electromagnetic field. We shall write down the equations for the path-dependent Green's functions and shall reexpress them in our shorthand notation. Working within this notation, we shall then express our pathdependent Green's functions in terms of new, pathindependent, auxiliary Green's functions. We shall determine the equations which the auxiliary Green's functions should satisfy in order that the path-dependent Green's functions satisfy the required equations. On solving them, we shall find that they lead to the ordinary Feynman rules. In Sec. 4 we shall treat the Yang-Mills field in a similar way. Here, however, we shall find that the perturbation expansion contains terms besides those given by naive Feynman rules.

## 2. DIFFERENTIAL EQUATIONS FOR GREEN'S FUNCTIONS

In this section we shall summarize the method of determining Green's functions by solving differential equations, and shall also develop our shorthand notation. The method is certainly not new but, as far as we are aware, there is no easily available reference in which it is described, and we therefore felt it worthwhile to describe its application to non-gauge fields before passing on to the gauge fields in which we are interested.

We shall treat the simple case of a neutral scalar field with $\lambda \phi^{3}$ coupling. The field equations will be

$$
\begin{equation*}
\left(\square^{2}-\mu^{2}\right) \phi(x)-\frac{1}{2} \lambda\{\phi(x)\}^{2}=0, \tag{2.1}
\end{equation*}
$$

and the $\phi$ 's will satisfy the commutation relations

$$
\begin{align*}
{[\phi(\mathbf{x}, t) \phi(\mathbf{y}, t)] } & =[\phi(\mathbf{x}, t) \phi(\mathbf{y}, t)]=0,  \tag{2.2a}\\
{[\phi(x, t), \phi(y, t)] } & =-i \delta^{3}(\mathbf{x}-\mathbf{y}) . \tag{2.2b}
\end{align*}
$$

We can now define Green's functions

$$
\begin{aligned}
G_{2}\left(x_{1}, x_{2}\right) & =\langle 0| T\left\{\phi\left(x_{1}\right), \phi\left(x_{2}\right)\right\}|0\rangle, \\
G_{3}\left(x_{1}, x_{2}, x_{3}\right) & =\langle 0| T\left\{\phi\left(x_{1}\right), \phi\left(x_{2}\right), \phi\left(x_{3}\right)\right\}|0\rangle, \\
G_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =\langle 0| T\left\{\phi\left(x_{1}\right), \phi\left(x_{2}\right), \phi\left(x_{3}\right), \phi\left(x_{4}\right)\right\}|0\rangle,
\end{aligned}
$$

For formal purposes we may also define the Green's
functions

$$
\begin{align*}
G_{0} & =\langle 0 \mid 0\rangle=1,  \tag{2.3d}\\
G_{1}(x) & =\langle 0| \phi(x)|0\rangle . \tag{2.3e}
\end{align*}
$$

One method of obtaining the perturbation series for the Green's functions is to use the differential equations satisfied by them. This is the method we shall use in the following sections when treating gauge fields. Thus, $G_{2}$ will satisfy the equation

$$
\begin{equation*}
\left(\square_{1}^{2}-\mu^{2}\right) G_{2}\left(x_{1}, x_{2}\right)=\frac{1}{2} \lambda G_{3}\left(x_{1}, x_{1}, x_{2}\right)+i \delta^{4}\left(x_{1}-x_{2}\right) \tag{2.4a}
\end{equation*}
$$

Equation (2.4a) is obtained by applying the differential equation (2.1) to the factor $\phi\left(x_{1}\right)$ of (2.3a). The first term on the right of (2.4a) arises from the interaction term in (2.1), while the second term is obtained by applying the differential operator $-\partial^{2} / \partial x_{0}{ }^{2}$ to the time ordering itself. In deriving this term it is of course necessary to use the commutation relation (2.2b).
The higher Green's functions will satisfy similar equations. Thus $G_{3}$ will satisfy the equation

$$
\begin{align*}
& \left(\square_{1}^{2}-\mu^{2}\right) G_{3}\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{2} \lambda G_{4}\left(x_{1}, x_{1}, x_{2}, x_{3}\right) \\
& \quad+i \delta^{4}\left(x_{1}-x_{2}\right) G_{1}\left(x_{3}\right)+i \delta^{4}\left(x_{1}-x_{3}\right) G_{1}\left(x_{2}\right) . \tag{2.4b}
\end{align*}
$$

Equations (2.4a) and (2.4b) can be integrated to yield the formulas

$$
\begin{gather*}
G_{2}\left(x_{1}, x_{2}\right)=-\frac{1}{2} i \lambda \int d x_{4} \frac{1}{2} \Delta_{F}\left(x_{1}-x_{4}\right) G_{3}\left(x_{4}, x_{4}, x_{2}\right) \\
+\frac{1}{2} \Delta_{F}\left(x_{1}-x_{2}\right),  \tag{2.5a}\\
G_{3}\left(x_{1}, x_{2}, x_{3}\right)=-\frac{1}{2} i \lambda \int d x_{4} \frac{1}{2} \Delta_{F}\left(x_{1}-x_{4}\right) G_{4}\left(x_{4}, x_{4}, x_{2}, x_{3}\right) \\
+\frac{1}{2} \Delta_{F}\left(x_{1}-x_{2}\right) G_{1}\left(x_{3}\right) \\
+\frac{1}{2} \Delta_{F}\left(x_{1}-x_{3}\right) G_{1}\left(x_{2}\right) . \tag{2.5b}
\end{gather*}
$$

Equations (2.5) are illustrated diagramatically in Fig. 1.

If we are working in perturbation theory, the first Green's function on the right of (2.5a) or (2.5b) will be required to one order lower than that on the left, since it contains an explicit factor $\lambda$. The second term on the right of (2.5a) is known explicitly, while that on the right of ( 2.5 b ) only involves $G_{1}$. Hence, if we construct the perturbation series order by order and, within each order, construct the functions $G_{1}, G_{2}, \cdots$ successively, the right-hand side of (2.5) will be known in terms of previously calculated functions. We can therefore construct the entire perturbation series in this manner, and it is not difficult to see that we obtain the usual prescription for Feynman diagrams.

In a field theory with a simple Lagrangian, such as the $\lambda \phi^{3}$ theory, it is sufficient to write down the first few equations (2.4) and (2.5); the form of the subsequent equations is then fairly obvious. When writing down equations for gauge fields and performing manipulations with them, however, it would be somewhat cumbersome to proceed in this manner. We require a notation in
which the whole series of equations (2.4) can be simply displayed. In the remainder of the section we shall develop such a notation. We emphasize that we are doing nothing more than constructing a shorthand for expressing the equations satisfied by the Green's functions.
We shall work with the linear space of the totality of functions $C_{0}, C_{1}\left(x_{1}\right), C_{2}\left(x_{1}, x_{2}\right), \cdots$. A typical vector in the linear space may be written

$$
\begin{align*}
& C_{0} \\
& C_{1}\left(x_{1}\right)  \tag{2.6}\\
& C_{2}\left(x_{1} x_{2}\right)
\end{align*}
$$

The linear space is thus the sum of a series of subspaces

| $C_{0}$ | 0 | 0 |
| :--- | :--- | :--- |
| 0 | $C_{1}\left(x_{1}\right)$ | 0 |
| 0 | 0 | $C_{2}\left(x_{1}, x_{2}\right)$ |
| $\ldots$ | $\cdots$ | $\cdots$ |

The first subspace consists of a single vector, but each of the other subspaces is itself an infinite-dimensional subspace. Thus, the second subspace is the space of all functions of a single variable $x_{1}$, the third subspace is the space of all symmetric functions of two variables $x_{1}$ and $x_{2}$, and so on. We shall denote the vector (2.6) by the symbol $\mid C)$. We are interested in the particular vector

$$
\begin{align*}
& G_{0} \\
& G_{1}\left(x_{1}\right)  \tag{2.7}\\
& G_{2}\left(x_{1}, x_{2}\right)
\end{align*}
$$

where $G_{0}=\langle 0 \mid 0\rangle=1$, and the remaining $G$ s are the Green's functions of our theory. We shall denote this vector by the symbol $\mid G)$.
We now define an operator $\tilde{\phi}(x)$ acting in this space as follows:

$$
\tilde{\phi}(x)\left\{\begin{array}{l}
C_{0}  \tag{2.8}\\
C_{1}\left(x_{1}\right) \\
C_{2}\left(x_{1}, x_{2}\right) \\
\cdots
\end{array}\right\}=\left\{\begin{array}{l}
C_{1}(x) \\
C_{2}\left(x x_{1}\right) \\
C_{3}\left(x x_{1} x_{2}\right) \\
\cdots
\end{array}\right\} .
$$

The variable $x$ in the vector on the right is regarded as a fixed parameter, while $x_{1}, x_{2}, \cdots$ are the variables corresponding to our linear space.

To avoid misunderstanding we must emphasize that the operator $\tilde{\phi}(x)$ corresponds to the quantummechanical operator $\phi(x)$, but that it is a totally different type of operator acting on a totally different type of space. Once we have expressed the field theory in terms of Green's functions, we need no longer consider the quantum-mechanical Hilbert space; the whole theory has been expressed in terms of the $c$-number equations (2.4). In order to express these $c$-number equations in a simple way, we have defined a new linear
space on which the operators $\tilde{\phi}(x)$ act. The $\tilde{\phi}$ 's do not satisfy the quantum-mechanical commutation rules. In fact, all the $\tilde{\phi}$ 's and their space and time derivatives commute with one another. The linear space of vectors | ) is thus a totally different space from the quantummechanical Hilbert space of vectors | $\rangle$.
It would be inconvenient if we had to display equations such as (2.8) whenever we used them, and, in fact, there is a standard notation for expressing (2.8) in a more compact form. This notation is expressed in terms of vectors in the dual space. A vector in the dual space is written in the form ( $H \mid$, and is defined by means of its scalar products $(H \mid C)$ with all vectors in our space $\mid C)$. The scalar products must depend linearly on $\mid C$. We define the vectors $\left(H_{0} \mid,\left(H_{1}\left(x_{1}\right) \mid,\left(H_{2}\left(x_{1}, x_{2}\right) \mid, \cdots\right.\right.\right.$ in the dual space by the equation.

$$
\begin{align*}
\left(H_{0} \mid C\right) & =C_{0}, \\
\left(H_{1}\left(x_{1}\right) \mid C\right) & =C_{1}\left(x_{1}\right),  \tag{2.9}\\
\left(H_{2}\left(x_{1}, x_{2}\right) \mid C\right) & =C_{2}\left(x_{1}, x_{2}\right),
\end{align*}
$$

$C$ being the general vector (2.6). There is a single vector ( $H_{0} \mid$, a vector $\left(H_{1}\left(x_{1}\right) \mid\right.$ for each value of $x_{1}$, a vector ( $H_{2}\left(x_{1}, x_{2}\right) \mid$ for each combination of variables $x_{1}, x_{2}$, and so on. A vector in the original space is uniquely defined by its scalar products with all vectors $\left(H_{0} \mid,\left(H_{1}\left(x_{1}\right) \mid\right.\right.$, ( $H_{2}\left(x_{1}, x_{2}\right) \mid, \cdots$ in the dual space.
We next construct the dual space of the space of vectors $\left(H \mid\right.$. If $\left.\mid C^{\prime}\right)$ is a vector in this space, it is defined by its scalar product will all vectors $(H \mid$ :

$$
\left(H_{n}\left(x_{1}, \cdots x_{n}\right) \mid C^{\prime}\right)=C_{n}^{\prime}\left(x_{1}, \cdots x_{n}\right)
$$

However, the totality of functions $C_{0}{ }^{\prime}, C_{1}{ }^{\prime}(x), C_{2}{ }^{\prime}\left(x_{1}, x_{2}\right)$, $\cdots$ define a vector in the original space with which we started. There is thus a one-one correspondence between our original space $\mid C$ ) and our new space $\left.\mid C^{\prime}\right)$, which is such that corresponding vectors have identical scalar products with all vectors $(H \mid$. The space of vectors $\mid C^{\prime}$ ), which is the dual of the space of vectors ( $H \mid$, may therefore be regarded as identical to our original space of vectors $\mid C$ ).

Given any operator $O$ acting in the dual space, we can define an operator $O$ acting in the original space as follows:

$$
\begin{equation*}
(H \mid\{O \mid C)\}=\{(H \mid O\} \mid C\} \tag{2.10}
\end{equation*}
$$

for all vectors $H$ in the dual space. We can therefore use the notation $(H|O| C)$ to express the scalar product. Equation (2.10) can also be used to define an operator in the dual space once the operator in the original space is known.
It is now easy to express $\tilde{\phi}$ as an operator in the dual space. By (2.9) and (2.8)

$$
\begin{align*}
\left(H_{0} \mid\{\tilde{\phi}(x) \mid C)\right\} & =C_{1}(x), \\
\left(H_{1}\left(x_{1}\right) \mid\{\tilde{\phi}(x) \mid C)\right\} & =C_{2}\left(x, x_{1}\right),  \tag{2.11}\\
\left(H_{2}\left(x_{1}, x_{2}\right) \mid\{\tilde{\phi}(x) \mid C)\right\} & =C_{3}\left(x, x_{1}, x_{2}\right) .
\end{align*}
$$

Now, by (2.9),

$$
\begin{align*}
\left(H_{1}(x) \mid C\right) & =C_{1}(x) \\
\left(H_{2}\left(x, x_{1}\right) \mid C\right) & =C_{2}\left(x, x_{1}\right)  \tag{2.12}\\
\left(H_{3}\left(x, x_{1}, x_{2}\right) \mid C\right) & =C_{3}\left(x, x_{1}, x_{2}\right)
\end{align*}
$$

From (2.11) and (2.12), we conclude that

$$
\begin{align*}
\left(H_{0} \mid \tilde{\phi}(x)\right. & =\left(H_{1}(x) \mid,\right. \\
\left(H_{1}\left(x_{1}\right) \mid \tilde{\phi}(x)\right. & =\left(H_{2}\left(x, x_{1}\right) \mid,\right.  \tag{2.13}\\
\left(\rho_{2}\left(x_{1}, x_{2}\right) \mid \tilde{\phi}(x)\right. & =\left(H_{3}\left(x, x_{1}, x_{2}\right) \mid,\right.
\end{align*}
$$

since $\mid C$ ) is an arbitrary vector. For the vector ( $H_{n}\left(x_{1} \cdots x_{n}\right) \mid$, Eq. (2.13) states that

$$
\begin{equation*}
\left(H_{n}\left(x_{1} \cdots x_{n}\right) \mid \tilde{\phi}(x)=\left(H_{n+1}\left(x, x_{1} \cdots x_{n}\right) \mid\right.\right. \tag{2.14}
\end{equation*}
$$

The notation of the dual space therefore allows us to express (2.8) in the compact form (2.14), and we shall use this notation in the remainder of the paper. We should emphasize that the use of the dual space does not involve any deep mathematics, but is purely a concession to the printer. It would be perfectly possible to rewrite every subsequent equation in this paper without using the dual space. Every equation of the form (2.14) would then be replaced by an equation of the form (2.8).

We now define a new operator $\eta$, which we shall require when writing the right-hand side of (2.4). It is defined as follows:

$$
\begin{align*}
& \left(H_{n}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \mid \eta(x)\right. \\
& \quad=\sum_{r=1}^{n}\left(H_{n-1}\left(x_{1}, x_{2}, \cdots,\left[x_{r}\right], \cdots x_{n}\right) \mid \delta^{\prime}\left(x-x_{r}\right) .\right. \tag{2.15}
\end{align*}
$$

The vector $\left(H_{n-1}\left(x_{1}, x_{2}, \cdots,\left[x_{r}\right], \cdots, x_{n}\right) \mid\right.$ denotes the vector which is obtained from $\left(H_{n}\left(x_{1}, x_{2}, \cdots, x_{r}, \cdots, x_{n}\right) \mid\right.$ by removing the variable $x_{r}$. From (2.14) and (2.15) it is easily seen that $\eta$ and $\phi$ obey the commutation relations:

$$
\begin{equation*}
\left[\eta\left(x_{1}\right), \tilde{\phi}\left(x_{2}\right)\right]=-\delta^{4}\left(x_{1}-x_{2}\right) \tag{2.16}
\end{equation*}
$$

Furthermore, from (2.15),

$$
\begin{equation*}
\left(H_{0} \mid \eta(x)=0 .\right. \tag{2.17}
\end{equation*}
$$

Equations (2.16) and (2.17) are sufficient to determine $\eta$, since ( $H_{n+1} \mid \eta$ can be found from (2.14) and (2.16) once ( $H_{n}|\eta|$ is known. We may therefore regard (2.16) and (2.17) as the definitions of $\eta$; we can then easily obtain (2.15).

Having defined the operators $\tilde{\phi}$ and $\eta$, we can express the Green's functions equations in a compact form. Our Eq. (2.9), which defines the vectors ( $H_{n} \mid$, shows that

$$
\begin{equation*}
\left(H_{n}\left(x_{1} \cdots x_{n}\right) \mid G\right)=G\left(x_{1} \cdots x_{n}\right) \tag{2.18}
\end{equation*}
$$

Hence Eq. (2.4a) may be written as follows:

$$
\begin{align*}
\left(\square_{1}^{2}-\mu^{2}\right)\left(H_{2}\left(x_{1}, x_{2}\right) \mid G\right)= & \frac{1}{2} \lambda( \\
& \left(H_{3}\left(x_{1}, x_{1}, x_{2}\right) \mid G\right)  \tag{2.19}\\
& +i \delta_{4}\left(x_{1}-x_{2}\right)\left(H_{0} \mid G\right) .
\end{align*}
$$

We now use (2.14) and (2.15) to express the vectors $\left(H_{2}\left(x_{1}, x_{2}\right) \mid,\left(H_{3}\left(x_{1}, x_{2}, x_{2}\right) \mid\right.\right.$, and $\left(H_{0} \mid \delta\left(x_{1}-x_{2}\right)\right.$ in terms of the single vector $\left(H_{1}\left(x_{2}\right) \mid\right.$ :

$$
\begin{align*}
\left(H_{2}\left(x_{1}, x_{2}\right) \mid\right. & =\left(H_{1}\left(x_{2}\right) \mid \tilde{\phi}\left(x_{1}\right),\right.  \tag{2.20a}\\
\left(H_{3}\left(x_{1}, x_{1}, x_{2}\right) \mid\right. & =\left(H_{1}\left(x_{2}\right) \mid \tilde{\phi}^{2}\left(x_{1}\right),\right.  \tag{2.20b}\\
\left(H_{0} \mid \delta\left(x_{1}-x_{2}\right)\right. & =\left(H_{1}\left(x_{2}\right) \mid \eta\left(x_{1}\right) .\right. \tag{2.20c}
\end{align*}
$$

Equation (2.19) therefore becomes

$$
\begin{align*}
\left(\square_{1}^{2}-\mu^{2}\right)\left(H_{1}\left(x_{2}\right)\left|\tilde{\phi}\left(x_{1}\right)\right| G\right. & =\frac{1}{2} \lambda\left(H_{1}\left(x_{2}\right)\left|\tilde{\phi}^{2}\left(x_{1}\right)\right| G\right) \\
& +i\left(H_{1}\left(x_{2}\right)\left|\eta\left(x_{1}\right)\right| G\right) \tag{2.21}
\end{align*}
$$

Since the operator $\left(\square_{1}{ }^{2}-\mu^{2}\right)$ in the first term of (2.21) acts only on the variable $x_{1}$, it may be taken inside the scalar product. Thus

$$
\begin{gather*}
\left(H_{1}\left(x_{2}\right)\left|\left(\square_{1}{ }^{2}-\mu^{2}\right) \tilde{\phi}\left(x_{1}\right)\right| G\right)=\frac{1}{2} \lambda\left(H_{1}\left(x_{2}\right)\left|\tilde{\phi}^{2}\left(x_{1}\right)\right| G\right) \\
+i\left(H_{1}\left(x_{2}\right)\left|\eta\left(x_{1}\right)\right| G\right) \tag{2.22a}
\end{gather*}
$$

Similarly, Eq. (2.4b) may be written in the form

$$
\begin{align*}
&\left(H_{2}\left(x_{2} x_{3}\right)\left|\left(\square_{1}^{2}-\mu^{2}\right) \tilde{\phi}\left(x_{1}\right)\right| G\right)=\frac{1}{2} \lambda\left(H_{2}\left(x_{2}, x_{3}\right)\left|\tilde{\phi}^{2}\left(x_{1}\right)\right| G\right) \\
&+i\left(H_{2}\left(x_{2}, x_{3}\right)\left|\eta\left(x_{1}\right)\right| G\right) . \tag{2.22b}
\end{align*}
$$

The general Eq. (2.4) can be obtained by replacing the vectors $\left(H_{1} \mid\right.$ and $\left(H_{2} \mid\right.$ in (2.23) by the general vector $\left(H_{n} \mid:\right.$

$$
\begin{align*}
& \left(H_{n}\left(x_{2} \cdots x_{n+1}\right)\left|\left(\square_{1}^{2}-\mu^{2}\right) \tilde{\phi}\left(x_{1}\right)\right| G\right) \\
& =\frac{1}{2} \lambda\left(H_{n}\left(x_{2} \cdots x_{n+1}\right)\left|\tilde{\phi}^{2}\left(x_{1}\right)\right| G\right) \\
& \quad+i\left(H_{n}\left(x_{2} \cdots x_{n+1}\right)\left|\eta\left(x_{1}\right)\right| G\right) \tag{2.22c}
\end{align*}
$$

Since the vector $\left(H_{n}\left(x_{2} \cdots x_{n+1}\right) \mid\right.$ in (2.22c) is arbitrary, we may rewrite the equation as an equation for the vector $G$ :

$$
\begin{equation*}
\left.\left.\left.\left(\square_{1}^{2}-\mu^{2}\right) \tilde{\phi}\left(x_{1}\right) \mid G\right) \left.=\frac{1}{2} \lambda \tilde{\phi}^{2}\left(x_{1}\right) \right\rvert\, G\right)+i \eta\left(x_{1}\right) \mid G\right) \tag{2.23}
\end{equation*}
$$

We have thus replaced the infinite set of equations for the Green's functions by a single equation for the vector $(G)$.

We can easily integrate (2.23) to give the result:

$$
\begin{align*}
&\left(\tilde{\phi}(x)+\frac{1}{2} i \lambda \int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{\phi}^{2}\left(x^{\prime}\right)\right. \\
&\left.\left.-\int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \eta\left(x^{\prime}\right)\right) \mid G\right)=0 \tag{2.24}
\end{align*}
$$

Equation (2.24) is of course equivalent to the series of Eqs. (2.5) in our new notation.
It is worthwhile noticing that Eq. (2.23) has the same form as the field Eq. (2.1), except for the term $i \eta(x)$. This last term corresponds to the $\delta$-function terms in the equations for the Green's functions.
We can relate our notation to Schwinger's functional notation by making the correspondence

$$
\tilde{\phi}(x) \rightarrow \delta / \delta \eta(x), \quad \eta(x) \rightarrow \eta(x)
$$

and regarding the operators as acting on the Schwinger functional. We have chosen to define $\tilde{\phi}$ as our fundamental quantity and to define $\eta$ in terms of it, whereas Schwinger proceeds in the reverse direction. The reason why we have set up a new notation is that quantities similar to $\tilde{\phi}$ may easily be defined in the path-dependent formalism, whereas the quantities analogous to $\eta$ are not quite so simple. Our notation is therefore more easily applicable to the theories treated in this paper.

## 3. ELECTROMAGNETIC FIELD

## Fundamental Equations

In this section we shall derive the Feynman rules for the electromagnetic field from the path-dependent formalism. Such a derivation has already been given by Sarker, ${ }^{7}$ who used a method somewhat different from that to be followed here. Nevertheless, it is worthwhile to rederive the results by the methods which we shall use for the Yang-Mills field, since the methods will be most easily understood by applying them first to the simpler case of the electromagnetic field.

We shall treat an electromagnetic field in interaction with a charged scalar field. The equations of motion in the path-dependent formalism are as follows:

$$
\begin{gather*}
\left(\square^{2}-\mu^{2}\right) \Phi(x, P)=0  \tag{3.1a}\\
\left(\square^{2}-\mu^{2}\right) \Phi^{*}(x, P)=0,  \tag{3.1b}\\
\frac{\partial F_{\mu \nu}(x)}{\partial x_{\mu}}+j_{\nu}(x)=0, \tag{3.1c}
\end{gather*}
$$

where $\Phi$ and $F$ are the scalar and electromagnetic field variables, and the current density $j$ is given by the equation

$$
\begin{align*}
j_{\nu}(x)=-i e\left[\Phi^{*}(x, P) \partial_{\nu} \Phi(x, P)\right. & \\
& \left.-\Phi(x, P) \partial_{\nu} \Phi^{*}(x, P)\right] \tag{3.2}
\end{align*}
$$

The $\Phi$ 's and $\Phi^{*}$ 's satisfy the usual commutation relations, which we shall not write down. The commutation relations between the $\Phi$ 's and the $F$ 's are

$$
\begin{align*}
{\left[\Phi(\mathbf{x}, t, P), F_{i j}(\mathbf{y}, t)\right] } & =\left[\Phi^{*}(\mathbf{x}, t, P), F_{i j}(\mathbf{y}, t)\right]=0  \tag{3.3a}\\
{\left[\Phi(\mathbf{x}, t, P), F_{0 i}(\mathbf{y}, t)\right] } & =-e \int^{x} d \xi_{i} \delta^{3}(\mathbf{y}-\xi) \Phi(\mathbf{x}, P)  \tag{3.3b}\\
{\left[\Phi^{*}(\mathbf{x}, t, P), F_{0 i}(\mathbf{y}, t)\right] } & =e \int^{x} d \xi_{i} \delta^{3}(\mathbf{y}-\xi) \Phi(\mathbf{x}, P) \tag{3.3c}
\end{align*}
$$

We employ the usual convention that Latin indices range from 1 to 3 , Greek indices from 1 to 4 . The integrals in (3.3) are to be taken along the path $P$. There will be similar commutation relations between the $\dot{\Phi}$ 's and the $F$ 's. The electromagnetic field variables
themselves obey the commutation relations

$$
\begin{align*}
& {\left[F_{i j}(\mathbf{x}, t), F_{i^{\prime} j^{\prime}}(\mathbf{y}, t)\right]=\left[F_{0 i}(\mathbf{x}, t), F_{0 i^{\prime}}(\mathbf{y}, t)\right]=0}  \tag{3.4a}\\
& \begin{aligned}
& {\left[F_{0 i}(\mathbf{x}, t), F_{j k}(\mathbf{y}, t)\right]=-i\left(\delta_{i k} \frac{\partial}{\partial y_{j}}-\delta_{i j} \frac{\partial}{\partial y_{k}}\right) } \\
& \times \delta^{3}(\mathbf{x}-\mathbf{y}) .
\end{aligned}
\end{align*}
$$

The dependence of the operators on the path $P$ is given by the equations ${ }^{8}$

$$
\begin{align*}
\delta_{z} \Phi(x, P) & =-i e \Phi(x, P) \times F_{\mu \nu}(z) \sigma_{\mu \nu}  \tag{3.5a}\\
\delta_{z} \Phi^{*}(x, P) & =i e \Phi^{*}(x, P) \times F_{\mu \nu}(z) \sigma_{\mu \nu} \tag{3.5b}
\end{align*}
$$

where $\boldsymbol{\delta}_{z} \Phi$ is the change of $\Phi$ caused by a change in the path by an infinitesimal area $\sigma_{\mu \nu}$ at the point $z$. If the variation of $F$ over the area is non-negligible; for instance, if $F$ contains $\delta$ functions, we must rewrite (3.5a) in the form

$$
\begin{equation*}
\mathbf{\delta}_{z} \Phi(x, P)=-i e \Phi(x, P) \int d \sigma_{\mu \nu}(z) F_{\mu \nu}(z) \tag{3.5c}
\end{equation*}
$$

For consistency of the path-dependence equations, we require the homogeneous Maxwell equations

$$
\begin{equation*}
\epsilon_{\mu \nu \rho \sigma} \frac{\partial F_{\mu \nu}(x)}{\partial x_{\rho}}=0 . \tag{3.1d}
\end{equation*}
$$

We could replace (3.1d) by the more general condition that the integral of the left-hand side over any volume be a multiple of $2 \pi$; we would then obtain the Cabibbo-Ferrari-Coleman theory of magnetic monopoles. We shall assume that there are no monopoles present.

## Path-Dependent Green's Functions

One defines Green's functions of the path-dependent variables in the usual way:

$$
\begin{align*}
& \hat{G}\left(x, P ; y, P^{\prime} ;\right)=\langle 0| T\left\{\Phi(x, P), \Phi^{*}\left(y, P^{\prime}\right)\right\}|0\rangle  \tag{3.6a}\\
& \begin{aligned}
& \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \\
&=\langle 0| T\left\{\Phi(x, P), \Phi^{*}\left(y, P^{\prime}\right), F_{\mu \nu}(z)\right\}|0\rangle
\end{aligned}
\end{align*}
$$

and, in general,

$$
\begin{gather*}
\hat{G}_{\mu \nu, \rho \sigma, \ldots}\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}{ }^{\prime}, y_{2}, P_{2}{ }^{\prime}, \cdots ; z_{1}, z_{2}, \cdots\right) \\
=\langle 0| T\left\{\Phi\left(x_{1}, P_{1}\right) \Phi\left(x_{2}, P_{2}\right) \cdots \Phi^{*}\left(y_{1}, P_{1}\right) \Phi^{*}\left(y_{2}, P_{2}\right) \cdots\right. \\
\left.F_{\mu \nu}\left(z_{1}\right), F_{\rho \sigma}\left(z_{2}\right) \cdots\right\}|0\rangle+\delta \text {-function terms. } \tag{3.6c}
\end{gather*}
$$

We employ the circumflex to distinguish the pathdependent Green's functions from the auxiliary Green's functions which we shall subsequently define and which we shall denote by the symbol $G$.

When defining Green's functions of the $F$ 's, one has to add an extra term in order to make them covariant.

[^3]Such a term is always necessary when the commutators contain derivatives of $\delta$ functions. The definition is as follows:

$$
\begin{align*}
\hat{G}_{\mu \nu, i j}(; ; z, w) & =\langle 0| T\left\{F_{\mu \nu}(z), F_{i j}(w)\right\}|0\rangle  \tag{3.7a}\\
\hat{G}_{0 i, 0 j}(; ; z, w) & =\langle 0| T\left\{F_{0 i}(z), F_{0 j}(w)\right\}|0\rangle \\
& \quad+i \delta_{i j \delta^{4}(z-w) .} \tag{3.7b}
\end{align*}
$$

It is not difficult to check that the Green's function defined by (3.7) with the extra term in (3.7b) are covariant. Green's functions involving more than two $F$ 's are similarly defined.

When writing down the field equations and pathdependence equations for time-ordered products, we shall as usual obtain terms from the change of the time ordering. The information contained in the field equations refers to differentiation with respect to the end point of the path, while the path-dependence equation gives the change of a variable resulting from deformation of the path. In the process of such differentiation or deformation, we may reach a situation where one path $P$, together with its end point $x$, has some points which are earlier and others which are later than another point $y$. We then have to define what we mean by time ordering. The commutation relations between $\Phi(x, P)$ and $\dot{\Phi}\left(y, P^{\prime}\right)$ contain contributions from the two end points $x$ and $y$, while the commutation relations ( 3.3 b ) contain contributions from the point $y$ and an element $d \xi_{1}$ of the path $P$. We shall adopt the convention that, whenever an end point or an element of a path has its time ordering relative to an end point or element of another path changed in the process of differentiation or of deformation, we add the corresponding contribution from the commutator to the time-ordered product. This convention obviously fulfils the requirement that the time-ordered product of two operators $A(x, P)$ and $B\left(y, P^{\prime}\right)$ be changed by their commutator when the time ordering of $x, P$ with $y, P^{\prime}$ is changed completely.

We can now rewrite the field equations (3.1) as equations for Green's functions. We quote three such equations for purposes of illustration. The Klein-Gordon equation (3.1) gives us the following equation for the two-point Green's function of the scalar particles:

$$
\begin{equation*}
\left(\square_{x}^{2}-\mu^{2}\right) \hat{G}\left(x, P ; y, P^{\prime}\right)=i \delta^{4}(x-y) \tag{3.8a}
\end{equation*}
$$

The Maxwell equation (3.1c) gives us a similar equation for the two-point photon Green's function:

$$
\begin{align*}
\frac{\partial}{\partial z_{\mu}} \hat{G}_{\mu \nu, \rho \sigma}(; ; z, w)= & i\left(\left(\frac{\partial}{\partial z_{1 \nu}}-\frac{\partial}{\partial z_{2 \nu}}\right) \hat{G}_{\rho \sigma}\left(z_{1}, P ; z_{2}, P ; w\right)_{z_{1}=z_{2}=z}\right. \\
& +i\left(\frac{\partial}{\partial w_{\rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial w_{\sigma}} \delta_{\rho \nu}\right) \delta^{4}(z-w) . \quad \text { (3.8b) } \tag{3.8b}
\end{align*}
$$

When applied to the Green's function

$$
\hat{G}_{\mu \nu, \rho \sigma}\left(x, P ; y, P^{\prime} ; z, w\right),
$$

the Maxwell equation becomes

$$
\begin{align*}
& \frac{\partial}{\partial z_{\mu}} \hat{G}_{\mu \nu, \rho \sigma}\left(x, P ; y, P^{\prime} ; z, w\right) \\
& \quad=i e\left(\frac{\partial}{\partial z_{1 \nu}}-\frac{\partial}{\partial z_{2 \nu}}\right) \hat{G}_{\rho \sigma}\left(x, P, z_{1}, P^{\prime \prime} ; y, P^{\prime}, z_{2}, P^{\prime \prime} ; w\right)_{z_{1}=z_{2}=z} \\
& \quad+i\left(\frac{\partial}{\partial w_{\rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial w_{\sigma}} \delta_{\rho \nu}\right) \delta^{4}(z-w) \hat{G}\left(x, P ; y, P^{\prime}\right) \\
& \quad+e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\nu} \delta^{4}(z-\xi) \hat{G}_{\rho \sigma}\left(x, P ; y, P^{\prime} ; w\right) \tag{3.8c}
\end{align*}
$$

The second and third terms on the right of (3.8c) result from differentiating the time ordering; the second term comes from the commutator (3.4) between $F_{\mu \nu}(z)$ and $F_{\rho \sigma}(w)$, and the third from the commutators (3.3b) and (3.3c) between $F_{\mu \nu}(z)$ and $\Phi(x, P)$ or $\Phi^{*}\left(y, P^{\prime}\right)$. Higher Green's functions will satisfy equations similar to (3.8c), with a sum of $\delta$-function terms on the right.

The homogeneous Maxwell equation (3.1d) gives simple equations when applied to Green's function. For instance,

$$
\begin{equation*}
\epsilon_{\mu \nu \rho \sigma} \frac{\partial}{\partial z_{\rho}} \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right)=0 . \tag{3.8d}
\end{equation*}
$$

One can also obtain path-dependence equations for the Green's functions from the path-dependence equations (3.5) for the field variables. We shall treat the Green's function

$$
\begin{align*}
\hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime}\right. & ; z) \\
& =\langle 0| T\left\{\Phi(x, P), \Phi^{*}\left(y, P^{\prime}\right), F_{\mu \nu}(z)\right\}|0\rangle \tag{3.9}
\end{align*}
$$

which is the simplest example where all the general features occur. We are interested in the change of $\hat{G}$ due to a change of the path $P$ by an infinitesimal area $\sigma_{\mu \nu}$ at the point $w$. The change will consist of two parts. The first is obtained simply by applying (3.5c) to the factor $\Phi$ in (3.9):

$$
\begin{align*}
& \mathbf{\delta}_{w}{ }^{(1)} \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right)=-i e \int d \sigma_{\rho \sigma}(w) \\
& \quad \times\langle 0| T\left\{\Phi(x, P), \Phi^{*}(y, P), F_{\mu \nu}(z), F_{\rho \sigma}(w)\right\}|0\rangle \tag{3.10a}
\end{align*}
$$

When expressing the time-ordered product on the right of (3.10) as a Green's function, one has to subtract terms similar to the second term of (3.7b). Thus,

$$
\begin{gather*}
\boldsymbol{\delta}_{w}{ }^{(1)} \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right)=-i e \int d \sigma_{\rho \sigma}\left(x, P ; y, P^{\prime} ; z, w\right) \\
+e \int\left\{d \sigma_{0 \nu}(w) \delta_{\mu 0}-d \sigma_{0 \mu}(w) \delta_{\nu 0}\right\} \\
 \tag{3.11}\\
\times \hat{G}\left(x, P ; y, P^{\prime}\right) \delta^{4}(z-w)
\end{gather*}
$$

The second possible effect of the deformation of the path is the change of the time ordering itself. If part of the path $P$ was originally timelike earlier than the point $z$, but became timelike later after the change, we obtain a contribution from the commutator. On applying the commutation relation (3.3b) we obtain the following additional change in the Green's function:

$$
\begin{align*}
\delta^{(2)} \hat{G}_{\mu \nu}\left(x, P, y, P^{\prime}, z\right) & =-e \int^{x}\left(d \xi_{\nu} \delta_{\mu 0}-d \xi_{\mu} \delta_{\nu 0}\right) \delta^{3}(\mathbf{z}-\xi) \\
& \times \hat{G}\left(x, P ; y, P^{\prime}\right) \frac{1}{2} \boldsymbol{\delta}\left\{\epsilon\left(\xi_{0}-z_{0}\right)\right\} \tag{3.12}
\end{align*}
$$

The function $\epsilon\left(\xi_{0}-z_{0}\right)$ is the function which is $\pm 1$ according to the sign of the argument. The factor $\frac{1}{2} \delta\left\{\epsilon\left(\xi_{0}-z_{0}\right)\right\}$ is thus equal to $\pm 1$ if the time ordering of the path element $d \xi$ and the point $z$ is changed by the change of the path, otherwise it is zero. Equation (3.12) may be rewritten in the form

$$
\begin{align*}
\mathbf{\delta}_{w}{ }^{(2)} G_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right)= & -e \int\left\{d \sigma_{0 \nu}(\xi) \delta_{\mu 0}-d \sigma_{0 \mu}(\xi) \delta_{\nu 0}\right\} \\
& \times \delta^{4}(z-\xi) \hat{G}\left(x, P ; y, P^{\prime}\right) \tag{3.10b}
\end{align*}
$$

The integral in (3.10b) is to be taken over the area between the old and new paths.

We now observe the crucial feature that the righthand side of (3.10b) cancels against the second term of the right-hand side of (3.11). The final result is thus

$$
\begin{align*}
& \boldsymbol{\delta}_{w} \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \\
& \quad=-i e \int d \sigma_{\rho \sigma}(w) \hat{G}_{\mu \nu, \rho \sigma}\left(x, P ; y, P^{\prime} ; z, w\right) \tag{3.10c}
\end{align*}
$$

The higher Green's functions obey similar pathdependence equations.

Equation (3.10c) shows that the path-dependence equation of the covariant time-ordered products is similar to that of the field variables themselves. The ordinary time-ordered products satisfy somewhat more complicated path-dependence equations, which contain terms such as (3.10b) that arise from the change of the time ordering. Such terms are exactly cancelled by the delta functions in the definition of the covariant timeordered product.

## Condensed Notation for Path-Dependent Quantities

We now wish to write the field equations and pathdependence equations for the Green's functions in our condensed notation. The method of doing so is a perfectly straightforward generalization of the procedure followed in the previous section. We consider the totality of functions

$$
\hat{C}_{\mu \nu, \rho \sigma}, \ldots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, y_{2}, P_{2}^{\prime}, \cdots ; z_{1}, z_{2}, \cdots\right) .
$$

as vectors in a linear space. We denote a typical vector by the symbol $\mid C)$. The path-dependence equations of the form (3.10c) are assumed, so that a vector is fully specified once the functions are given for one choice of path. Furthermore, we only consider functions which satisfy the homogeneous Maxwell equation (3.8d); indeed, we are forced to impose this limitation in order that the path-dependence equations be consistent.

We now define the following vectors in the dual space:

$$
\begin{align*}
& \left(\hat{H}_{\mu \nu}, \cdots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots \mid \hat{C}\right)\right. \\
& \quad=\hat{C}_{\mu \nu}, \cdots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) . \tag{3.13a}
\end{align*}
$$

Applying the path-dependence equations (3.10c) to (3.13), we notice that the vector $\left(\hat{H}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \mid\right.$ satisfies the path-dependence equation

$$
\begin{align*}
& \mathbf{\delta}_{w}\left(\hat{H}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \mid\right. \\
& \quad=-i e \int d \sigma_{\rho \sigma}(w)\left(\hat{H}_{\mu \nu, \rho \sigma}\left(x, P ; y, P^{\prime} ; z, w\right) \mid\right. \tag{3.14a}
\end{align*}
$$

Similarly, the general vector in the dual space will satisfy the path-dependence equation

$$
\begin{align*}
& \mathbf{\delta}_{w}\left(\hat{H}_{\mu \nu}, \cdots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}, \cdots ; z_{1}, \cdots\right) \mid\right. \\
& =-i e \int d \sigma_{\rho \sigma}(w)\left(\hat { H } _ { \mu \nu , \rho \sigma } \left(x_{1}, P_{1}, x_{2} P_{2}, \cdots\right.\right. \\
& \left.y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, w, \cdots\right) \mid \cdot \tag{3.14b}
\end{align*}
$$

where $\boldsymbol{\delta}_{w}$ represents the change in $(\hat{H} \mid$ due to a small change in the path $P_{1}$ by an amount $\int d \sigma_{\rho \sigma}(w)$.

We are particularly interested in the vector obtained by setting the functions $\hat{C}$ equal to the Green's functions $\hat{G}$, and we denote this vector by the symbol $\mid \hat{G})$. Thus, from (3.13a),

$$
\begin{align*}
& \left(\hat{H}_{\mu \nu}, \cdots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots \mid \hat{G}\right)\right. \\
& \quad=\hat{G}_{\mu \nu}, \cdots\left(x_{1}, P_{1}, x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) . \tag{3.13b}
\end{align*}
$$

Following the procedure of the $\lambda \phi^{3}$ theory, we next define operators $\Phi(x, P), \Phi^{*}(x, P)$, and $F_{\mu \nu}(x)$ as follows:

$$
\begin{align*}
& \left(\hat{H}_{\mu \nu}\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}{ }^{\prime}, \cdots ; z_{1}, \cdots\right) \mid \tilde{\Phi}(x, P)\right. \\
& =\left(\hat{H}_{\mu \nu}\left(x_{1}, P_{1}, x, P, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \mid,\right. \tag{3.15a}
\end{align*}
$$

$$
\begin{align*}
& =\left(\hat{H}_{\mu \nu}\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}{ }^{\prime}, x, P, \cdots ; z_{1}, \cdots\right) \mid,\right.  \tag{3.15b}\\
& \left(\hat{H}_{\rho \sigma} \ldots\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}{ }^{\prime}, \cdots ; z_{1}, \cdots\right) \mid \tilde{F}_{\mu \nu}(x)\right. \\
& =\left(\hat{H}_{\rho \sigma, \mu \nu}, \cdots\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}{ }^{\prime}, \cdots ; z_{1}, x, \cdots\right) \mid\right. \text {. } \tag{3.15c}
\end{align*}
$$

We also introduce quantities $U(x, P), \bar{U}(x, P)$, and $X_{\nu}(z)$, analogous to the $\eta$ 's of the previous section. They are defined to correspond to the $\delta$-function terms on the
right-hand sides of (3.8). Thus

$$
\begin{align*}
& \left(\hat{H}_{\mu \nu \cdots \cdots}\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \mid U(x, P)\right. \\
& \quad=\sum_{r}\left(\hat{H}_{\mu p}, .\left(x_{1}, P_{1}, \cdots,\left[x_{r}, P_{r}\right], \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1} \cdots\right) \mid \delta^{4}\left(x-x_{r}\right),\right.  \tag{3.16a}\\
& \left(\hat{H}_{\mu \nu \cdots}\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \mid \bar{U}(x, P)\right. \\
& =\sum_{r}\left(\hat { H } _ { \mu \nu } \left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}, \cdots,\left[y_{r}, P_{r}^{\prime}\right], \cdots ; z_{1}, \cdots \mid \delta^{4}\left(x-y_{r}\right),\right.\right.  \tag{3.16b}\\
& \hat{H}_{\kappa \lambda}, \cdots\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \mid X_{\nu}(z) \\
& =\sum_{r}\left(\frac{\partial}{\partial z_{r \rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial z_{r \sigma}} \delta_{\rho \nu}\right)\left(\hat{H}_{\kappa \lambda}, \cdots,[\rho \sigma], \cdots\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\left[z_{r}\right] \cdots\right) \mid \delta^{4}\left(z-z_{r}\right)\right. \\
& \quad-i e\left(\sum_{r} \int_{P_{r}}^{x_{r}}-\sum_{r} \int_{P_{r}}^{y_{r}}\right) d \xi_{\nu}\left(\hat{H}_{\kappa \lambda}, \cdots\left(x_{1}, P_{1}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots\right) \mid \delta^{4}(z-\xi),\right. \tag{3.16c}
\end{align*}
$$

where $\rho \sigma$ are the subscripts corresponding to the coordinate $z_{r}$. The operators $U, \bar{U}$, and $X_{\nu}$ can alternatively be defined from their commutation relations with the $\tilde{\Phi}$ 's, $\tilde{\Phi}^{*}$ 's, and $F$ 's. It follows from (3.15) and (3.16) that

$$
\begin{align*}
& {\left[U\left(x_{1}, P_{1}\right), \tilde{\Phi}\left(x_{2}, P_{2}\right)\right] }=-\delta^{4}\left(x_{1}-x_{2}\right),  \tag{3.17a}\\
& {\left[\bar{U}\left(x_{1}, P_{1}\right), \tilde{\Phi}^{*}\left(x_{2}, P_{2}\right)\right] }=\left[U\left(x_{1}, P_{1}\right), \tilde{F}_{\mu \nu}\left(x_{2}\right)\right]=0,  \tag{3.17b}\\
& {\left[\bar{U}\left(x_{1}, P_{1}\right), \tilde{\Phi}^{*}\left(x_{2}, P_{2}\right)\right] }=-\delta^{4}\left(x_{1}-x_{2}\right),  \tag{3.18a}\\
& {\left[\bar{U}\left(x_{1}, P_{1}\right), \tilde{\Phi}\left(x_{2}, P_{2}\right)\right] }=\left[\bar{U}\left(x_{1}, P_{1}\right), F_{\mu \nu}\left(x_{2}\right)\right]=0,  \tag{3.18b}\\
& {\left[X_{\nu}\left(x_{1}\right), \tilde{F}_{\rho \sigma}\left(x_{2}\right)\right] }=-\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu_{\rho}}\right) \\
&\left.\times X_{\nu}\right)  \tag{3.19a}\\
&\left.\times X_{\nu}\left(x_{1}\right), \tilde{\Phi}\left(x_{2}, P_{2}\right)\right]=i \int_{\left.P_{2}-x_{2}\right),}^{x_{2}} d \xi_{\nu}{ }^{4}\left(x_{1}-\xi\right) \\
& \times \tilde{\Phi}\left(x_{2}, P_{2}\right), \tag{3.19b}
\end{align*},
$$

$$
\begin{equation*}
\left(H_{0} \mid U(x, P)=\left(H_{0} \mid \bar{U}(x, P)=\left(H_{0} \mid X_{v}(x)=0\right.\right.\right. \tag{3.20}
\end{equation*}
$$

As in the case of the scalar field, Eqs. (3.17)-(3.20) define $U, \bar{U}$, and $X_{\nu}$ completely. Perhaps it is worthwhile stressing again that (3.17)-(3.19) are in no sense quantum-mechanical commutation relations.

The equations for the Green's functions such as (3.8) can easily be expressed in terms of the operators we have just defined. Thus

$$
\begin{array}{r}
\left.\left[\left(\square^{2}-\mu^{2}\right) \tilde{\Phi}(x, P)-i \bar{U}(x, P)\right] \mid \hat{G}\right)=0, \\
\left.\left[\left(\square^{2}-\mu^{2}\right) \tilde{\Phi}^{*}(x, P)-i U(x, P)\right] \mid \hat{G}\right)=0, \\
{\left[\frac{\partial}{\partial x_{\mu}} \widetilde{F}_{\mu \nu}(x)-i e\left(\frac{\partial}{\partial x_{1 \nu}}-\frac{\partial}{\partial x_{2 \nu}}\right) \tilde{\Phi}\left(\left.\tilde{\Phi}^{*}\left(x_{2}, P_{2}\right) \tilde{\Phi}\left(x_{1}, P_{1}\right)\right|_{x_{1}=x_{2}=x}\right.\right.} \\
\left.\left.-i X_{\nu}(x)\right] \mid \hat{G}\right)=0 . \tag{3.21c}
\end{array}
$$

The derivation of (3.21) is exactly the same as the derivation of (2.25). Apart from the last terms in the square brackets, Eqs. (3.21) have the same form as the field equations.
The path-dependence equation (3.14b) may be written as follows:

$$
\begin{align*}
&\left(\hat{H}_{\mu \nu}\left(x_{2}, P_{2}, \cdots ; y_{1}, P_{1}{ }^{\prime}, \cdots ; z_{1}, \cdots\right) \mid \mathbf{\delta}_{w} \tilde{\Phi}(x, P)\right. \\
&=\left(\hat { H } _ { \mu \nu } \left(x_{2}, P_{2}, \cdots ; y_{1}, P_{1}^{\prime}, \cdots ; z_{1}, \cdots \mid\right.\right. \\
& \times\left[-i e \widetilde{\Phi}(x, P) \widetilde{F}_{\rho \sigma}(z)\right] . \tag{3.22}
\end{align*}
$$

Since the vector $(H \mid$ on the left is a general vector in the dual space, we may write this equation as an operator equation

$$
\begin{equation*}
\mathbf{\delta}_{w} \tilde{\Phi}(x, P)=-i e \tilde{\Phi}(x, P) \tilde{F}_{\rho \sigma}(z) \sigma_{\rho \sigma} \tag{3.23a}
\end{equation*}
$$

In the same way we can write the following pathdependence equation for $\widetilde{\Phi}^{*}$ :

$$
\begin{equation*}
\boldsymbol{\delta}_{w} \tilde{\Phi}^{*}(x, P)=i e \tilde{\Phi}^{*}(x, P) \tilde{F}_{\rho \sigma}(z) \sigma_{\rho \sigma} \tag{3.23b}
\end{equation*}
$$

Thus the path-dependence equations, like the field equations, can be expressed in a compact form in our linear space. Again, the form of the equations (3.22) is identical to the form of the path-dependence equations (3.5) for the field variables.
It should be noted that the path-dependence equations and the field equations are treated differently in our formalism. When defining our linear space, we exclude all functions $\hat{C}$ which do not satisfy the pathdependence equations. The path-dependence equations thus appear as equations on the vectors $(H \mid$ of the dual space [Eqs. (3.14)], and finally as the operator equations (3.23). On the other hand, the field equations select out a particular vector $\mid G)$ from the linear space of vectors $\mid C$. They are not operator equations, but equations on the vector $\mid G)$.

## Auxiliary Variables

We now wish to obtain a perturbation solution for the system of field equations (3.19) and path-dependence equations (3.23). We shall do so by introducing
auxiliary path-independent quantities which we shall call $\tilde{\phi}, \tilde{\phi}^{*}$, and $\widetilde{A}_{\mu}$. The connection between $\tilde{\Phi}, \tilde{\Phi}^{*}$, and $\widetilde{F}_{\mu \nu}$ on the one hand, and $\tilde{\phi}, \tilde{\phi}^{*}$, and $\widetilde{A}_{\mu}$ on the other, will be defined to be of the same form as the connection between the corresponding field variables. Thus

$$
\begin{gather*}
\tilde{\Phi}(x, P)=\tilde{\phi}(x)\left(1-i e \int_{P}^{x} d \xi_{\mu} \tilde{A}_{\mu}(\xi)-\frac{1}{2} e^{2} \int_{P}^{x} d \xi_{\mu}\right. \\
 \tag{3.24a}\\
\left.\times \int_{P}^{x} d \xi_{\nu}^{\prime} \tilde{A}_{\mu}(\xi) \tilde{A}_{\nu}\left(\xi^{\prime}\right)+\cdots\right) \\
\tilde{\Phi}^{*}(x, P)=\tilde{\phi}^{*}(x)\left(1+i e \int_{P}^{x} d \xi_{\mu} \widetilde{A}_{\mu}(\xi)-\frac{1}{2} e^{2} \int_{P}^{x} d \xi_{\mu}\right.  \tag{3.24b}\\
 \tag{3.24c}\\
\left.\times \int_{P}^{x} d \xi_{\nu}^{\prime} \widetilde{A}_{\mu}(\xi) \widetilde{A}_{\nu}\left(\xi^{\prime}\right)+\cdots\right) \\
\widetilde{F}_{\mu \nu}(x)=\frac{\partial \widetilde{A}_{\nu}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}(x)}{\partial x_{\nu}}
\end{gather*}
$$

Equations (3.24) leave the variables $\tilde{\boldsymbol{\phi}}, \tilde{\phi}^{*}$, and $\widetilde{A}_{\mu}$ arbitrary to within a gauge transformation, and we shall not define them further.
The definitions (3.24) require an enlargement of our linear space. Let us define the new vectors in the dual space:

$$
\begin{align*}
\left(H_{0} \mid\right. & =\left(\hat{H}_{0} \mid\right.  \tag{3.25a}\\
(H(x) \mid & =\left(\hat{H}^{0} \mid \tilde{\phi}(x),\right.  \tag{3.25b}\\
(H(x ; y) \mid & =\left(\hat{H}_{0} \mid \tilde{\phi}(x) \tilde{\phi}^{*}(y),\right.  \tag{3.25c}\\
\left(H_{\mu}(x ; y ; z) \mid\right. & =\left(\hat{H}_{0} \mid \tilde{\phi}(x) \tilde{\phi}^{*}(y) \tilde{A}_{\mu}(z), \quad\right. \text { etc. } \tag{3.25d}
\end{align*}
$$

The path-dependent vectors $(\hat{H} \mid$ of our original dual space may then be expressed in terms of the vectors ( $H \mid$ of our auxiliary dual space. To take an example,

$$
\begin{gathered}
\left(\hat{H}\left(x, P ; y, P^{\prime}\right) \mid=\left(\hat{H}_{0} \mid \tilde{\Phi}(x, P) \Phi^{*}\left(y, P^{\prime}\right)\right.\right. \\
{[\text { from (3.15)] }} \\
=\left(H_{0} \mid \tilde{\phi}(x) \tilde{\phi}^{*}(y)\left[1-i e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu} \widetilde{A}_{\mu}(\xi)\right.\right. \\
-\frac{1}{2} e^{2}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\nu}^{\prime} \\
\left.\times \widetilde{A}_{\mu}(\xi) \widetilde{A}_{\nu}\left(\xi^{\prime}\right)+\cdots\right][\text { from }(3.24)] \\
=\left(H(x ; y) \mid-i e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu}\left(H_{\mu}\left(x^{\prime} y ; \xi\right) \mid\right.\right. \\
-\frac{1}{2} e^{2}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu}\left(\int^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\nu}^{\prime} \\
\times\left(H_{\mu \nu}\left(x ; y ; \xi, \xi^{\prime}\right) \mid+\cdots\right.
\end{gathered}
$$

[from (3.25)]. (3.26a)

Similarly we may show that

$$
\begin{align*}
& \left(\hat{H}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \left\lvert\,=\left(\frac{\partial}{\partial z_{\mu}} \delta_{\nu \lambda}-\frac{\partial}{\partial z_{\nu}} \delta_{\mu \lambda}\right)\right.\right. \\
& \times\left\{\left(H_{\lambda}(x ; y ; z) \mid-i e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\rho}\left(H_{\lambda \rho}(x ; y ; z, \xi) \mid\right.\right.\right. \\
& -\frac{1}{2} e^{2}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\rho}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\sigma}{ }^{\prime} \\
& \quad \times\left(H_{\lambda \rho \sigma}\left(x ; y ; z, \xi, \xi^{\prime}\right) \mid+\cdots\right\} \tag{3.26b}
\end{align*}
$$

We can similarly obtain formulas for any dual-space vector ( $\hat{H} \mid$ as a linear combination of auxiliary dualspace vectors $(H \mid$.
It is not true, however, that the vectors $(H \mid$ in our auxiliary dual space can be expressed as linear combinations of the vectors ( $\hat{H} \mid$ in our path-dependent dual space. For instance, in the limit $e \rightarrow 0$, Eq. (3.26) gives us an equation for the curl of $\left(H_{\lambda}(x ; y ; z) \mid\right.$ with respect to $z$, but we have no equation for the divergence of ( $H_{\lambda}(x ; y ; z) \mid$. Thus the space of vectors $(H \mid$ is larger than the space of vectors $(\hat{H} \mid$.

Our next step is to introduce the space of vectors $\mid C)$ dual to the space $(H \mid$. A vector $\mid C)$ is defined by its scalar products $(H \mid C)$ with all vectors in the space $\mid H)$. For any vector $\mid \hat{C}$ ) in our original space, the scalar products $(\hat{H} \mid \hat{C})$ with any vector in the space ( $\hat{H} \mid$ is defined. We can therefore regard our vector $\mid C)$ as corresponding to a vector $\mid \widehat{C}$ ) in the original space by equating the scalar products

$$
\begin{equation*}
(\hat{H} \mid C)=(\hat{H} \mid \hat{C}) . \tag{3.27}
\end{equation*}
$$

Since the space of vectors $(\hat{H} \mid$ is only a subspace of the space of vectors ( $H \mid$, Eq. (3.27) does not define a unique vector $\mid C)$ if $|\hat{C}\rangle$ is known. By saying that a vector $\mid C)$ corresponds to a vector $\mid \hat{C}$ ) of our original space we therefore fix certain of its components, but we do not define it completely.

We can now define a set of functions

$$
C_{\mu} \ldots(x, \cdots ; y, \cdots ; z, \cdots)
$$

by taking the scalar product of the vector $\mid C)$ with all the vectors in the space $(H \mid$ :

$$
\begin{align*}
C_{\mu} \ldots\left(x_{1}, \cdots\right. & \left.; y_{1}, \cdots ; z_{1}, \cdots\right) \\
& =\left(H_{\mu \cdots} \cdots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid C\right) \tag{3.28a}
\end{align*}
$$

The vector $C$ is thus defined by the totality of functions $C_{\mu} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right)$. We are particularly interested in the vectors $\mid G$ ) corresponding to our original vector $\mid \hat{G})$. We therefore define

$$
\begin{align*}
& G_{\mu}\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \\
&=\left(H_{\mu} \cdots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid G\right) . \tag{3.28b}
\end{align*}
$$

By taking the scalar product of $\mid G)$ with the dualspace vectors on the left- and right-hand sides of (3.26a), and applying (3.13b) and (3.28b), we obtain the equation

$$
\begin{gather*}
\hat{G}\left(x, P ; y, P^{\prime}\right)=G(x, y)-i e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu} G_{\mu}(x ; y ; \xi) \\
-\frac{1}{2} e^{2}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\mu}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) \\
\quad \times d \xi_{\nu}^{\prime} G_{\mu \nu}\left(x ; y ; \xi, \xi^{\prime}\right)+\cdots \tag{3.29a}
\end{gather*}
$$

From Eq. (3.26b), we obtain the equation

$$
\begin{align*}
& \hat{G}_{\mu \nu}\left(x, P ; y, P^{\prime} ; z\right) \\
& =\left(\frac{\partial}{\partial z_{\mu}} \delta_{\nu \lambda}-\frac{\partial}{\partial z_{\nu}} \delta_{\mu \lambda}\right)\left[G_{\lambda}(x ; y ; z)-i e\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\rho}\right. \\
& \times G_{\lambda \rho}(x ; y ; z, \xi)-\frac{1}{2} e^{2}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) d \xi_{\rho}\left(\int_{P}^{x}-\int_{P^{\prime}}^{y}\right) \\
& \left.\quad \times d \xi_{\sigma}{ }^{\prime} G_{\lambda \rho \sigma}\left(x ; y ; z, \xi, \xi^{\prime}\right)+\cdots\right] \tag{3.29b}
\end{align*}
$$

We can similarly obtain formulas for any Green's function $\hat{G}$ in terms of the auxiliary Green's functions $G$ and, indeed, Eqs. (3.25) are the general expressions for such formulas in our shorthand notation. On the other hand, equations such as (3.29) do not uniquely define the $G$ 's in terms of the $\hat{G}$ 's. This corresponds to the fact that the vector $\mid G)$ is not uniquely defined by the vector $\mid \hat{G})$.

The relations between the $\hat{G}$ 's and the $G$ 's are the same as we would have obtained if we had defined the G's by the equation

$$
\begin{aligned}
& G_{\mu \cdots} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \\
&=\langle 0| T\left\{\phi\left(x_{1}\right) \cdots \phi^{*}\left(y_{1}\right) \cdots A_{\nu}\left(z_{1}\right) \cdots\right\}|0\rangle
\end{aligned}
$$

and expressed the $\Phi^{\prime}$ s, $\Phi^{*}$ 's, and $F$ 's in terms of the $\phi^{\prime}$ s, $\phi^{*}$ 's, and $A$ 's by the usual formulas. The ambiguity in the definition of the $G$ 's corresponds to the gauge ambiguity in the definition of the $\phi$ 's, $\phi^{* \prime}$ s, and $A$ 's. Needless to say, our present approach makes no use of the $\phi$ 's, $\phi^{*}$ 's, and $A$ 's considered as quantum-mechanical operators. The auxiliary Green's functions $G \stackrel{\circ}{\sim}$, equivalently, the auxiliary quantities $\tilde{\boldsymbol{\phi}}, \tilde{\phi}^{*}$, and $\widetilde{A}_{\mu}$ are introduced directly, and the path-dependent Green's functions are related to them.

Our enlargement of the dual space $(\hat{H} \mid$ is thus equivalent to introducing path-independent, auxiliary Green's functions $G$, and expressing the path-dependent Green's functions in terms of them by (3.29). The reader may feel that we have adopted a rather longwinded procedure for introducing these auxiliary Green's functions. However, it would be very cumbersome to deal with the infinite set of equations (3.29) in
practice, whereas the compact equations (3.24) are easily handled. The necessity for expressing the Green's-function equations in a compact form will be even greater when we treat the Yang-Mills and gravitational fields.

Once we have defined the auxiliary quantities, our first requirement is to verify that the definitions do imply the correct path-dependence equations for the $\tilde{\Phi}$ 's. It is not difficult to see that (3.24) does indeed lead to (3.23).

We next define quantities $\eta, \bar{\eta}$, and $\zeta_{\mu}$, analogous to the $\eta$ of the previous section. We shall define them directly by their commutation relations with the $\tilde{\boldsymbol{\phi}}, \tilde{\phi}^{*}$, and $A_{\mu}$. Thus,

$$
\begin{gather*}
{\left[\eta\left(x_{1}\right), \tilde{\phi}\left(x_{2}\right)\right]=-\delta^{4}\left(x_{1}-x_{2}\right),}  \tag{3.30a}\\
{\left[\eta\left(x_{1}\right), \tilde{\phi}^{*}\left(x_{2}\right)\right]=\left[\eta\left(x_{1}\right), A_{\mu}\left(x_{2}\right)\right]=0,}  \tag{3.30b}\\
{\left[\bar{\eta}\left(x_{1}\right), \tilde{\phi}^{*}\left(x_{2}\right)\right]=-\delta^{4}\left(x_{1}-x_{2}\right),}  \tag{3.30c}\\
{\left[\bar{\eta}\left(x_{1}\right), \tilde{\phi}\left(x_{2}\right)\right]=\left[\bar{\eta}\left(x_{1}\right), A_{\mu}\left(x_{2}\right)\right]=0,}  \tag{3.30d}\\
{\left[\zeta_{\mu}\left(x_{1}\right), \tilde{A}_{\nu}\left(x_{2}\right)\right]=-\delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right),}  \tag{3.30e}\\
\left.\left[\zeta_{\mu}\left(x_{1}\right), \tilde{\phi}\left(x_{2}\right)\right]=\zeta_{\mu}\left(x_{1}\right), \tilde{\phi}^{*}\left(x_{2}\right)\right]=0 . \tag{3.30f}
\end{gather*}
$$

The definitions are completed by the equations

$$
\begin{equation*}
\left(H_{0} \mid \eta(x)=\left(H_{0} \mid \bar{\eta}(x)=\left(H_{0} \mid \zeta_{\nu}(x)=0\right.\right.\right. \tag{3.31}
\end{equation*}
$$

Equations (3.30) are equivalent to the definitions

$$
\begin{align*}
& \left(H_{\mu} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid \eta(x)\right. \\
& =\sum_{r}\left(H_{\mu \cdots}\left(x_{1}, \cdots\left[x_{r}\right], \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid\right. \\
& \times \delta^{4}\left(x-x_{r}\right),  \tag{3.32a}\\
& \left(H_{\mu} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid \bar{\eta}(x)\right. \\
& =\sum_{r}\left(H_{\mu \cdots}\left(x_{1}, \cdots ; y_{1}, \cdots\left[y_{r}\right], \cdots ; z_{1}, \cdots\right) \mid\right. \\
& \times \delta^{4}\left(x-y_{r}\right),  \tag{3.32b}\\
& \left(H_{\mu} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\right) \mid \zeta_{\nu}(x)\right. \\
& =\sum_{r}\left(H_{\mu \cdots[r]} \ldots\left(x_{1}, \cdots ; y_{1}, \cdots ; z_{1}, \cdots\left[z_{r}\right] \cdots\right) \mid\right. \\
& \times \delta^{4}\left(x-z_{r}\right) . \tag{3.32c}
\end{align*}
$$

In the following development it will be useful to have a special notation for the functions appearing in (3.24). We thus define

$$
\begin{align*}
V(P, x)= & 1-i e \int_{P}^{x} d \xi_{\mu} \widetilde{A}_{\mu}(\xi) \\
& -\frac{1}{2} e^{2} \int_{P}^{x} d \xi_{\mu} \int_{P}^{x} d \xi_{\nu}^{\prime} \widetilde{A}_{\mu}(\xi) \widetilde{A}_{\nu}\left(\xi^{\prime}\right)+\cdots \tag{3.33a}
\end{align*}
$$

$$
\begin{align*}
\bar{V}(P, x)= & 1+i e \int_{P}^{x} d \xi_{\mu} \widetilde{A}_{\mu}(\xi) \\
& -\frac{1}{2} e^{2} \int_{P}^{x} d \xi_{\mu} \int_{P}^{x} d \xi_{\nu}^{\prime} \widetilde{A}_{\mu}(\xi) \widetilde{A}_{\nu}\left(\xi^{\prime}\right)+\cdots  \tag{3.33b}\\
= & V^{-1}(P, x) \tag{3.33c}
\end{align*}
$$

Equations (3.24a) and (3.24b) may then be written

$$
\begin{align*}
& \tilde{\Phi}(x, P)=V(P, x) \tilde{\phi}(x)  \tag{3.34a}\\
& \tilde{\Phi}^{*}(x, P)=\bar{V}(P, x) \tilde{\phi}^{*}(x)=V^{-1}(P, x) \tilde{\phi}^{*}(x) \tag{3.34b}
\end{align*}
$$

The functions $V$ and $\bar{V}$ satisfy the equations

$$
\begin{align*}
& \frac{\partial}{\partial x_{\mu}} V(x, P)=-i e A_{\mu}(x) V(x, P),  \tag{3.35a}\\
& \frac{\partial}{\partial x_{\mu}} \bar{V}(x, P)=i e A_{\mu}(x) \bar{V}(x, P) . \tag{3.35b}
\end{align*}
$$

## Gauge Transformations

Equations (3.24) do not define the auxiliary quantities $\tilde{\boldsymbol{\phi}}, \tilde{\phi}^{*}$, and $A$ uniquely. If one makes the infinitesimal transformation

$$
\begin{align*}
\tilde{\phi}(x) & \rightarrow \tilde{\phi}(x)+i e \lambda \chi(x) \tilde{\phi}(x)  \tag{3.36a}\\
\tilde{\phi}^{*}(x) & \rightarrow \tilde{\phi}^{*}(x)-i e \lambda \chi(x) \tilde{\phi}^{*}(x)  \tag{3.36b}\\
A_{\mu}(x) & \rightarrow A_{\mu}(x)+\lambda \frac{\partial \chi(x)}{\partial x_{\mu}} \tag{3.36c}
\end{align*}
$$

the path-dependent quantities defined by (3.24) remain unaltered. The transformation (3.36) is precisely analogous to a gauge transformation in the usual formalism.
We shall have to apply the transformation (3.36) in writing down the equations of motion, and it will be useful to construct the generator of such a transformation. Let us define

$$
\begin{equation*}
Y(y)=-i e \eta(y) \tilde{\phi}(y)+i e \bar{\eta}(y) \tilde{\phi}^{*}(y)+\frac{\partial \zeta_{\mu}(y)}{\partial y_{\mu}} \tag{3.37}
\end{equation*}
$$

From the commutation relations (3.30) one obtains the equations

$$
\begin{align*}
& {\left[\int d y Y(y) \chi(y), \tilde{\phi}(x)\right]=i e \chi(x) \tilde{\phi}(x)}  \tag{3.38a}\\
& {\left[\int d y Y(y) \chi(y), \tilde{\phi}^{*}(x)\right]=-i e \chi(x) \tilde{\phi}^{*}(x)}  \tag{3.38b}\\
& {\left[\int d y Y(y) \chi(y), \tilde{A}_{\mu}(x)\right]=\frac{\partial \chi(x)}{\partial x_{\mu}}} \tag{3.38c}
\end{align*}
$$

Thus, comparing (3.36) with (3.38), we conclude that the integral $\int d y Y(y) \chi(y)$ does generate a gauge transformation when it is commuted with any of our auxiliary quantities. In particular, the integral $\int d y Y(y) \chi(y)$ commutes with any of our path-dependent quantities $\tilde{\Phi}, \tilde{\Phi}^{*}$, and $F$, since such quantities remain invariant under a gauge transformation.

## Field Equations

We now reexpress the field equations (3.21) for the path-dependent quantities as field equations for the auxiliary quantities. Our aim is to show that the auxiliary Green's functions can be expressed as a sum of Feynman diagrams in the familiar manner.
The first term in the curly bracket of (3.21a) is easily rewritten in terms of the auxiliary quantities. From (3.34a) and (3.35a) it follows that

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} \widetilde{\Phi}(x, P)=V(x, P)\left(\frac{\partial}{\partial x_{\mu}}-i e \widetilde{A}_{\mu}(x)\right) \tilde{\phi}(x) \tag{3.39}
\end{equation*}
$$

and therefore

$$
\begin{align*}
\left(\square^{2}-\mu^{2}\right) \tilde{\Phi}(x, P) & =V(x, P) \\
& \times\left[\left(\frac{\partial}{\partial x_{\mu}}-i e \widetilde{A}_{\mu}(x)\right)^{2}-\mu^{2}\right] \tilde{\phi}(x) . \tag{3.40}
\end{align*}
$$

It is not much more difficult to express the second term in (3.21a), namely the function $\bar{U}$, in terms of auxiliary quantities. The function $\bar{U}$ is defined by (3.17) and (3.20). One can show immediately from (3.30c), (3.30d), and (3.34) that the quantity $V(x, P) \bar{\eta}(x)$ has precisely the commutation relations (3.17) with $\tilde{\Phi}(x, P), \tilde{\Phi}^{*}(x, P)$, and $\widetilde{F}_{\mu \nu}(z)$. Further, from (3.31) and the fact that $\bar{\eta}$ commutes with $V$, we deduce that

$$
\left(H_{0} \mid V(x, P) \bar{\eta}(x)=0\right.
$$

Hence the quantity $V(x, P) \bar{\eta}(x)$ satisfies all the requirements of (3.17) and (3.18), and we may write

$$
\begin{equation*}
\bar{U}(x, P)=V(x, P) \bar{\eta}(x) . \tag{3.41}
\end{equation*}
$$

From (3.21a), (3.39), and (3.41), we may therefore write the equation

$$
\begin{align*}
V(x, P)[ & {\left[\frac{\partial}{\partial x_{\mu}}-i e \tilde{A}_{\mu}\right)^{2} } \\
& \left.\left.\quad \times \tilde{\phi}(x)-\mu^{2} \tilde{\phi}(x)-i \bar{\eta}(x)\right] \mid G\right)=0 . \tag{3.42}
\end{align*}
$$

Equation (3.42) implies (3.21a). The converse is not true, since (3.21a) is an equation for the vector $\mid \hat{G}$ ), which does not define the vector $\mid G)$ uniquely. Since those components of $\mid G$ ) which are not determined by $\mid \hat{G})$ have no physical significance, we can define them in any convenient manner, and we shall require that
(3.42) be true. On multiplying by $\bar{V}(x, P)$ and applying (3.33c), we obtain the field equation in its final form:

$$
\begin{equation*}
\left.\left.\left[\left(\frac{\partial}{\partial x_{\mu}}-i e \widetilde{A}_{\mu}\right)^{2} \tilde{\phi}(x)-\mu^{2} \tilde{\phi}(x)-i \bar{\eta}(x)\right] \right\rvert\, G\right)=0 \tag{3.43a}
\end{equation*}
$$

The path dependence has been removed from Eq. (3.43a), which is identical to the equation satisfied by the Green's functions of the Lorentz-gauge theory. In our present derivation we have made no reference to quantum-mechanical operators $\phi, \phi^{*}$, or $A$, however.

Equation (3.21b) may similarly be expressed as an equation involving auxiliary variables:

$$
\begin{equation*}
\left.\left.\left[\left(\frac{\partial}{\partial x_{\mu}}+i e \widetilde{A}_{\mu}\right) \tilde{\phi}^{*}(x)-\mu^{2} \tilde{\phi}^{*}(x)-i \eta(x)\right] \right\rvert\, G\right)=0 \tag{3.43b}
\end{equation*}
$$

Before going on to express (3.21c) as an equation for our auxiliary variables, we shall introduce an expression for the current and shall find the equations for its divergence. We thus define

$$
\begin{align*}
\tilde{\jmath}_{\mu}(x)=-i e\left(\tilde{\phi}^{*}(x) \frac{\partial}{\partial x_{\mu}} \tilde{\phi}(x)\right. & \left.-\tilde{\phi}(x) \frac{\partial}{\partial x_{\mu}} \tilde{\phi}^{*}(x)\right) \\
& -e^{2}\left[\tilde{A}_{\lambda}(x)\right]^{2} \tilde{\phi}^{*}(x) \tilde{\phi}(x) . \tag{3.44}
\end{align*}
$$

Again, the definition of $\tilde{J}_{\mu}$ in terms of $\tilde{\phi}, \tilde{\phi}^{*}$, and $\widetilde{A}$ corresponds to the definition of the quantum-mechanical operator $j_{\mu}$ in terms of $\phi, \phi^{*}$, and $A$. From (3.43) we can easily show that

$$
\begin{equation*}
\left.\left.\left(\frac{\partial \tilde{\jmath}_{\mu}(x)}{\partial x_{\mu}}+e \eta(x) \tilde{\phi}(x)-e \bar{\eta}(x) \tilde{\phi}^{*}(x)\right) \right\rvert\, G\right)=0 . \tag{3.45}
\end{equation*}
$$

Equation (3.45) is the Takahashi-Ward identity in our notation.

We now examine (3.21c). From (3.24c), we may write

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} \tilde{F}_{\mu \nu}=\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial \tilde{A}_{\nu}}{\partial x_{\mu}}-\frac{\partial \tilde{A}_{\mu}}{\partial x_{\nu}}\right) \tag{3.46a}
\end{equation*}
$$

and, from (3.34) and (3.35),

$$
\begin{align*}
& -\left.i e\left(\frac{\partial}{\partial x_{1 \nu}}-\frac{\partial}{\partial x_{2 \nu}}\right) \tilde{\Phi}^{*}\left(x_{2}, P_{2}\right) \tilde{\Phi}\left(x_{1}, P_{1}\right)\right|_{x_{1}=x_{2}} \\
& =-i e\left[\tilde{\phi}^{*}(x)\left(\frac{\partial}{\partial x_{\mu}}-i e \tilde{A}_{\mu}\right) \tilde{\phi}(x)\right. \\
& \left.\quad-\tilde{\phi}(x)\left(\frac{\partial}{\partial x_{\mu}}+i e \widetilde{A}_{\mu}\right) \tilde{\phi}^{*}(x)\right] \\
& =\tilde{\jmath}_{\nu}(x) \tag{3.46b}
\end{align*}
$$

The first two terms in the square brackets of (3.21c) are thus easily expressed. Furthermore, if we use (3.30e) and (3.30f) to calculate the commutation relations of
the operator $\zeta_{\nu}(x)$ with the path-dependent quantities defined in (3.24), we find that $\zeta_{\nu}(x)$ fulfills all the requirements of the function $X_{\nu}(x)$, defined in (3.19) and (3.20). We might therefore be tempted to write

$$
\begin{equation*}
X_{\nu}(x)=\zeta_{\nu}(x) \tag{3.47}
\end{equation*}
$$

and to write (3.21c) in the form
$\left.\left.\left[\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial \widetilde{A}_{\nu}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}(x)}{\partial x_{\nu}}\right)+\tilde{\jmath}_{\nu}(x)-i \zeta_{\nu}(x)\right] \right\rvert\, G\right)=0$.
Equation (3.48) is not consistent, however. By differentiating (3.48) with respect to $x_{\nu}$, we obtain the consistency condition

$$
\left.\left.\left(\frac{\partial \tilde{j}_{\nu}(x)}{\partial x_{\nu}}-i \frac{\partial \zeta_{\nu}(x)}{\partial x_{\nu}}\right) \right\rvert\, G\right)=0 .
$$

The variable $\tilde{\jmath}$ does not satisfy this divergence condition. Instead, it satisfies the divergence condition (3.45).

We therefore require a generalization of (3.48), which we shall achieve by generalizing (3.47). The commutation relations (3.19) define $X_{\nu}$ within the original linear space of our path-dependent Green's functions, but they do not fully define it within the enlarged linear space. We are free to extend the definition into the enlarged space in any convenient manner, but we must do so consistently. The definition (3.47), as we have just seen, is not consistent with the field equations.

We shall generalize the definition of $X_{\nu}$ by writing

$$
\begin{equation*}
X_{\nu}(x)=\zeta_{\nu}(x)+\int d y \chi_{\nu}(x, y) Y(y) \tag{3.49}
\end{equation*}
$$

where the function $\chi$ has still to be specified. We have shown that the second term of (3.49) generates a gauge transformation and that it therefore commutes with the path-dependent variables $\Phi, \Phi^{*}$, and $F$. Furthermore, ( $H_{0} \mid Y(y)=0$, by (3.31) and (3.37). The righthand side of (3.49) therefore satisfies the conditions (3.19) and (3.20) which define the operator $X_{\nu}(x)$.

Equation (3.48) is therefore generalized to read:
$\left.\left.\left[\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial \widetilde{A}_{\nu}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}(x)}{\partial x_{\nu}}\right)+\tilde{y}_{\nu}(x)-i X_{\nu}(x)\right] \right\rvert\, G\right)=0$,
with the term $X_{\nu}(x)$ given by (3.49), and the operator $Y$ given in turn by (3.37). Equation (3.50), like (3.48), does imply the truth of Eq. (3.21c).

We now have to choose the function $\chi_{\nu}$ in such a way that the consistency condition

$$
\begin{equation*}
\left.\left.\left(\frac{\partial \tilde{\jmath}_{\nu}(x)}{\partial x_{\nu}}-i \frac{\partial X_{\nu}(x)}{\partial x_{\nu}}\right) \right\rvert\, G\right)=0 \tag{3.51}
\end{equation*}
$$

is satisfied. From (3.45) we observe that we can achieve this by writing ${ }^{9}$

$$
\begin{align*}
X_{\nu}(x)= & \zeta_{\nu}(x)-\frac{\partial}{\partial x_{\nu}} \square^{-2} \\
& \times\left(\frac{\partial \zeta_{\mu}(x)}{\partial x_{\mu}}-i e \eta(x) \tilde{\phi}(x)+i e \bar{\eta}(x) \tilde{\phi}^{*}(x)\right) \tag{3.52}
\end{align*}
$$

Furthermore, (3.52) does have the required form (3.49), with

$$
\begin{equation*}
\chi_{\nu}(x, y)=-\frac{\partial}{\partial x_{v}} \square^{-2} \delta^{4}(x-y) . \tag{3.53}
\end{equation*}
$$

We therefore write Eq. (3.50) as follows:

$$
\begin{align*}
& {\left[\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial \widetilde{A}_{\nu}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}(x)}{\partial x_{\nu}}\right)+\tilde{j}_{\nu}(x)-i \zeta_{\nu}(x)+i \frac{\partial}{\partial x_{\nu}} \square^{-2}\right.} \\
& \left.\left.\quad \times\left(\frac{\partial \zeta_{\mu}(x)}{\partial x_{\mu}}-i e \eta(x) \tilde{\phi}(x)+i e \bar{\eta}(x) \tilde{\phi}^{*}(x)\right)\right] \mid G\right)=0 \tag{3.54}
\end{align*}
$$

Equation (3.54) is consistent with the divergence condition and, since it is of the form (3.50), it implies Eq. (3.21c) as required.

Our final field equations are (3.43) and (3.54). Equation (3.43a) can easily be expressed in integral form:

$$
\begin{align*}
& \left(\tilde{\phi}(x)-e \int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{A}_{\mu}\left(x^{\prime}\right) \frac{\partial \tilde{\phi}\left(x^{\prime}\right)}{\partial x_{\mu}}\right. \\
& \quad+i \int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{A}_{\mu}\left(x^{\prime}\right) \tilde{A}_{\mu}\left(x^{\prime}\right) \tilde{\phi}\left(x^{\prime}\right) \\
& \left.\left.\quad+\int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \eta\left(x^{\prime}\right)\right) \mid G\right)=0 \tag{3.55}
\end{align*}
$$

Equation (3.43b) can be expressed in integral form in a similar way. Turning to (3.54), we notice that it has the general form

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial f_{\nu}}{\partial x_{\mu}}-\frac{\partial f_{\mu}}{\partial x_{\nu}}\right)+g_{\nu}+\frac{\partial h}{\partial x_{\nu}}=0 \tag{3.56a}
\end{equation*}
$$

where the consistency condition

$$
\begin{equation*}
\frac{\partial}{\partial x_{\nu}}\left(g_{\nu}+\frac{\partial h}{\partial x_{\nu}}\right)=0 \tag{3.56b}
\end{equation*}
$$

is satisfied. Equation (3.56) (with Feynman boundary

[^4]conditions) has the solution
\[

$$
\begin{align*}
& f_{\nu}(x)=\frac{1}{2} i \int d x^{\prime} \Delta_{F}\left(x-x^{\prime}\right) \\
&  \tag{3.57a}\\
& \quad \times\left(g_{\nu}\left(x^{\prime}\right)+\frac{\partial h\left(x^{\prime}\right)}{\partial x_{\nu}^{\prime}}\right)+\frac{\partial a(x)}{\partial x_{\nu}}
\end{align*}
$$
\]

where the function $a(x)$ is arbitrary. We may rewrite the integral
$\int d x^{\prime} \Delta_{F}\left(x-x^{\prime}\right) \frac{\partial h\left(x^{\prime}\right)}{\partial x_{\nu}{ }^{\prime}}$ as $\frac{\partial}{\partial x_{p}} \int d x^{\prime} \Delta_{F}\left(x-x^{\prime}\right) h\left(x^{\prime}\right)$, and we may then absorb it in the function $a$. Thus

$$
\begin{equation*}
f_{\nu}(x)=\frac{1}{2} i \int d x^{\prime} \Delta_{F}\left(x-x^{\prime}\right) g_{\nu}\left(x^{\prime}\right)+\frac{\partial a^{\prime}(x)}{\partial x_{\nu}} \tag{3.57b}
\end{equation*}
$$

Applying the solution (3.57b) to (3.54) and putting $a^{\prime}=0$, we find that

$$
\begin{align*}
&\left(\widetilde{A}_{\nu}(x)-i \int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{\jmath}_{\nu}\left(x^{\prime}\right)\right. \\
&\left.\left.-\int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \zeta_{\nu}\left(x^{\prime}\right)\right) \mid G\right)=0 \tag{3.58}
\end{align*}
$$

We can obtain more general solutions of (3.54) by adding a pure divergence to the terms within the curly bracket. Such solutions correspond to taking nonzero values for the function $a^{\prime}$ in (3.57b). In particular, another solution of (3.54) is the following:

$$
\begin{align*}
& {\left[\widetilde{A}_{\nu}(x)-i \int d x^{\prime}\left(\delta_{\nu \rho}-c \frac{\partial^{2}}{\partial x_{\nu} \partial x_{\rho}} \square^{-2}\right)\right.} \\
& \quad \times \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{j}_{\rho}\left(x^{\prime}\right)-\int d x^{\prime}\left(\delta_{\nu \rho}-c \frac{\partial^{2}}{\partial x_{\nu} \partial x_{\rho}} \square^{-2}\right) \\
& \left.\left.\quad \times \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \zeta_{\rho}\left(x^{\prime}\right)\right] \mid G\right)=0, \tag{3.59}
\end{align*}
$$

where $c$ is any constant.
Equations (3.55) and (3.58) are exactly the equations we would have obtained if we had started with the Lagrangian

$$
\mathscr{L}=-\frac{1}{2}\left[\left(\frac{\partial}{\partial x_{\mu}}+i e A_{\mu}\right) \phi^{*}\right]\left(\frac{\partial}{\partial x_{\mu}}-i e A_{\mu}\right) \phi-\frac{1}{2}\left(\frac{\partial A_{\nu}}{\partial x_{\mu}}\right)^{2}
$$

and quantized in the usual way. Equations (3.55) and (3.58) therefore lead to the usual Feynman rules, as may also be seen by rewriting them as equations for Green's functions. Equation (3.59) leads to the Feynman rules with more general covariant gauges; the choice $c=1$ corresponds to the Landau gauge.

If we wish we may reexpress the equations for our auxiliary quantities in the Schwinger functional nota-


Fig. 2. Diagrams which correspond to renormalization of the path-dependent electron wave function.
tion by making the correspondence $\tilde{\phi} \rightarrow \delta / \delta \eta, \tilde{\phi}^{*} \rightarrow$ $\delta / \delta \bar{\eta}, \widetilde{A}_{\mu} \rightarrow \delta / \delta \zeta_{\mu}$. We then obtain equations which are essentially equivalent to those of Zumino. ${ }^{10}$ It is not so straightforward, however, to express the equations for our path-dependent quantities in the Schwinger functional notation, and we have therefore introduced our present notation.

The auxiliary Green's functions may be used to calculate the $S$ matrix in the usual way. The reduction formulas of the path-dependent formalism relate the $S$ matrix elements to the mass-shell singularities of the path-dependent Green's functions $\hat{G}$ in $p$ space. It can be shown that the terms on the right of (3.29) which involve integrations over $\xi$ do not lead to such singularities, so that we may use the auxiliary Green's functions $G$ instead of the path-dependent Green's functions $\hat{G}$. Strictly speaking it is not quite correct that the terms on the right of (3.29a) which involve integrals over $\xi$ do not contribute to the singularities of $G$. In an integral such as $\int_{P^{x}} d \xi_{\lambda} G_{\lambda}(x, \cdots ; y, \cdots ; \xi, \cdots)$, we obtain a singularity from the diagram in which the external photon line leading to the point $\xi$ is attached to the external (scalar) electron line leading to the point $x$ (Fig. 2). Such a diagram is associated with the renormalization of the path-dependent electron wavefunction and makes no contribution to the $S$ matrix.

## 4. YANG-MILLS FIELD

The massless Yang-Mills field appears to possess all the essential complications of the gravitational field while lacking some of the algebraic complications. It is therefore instructive to consider this field before going on to the gravitational field. We shall treat a selfinteracting Yang-Mills field, since interaction with other fields does not introduce any new features.

The path-dependent formalism for the Yang-Mills field has been examined by Bialynicki-Birula. ${ }^{5}$ The procedure followed is analogous to that used for the electromagnetic field, with the difference that the YangMills field plays the dual role of the gauge field and the charged field. The field equations are simpler in appearance than the Maxwell equations of electrodynamics, since there is no additional current term. They take the form

$$
\begin{equation*}
\frac{\partial F_{\mu \nu}^{\alpha}(x, P)}{\partial x_{\mu}}=0 \tag{4.1a}
\end{equation*}
$$

[^5]We shall always use indices from the beginning of the Greek alphabet to denote components in isotopic space, indices from the middle of the Greek alphabet to denote components in ordinary space. Note that $F$, being a charged field, is path-dependent.
The path-dependence equation is a straightforward generalization of (3.5):

$$
\begin{equation*}
\boldsymbol{\delta}_{z} F_{\mu \nu}^{\alpha}(x, P)=g \epsilon_{\alpha \beta \gamma} F_{\mu \nu} \gamma(x, P) F_{\rho \sigma}{ }^{\beta}\left(z, P^{\prime}\right) \sigma_{\rho \sigma} . \tag{4.2}
\end{equation*}
$$

As usual, $\boldsymbol{\delta}_{z} F_{\mu \nu}{ }^{\alpha}$ is the change of the variable $F_{\mu \nu}{ }^{\alpha}$ caused by a change in the path by an infinitesimal area $\sigma_{\rho \sigma}$ at the point $z$. The path $P^{\prime}$ is that portion of $P$ leading to $z$. Equation (4.2) requires the following consistency condition, which is analogous to the homogeneous Maxwell equations:

$$
\begin{equation*}
\epsilon_{\mu \nu \rho \sigma} \frac{\partial F_{\mu \nu}^{\alpha}(x, P)}{\partial x_{\rho}}=0 \tag{4.1~b}
\end{equation*}
$$

The equal-time commutators between the $F$ 's will contain terms analogous to (3.3) and (3.4). Thus

$$
\begin{align*}
& {\left[F_{i j} \alpha(\mathbf{x}, t, P), F_{i^{\prime} j^{\prime}} \beta\left(\mathbf{y}, t, P^{\prime}\right)\right]=0}  \tag{4.3a}\\
& \begin{array}{l}
{\left[F_{0 i}^{\alpha}(\mathbf{x}, t, P), F_{j k^{\beta}} \beta\left(\mathbf{y}, t, P^{\prime}\right)\right]} \\
\quad=-i \delta_{\alpha \beta}\left(\delta_{i k} \frac{\partial}{\partial y_{j}}-\delta_{i j} \frac{\partial}{\partial y_{k}}\right) \delta^{3}(\mathbf{x}-\mathbf{y}) \\
\quad+i \epsilon_{\alpha \beta \gamma} \int^{y} d \xi_{i} \delta^{3}(\mathbf{x}-\xi) F_{j k}^{\gamma}(\mathbf{y}, t)
\end{array} \\
& \begin{array}{c}
{\left[F_{0 i}^{\alpha}(\mathbf{x}, t, P), F_{0 j}{ }^{\beta}\left(\mathbf{y}, t, P^{\prime}\right)\right]} \\
\quad=i \epsilon_{\alpha \beta \gamma} \int_{P^{\prime}}^{y} d \xi_{i} \delta^{3}(\mathbf{x}-\xi) F_{0 j^{\prime}}^{\gamma}(\mathbf{y}, t) \\
\quad \quad+i \epsilon_{\alpha \beta \gamma} \int_{P}^{x} d \xi_{j} \delta^{3}(\mathbf{y}-\xi) F_{0 i} \gamma(\mathbf{x}, t)
\end{array}
\end{align*}
$$

It is not difficult to check that Eqs. (4.1)-(4.3) are consistent with one another and with Lorentz transformations. In fact, the equations of motion and commutation relations may be derived from the Lagrangian

$$
\mathscr{L}=-\frac{1}{4}\left[F_{\mu \nu}{ }^{\alpha}(x, P)\right]^{2} .
$$

One may define path-dependent Green's functions in the usual way. As in the electromagnetic case, it is necessary to include $\delta$-function terms if the Green's functions are to be covariant. The definitions are therefore as follows:

$$
\begin{align*}
& \hat{G}^{\alpha \beta_{\mu \nu, i j}\left(x_{1}, P_{1}, x_{2}, P_{2}\right)} \\
& \quad=\langle 0| T\left\{F_{\mu \nu}^{\alpha}\left(x_{1}, P_{1}\right), F_{i j} \beta\left(x_{2}, P_{2}\right)\right\}|0\rangle  \tag{4.4a}\\
& \begin{aligned}
\hat{G}^{\alpha \beta} \beta_{0 i, 0 j}\left(x_{1},\right. & \left.P_{1}, x_{2}, P_{2}\right) \\
& =\langle 0| T\left\{F_{0 i}{ }^{\alpha}\left(x_{1}, P_{1}\right), F_{0 j} \beta\left(x_{2}, P_{2}\right)\right\}|0\rangle \\
& +i \delta_{\alpha \beta} \delta_{i j} \delta^{4}\left(x_{1}-x_{2}\right)
\end{aligned}
\end{align*}
$$

Higher Green's functions may be defined in a similar way.

The field equations (4.1a) may be rewritten as equations for the Green's function, analogous to Eqs. (3.8) for the electromagnetic Green's functions. Thus the two-point Green's function satisfies the equation

$$
\begin{align*}
\frac{\partial}{\partial x_{1 \mu}} \hat{G}^{\alpha \beta}{ }_{\mu \nu, \rho \sigma}( & \left(x_{1}, P_{1}, x_{2}, P_{2}\right) \\
& =i\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\rho \nu}\right) \delta_{\alpha \beta} \delta^{4}\left(x_{1}-x_{2}\right) . \tag{4.5a}
\end{align*}
$$

The four-point Green's function satisfies the equation

$$
\begin{align*}
& \frac{\partial}{\partial x_{1 \mu}} \hat{G}^{\alpha \beta \gamma \delta_{\mu \nu, \rho \sigma, \kappa \lambda, \tau \omega}\left(x_{1} P_{1}, x_{2} P_{2}, x_{3} P_{3}, x_{4} P_{4}\right)} \\
& =i\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\rho \nu}\right) \delta_{\alpha \beta} \delta^{4}\left(x_{1}-x_{2}\right) \hat{G}^{\gamma \delta^{\kappa \lambda}, \tau \omega}\left(x_{3} P_{3}, x_{4} P_{4}\right) \\
& \quad \text { +two similar terms with } 2 \leftrightarrow 3,2 \leftrightarrow 4 \\
& \quad-i g \epsilon_{\alpha \beta \epsilon} \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right) G^{\epsilon \gamma \delta_{\rho \sigma, \kappa \lambda, \tau \omega}}\left(x_{2} P_{2}, x_{3} P_{3}, x_{4} P_{4}\right) \\
& \quad \quad \text { +two similar terms with } 2 \leftrightarrow 3,2 \leftrightarrow 4 . \quad \text { (4.5b) } \tag{4.5b}
\end{align*}
$$

The right-hand side of (4.5b) is obtained by differentiating the time ordering and applying the commutation relations (4.3). Higher Green's functions will satisfy equations similar to (4.5b).
Equation (4.1b) implies that the Green's functions satisfy equations such as

$$
\begin{equation*}
\epsilon_{\mu \nu \rho \sigma} \frac{\partial}{\partial x_{1 \rho}} \hat{G}^{\alpha \beta}{ }_{\mu \nu, \kappa \lambda}\left(x_{1}, P_{1}, x_{2}, P_{2}\right)=0 . \tag{4.5c}
\end{equation*}
$$

The path-dependence equations satisfied by the Green's function can be obtained from (4.2), by following reasoning identical to that used for the electromagnetic field. Again the term arising from the variation of the time-ordering cancels against the term obtained from the $\delta$ function in the Green's function [the second term on the right of (4.4b)], and the final result is

$$
\begin{align*}
& \delta_{x} \hat{G}^{\alpha \beta}{ }_{\mu \nu, \rho \sigma}\left(x_{1}, P_{1}, x_{2}, P_{2}\right)=g \epsilon_{\alpha \gamma \epsilon} \int d \sigma_{\kappa \lambda}\left(x_{3}\right) \hat{G}^{\beta \beta \gamma_{\mu \nu, \rho \sigma, \kappa \lambda}} \\
& \times\left(x_{1}, P_{1}, x_{2}, P_{2}, x_{3}, P_{1}^{\prime}\right) \tag{4.6}
\end{align*}
$$

In this equation, $\boldsymbol{\delta}_{x_{3}}$ is the variation of $G$ caused by a variation of the path $P_{1}$ at the point $x_{3}$, and $P_{1}^{\prime}$ is the portion of $P_{1}$ leading to $x_{3}$. The higher Green's functions satisfy similar path-dependence equations.

## Condensed Notation

The condensed notation which we shall use is very similar to that used in the two previous sections,
and we need not explain it in detail again. We construct the linear space of the totality of all functions $\hat{C}_{\mu \nu \cdots} \ldots \cdots\left(x_{1}, P_{1}, \cdots\right)$. We then construct the dual space and define the vector $\left(\hat{H}_{\mu \nu} \ldots{ }^{\alpha \cdots\left(x_{1}, P_{1}, \cdots\right) \mid \text { in the }}\right.$ usual way. We next define the operators $\tilde{F}^{\alpha}{ }_{\mu \nu}(x, P)$ by the equations

$$
\begin{align*}
&\left(\hat{H}_{\rho o} \ldots{ }^{\beta \cdots}\left(x_{1}, P_{1}, \cdots\right) \mid \tilde{F}^{\alpha}{ }_{\mu \nu}(x, P)\right. \\
&=\left(\hat{H}_{\rho \sigma, \mu \nu \cdots{ }^{\beta \alpha \cdots}}\left(x_{1}, P_{1}, x, P, \cdots\right) \mid .\right. \tag{4.7}
\end{align*}
$$

We also define an operator $U(x, P)$ which corresponds to the right-hand side of (4.5):

$$
\begin{align*}
& \left(\hat{H}_{\kappa \lambda}, \cdots{ }^{\beta \cdots}\left(x_{1}, P_{1}\right), \cdots \mid U_{\nu} \alpha(x, P)\right. \\
& =\sum_{r}\left(\frac{\partial}{\partial x_{r \rho}} \delta_{\sigma \nu}-\frac{\partial}{\partial x_{r \sigma}} \delta_{\rho \nu}\right) \\
& \quad \times\left(\hat{H}_{\kappa \lambda}, \cdots[\rho \sigma] \cdots{ }^{\beta \cdots\left[\gamma\left|\cdots\left(x_{1}, P_{1}, \cdots\left[x_{r}, P_{r}\right] \cdots\right)\right|\right.}\right. \\
& \quad \times \delta_{\alpha \gamma} \delta^{4}\left(x-x_{r}\right)-g \sum_{r} \epsilon_{\alpha \gamma \delta} \int_{P_{r}}^{x_{r}} d \xi_{\nu} \\
& \quad \times\left(\hat{H}_{\kappa \lambda}, \cdots{ }^{\beta \cdots[\gamma] \delta \cdots}\left(x_{1}, P_{1}, \cdots\right) \mid \delta^{4}\left(x_{r}-\xi\right),\right. \tag{4.8}
\end{align*}
$$

where $\gamma$ and $\rho \sigma$ are the indices corresponding to the coordinates $x_{r}$, and the superscript $[\gamma] \delta$ in (4.8) indicates that $\gamma$ is to be replaced by $\delta$. The operator $U$ may be defined by its commutation relations

$$
\begin{align*}
& {\left[U_{\nu}{ }^{\alpha}\left(x_{1}, P_{1}\right), \widetilde{F}_{\rho \sigma}{ }^{\beta}\left(x_{2}, P_{2}\right)\right]} \\
& \quad=-\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu \rho}\right) \delta_{\alpha \beta} \delta^{4}\left(x_{1}-x_{2}\right) \\
& \quad+g \epsilon_{\alpha \beta \gamma} \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right) F_{\rho \sigma}{ }^{\gamma}\left(x_{2}, P_{2}\right) \tag{4.9}
\end{align*}
$$

Note that the right-hand side of (4.9) has terms corresponding to the right-hand sides of both (3.19a) and (3.19b), this is because the variable $F$ in the YangMills field plays the roles of the gauge field and the charged field. Equation (4.9) must be supplemented by the equation

$$
\begin{equation*}
\left(H_{0} \mid U_{\nu}^{\alpha}\left(x_{1}, P_{1}\right)=0,\right. \tag{4.10}
\end{equation*}
$$

to complete the definition of $U$.
In our present notation, the field equations (4.5) become

$$
\begin{equation*}
\left.\left.\left(\frac{\partial}{\partial x_{\mu}} \tilde{F}_{\mu \nu}{ }^{\alpha}(x, P)-i U_{\nu}^{\alpha}(x, P)\right) \right\rvert\, \hat{G}\right)=0 . \tag{4.11}
\end{equation*}
$$

The path-dependence equation (4.6) is

$$
\begin{equation*}
\delta_{z} \widetilde{F}_{\mu \nu}^{\alpha}(x, P)=g \epsilon_{\alpha \beta \gamma} \widetilde{F}_{\kappa \lambda} \beta\left(x, P^{\prime}\right) \widetilde{F}_{\mu \nu} \gamma(x, P) \sigma_{\kappa \lambda}, \tag{4.12}
\end{equation*}
$$

where $P^{\prime}$ represents the portion of $P$ leading to the point $z$.

## Auxiliary Variables

Following the procedure used in electrodynamics, we shall attempt to express our path-dependent quantities $\widetilde{F}$ in terms of auxiliary path-independent quantities $\widetilde{A}$. The formulas relating the $\widetilde{F}$ 's to the $\widetilde{A}$ 's will be the same as the formulas relating the field variables $F$ to the potentials $A$. Thus, following the results of Ref. 5, we make the connection as follows:

$$
\begin{equation*}
\tilde{F}_{\mu \nu}{ }^{\alpha}(x, P)=V_{\alpha \gamma}(x, P) \tilde{f}_{\mu \nu} \gamma(x), \tag{4.13a}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{f}_{\mu \nu} \gamma(x)=\frac{\partial \widetilde{A}_{\nu} \nu(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu} \gamma(x)}{\partial x_{\nu}} \\
& +g \epsilon_{\gamma \delta \epsilon} \widetilde{A}_{\mu}{ }^{\delta}(x) \widetilde{A}_{\nu}{ }^{\epsilon}(x),  \tag{4.13b}\\
& V_{\alpha \gamma}(x, P)=\delta_{\alpha \gamma}+g \epsilon_{\alpha \beta \gamma} \int_{P}^{x} d \xi_{\rho} \tilde{A}_{\rho}{ }^{\beta}(\xi) \\
& +g^{2} \epsilon_{\alpha \beta \epsilon} \epsilon_{\delta \delta \gamma} \int_{P}^{x} d \xi_{\rho} \int_{P}^{\xi} d \xi_{\sigma}{ }_{\sigma} \widetilde{\sigma}_{\sigma}{ }^{\beta}\left(\xi^{\prime}\right) \widetilde{A}_{\rho}{ }^{\delta}(\xi) \\
& +g^{3} \epsilon_{\alpha \beta \xi} \epsilon_{\delta \delta \eta} \epsilon_{\eta j \gamma} \int_{P}^{x} d \xi_{\rho} \int_{P}^{\xi} d \xi_{\sigma} \int_{P}^{\xi^{\prime}} d \xi_{T}{ }^{\prime \prime} \widetilde{A}_{\tau} \beta \text { 的") } \\
& \times \widetilde{A}_{\sigma}{ }^{\xi}\left(\xi^{\prime}\right) \widetilde{A}_{\rho}{ }^{\xi}(\xi)+\cdots . \tag{4.13c}
\end{align*}
$$

If we compare (4.13) with (3.24) and (3.34), we observe that we have to take the curl of $A$ and multiply it by the function $V$ in order to obtain the path-dependent function $\widetilde{F}$. Again, this is because the Yang-Mills field is both a gauge field and a charged field.

Before going further it will be useful to obtain two identities satisfied by the function $V$. For this purpose it is convenient to obtain an alternative definition of $V$, due to Bialynicki-Birula. ${ }^{5}$ We introduce the following unitary matrix in the Pauli spin space:

$$
\begin{equation*}
W(x, P)=L \exp \left\{-i g \int_{P}^{x} d \xi_{\rho} A_{\rho}^{\alpha}(\xi) \tau_{\alpha}\right\} \tag{4.14}
\end{equation*}
$$

where the matrices $\tau_{\alpha}$ are the Pauli matrices. The symbol $L$ indicates that the $\tau$ 's are to be ordered from the beginning to the end of the path when expanding the exponential. It is then not difficult to see that

$$
\begin{equation*}
W^{\dagger}(x, P) \tau_{\gamma} W(x, P)=V_{\alpha \gamma}(x, P) \tau_{\alpha} \tag{4.15}
\end{equation*}
$$

From (4.15) we can derive the identities

$$
\begin{align*}
V_{\alpha \gamma} V_{\alpha \gamma^{\prime}} & =V_{\gamma \alpha} V_{\gamma^{\prime} \alpha}=\delta_{\gamma \gamma^{\prime}},  \tag{4.16a}\\
\epsilon_{\zeta \delta \epsilon} V_{\delta \alpha} V_{\epsilon \beta} & =\epsilon_{\alpha \beta \gamma} V_{\zeta \gamma},  \tag{4.16b}\\
\epsilon_{\zeta \delta \epsilon} V_{\alpha \delta} V_{\beta \epsilon} & =\epsilon_{\alpha \beta \gamma} V_{\gamma \zeta} . \tag{4.16c}
\end{align*}
$$

For future reference we shall add the following trivial identity involving the $\epsilon$ 's;

$$
\begin{equation*}
\epsilon_{\alpha \beta \gamma} \epsilon_{\alpha \delta \epsilon}+\epsilon_{\alpha \beta \delta} \epsilon_{\alpha \epsilon \gamma}+\epsilon_{\alpha \beta \epsilon} \epsilon_{\alpha \gamma \delta}=0 . \tag{4.16d}
\end{equation*}
$$

Another symbol which it will be convenient to introduce is the following:

$$
\begin{align*}
& V_{\alpha \gamma}\left(x^{\prime}, x, P\right)=\delta_{\alpha \gamma}+g \epsilon_{\alpha \beta \gamma} \int_{x^{\prime}, P}^{x} d \xi_{\rho} \widetilde{A}_{\rho}{ }^{\beta}(\xi)+g^{2} \epsilon_{\alpha \beta \epsilon} \epsilon_{\epsilon \delta \gamma} \\
& \quad \times \int_{x^{\prime}, P}^{x} d \xi_{\rho} \int_{x^{\prime}, P}^{x} d \xi_{\sigma}^{\prime} \widetilde{A}_{\sigma^{\prime}}\left(\xi^{\prime}\right) A_{\rho}{ }^{\delta}(\xi)+\cdots, \tag{4.17}
\end{align*}
$$

where $x^{\prime}$ is a point on the path $P$. In other words, $V_{\alpha \gamma}\left(x^{\prime}, x, P\right)$ is defined in a similar way to $V_{\alpha \gamma}(x, P)$ except that all integrals are taken from $x^{\prime}$ to $x$ instead of from $-\infty$ to $x$. The following relation may be verified directly:

$$
\begin{equation*}
V_{\alpha \gamma}(x, P)=V_{\alpha \delta}\left(x^{\prime}, P^{\prime}\right) V_{\delta \gamma}\left(x^{\prime}, x, P\right), \tag{4.18}
\end{equation*}
$$

where as usual $P^{\prime}$ is the portion of $P$ leading to $x^{\prime}$.
If we differentiate (4.13c) with respect to the endpoint of the path of integration, we obtain the equation

$$
\begin{equation*}
\frac{\partial}{\partial x_{\mu}} V_{\alpha \gamma}(x, P)=g \epsilon_{\gamma \delta \epsilon} \widetilde{A}_{\mu}{ }^{\epsilon}(x) V_{\epsilon \delta}(x, P) . \tag{4.19}
\end{equation*}
$$

As we shall see below, this equation will enable us to express derivatives of path-dependent functions in terms of derivatives of auxiliary functions. Equation (4.19) can be written in integral form,

$$
\begin{equation*}
V_{\alpha \gamma}(x, P)=\delta_{\alpha \gamma}+g \epsilon_{\gamma \delta \epsilon} \int_{P}^{x} d \xi_{\mu} \widetilde{A}_{\mu}^{\epsilon}(\xi) V_{\alpha \delta}(\xi, P) \tag{4.20}
\end{equation*}
$$

where we have used the boundary condition $V_{\alpha \gamma}=\delta_{\alpha \gamma}$ when $g=0$ or when $x \rightarrow \infty$. By expanding (4.20) in a power series in $g$, we recover the definition (4.13c). Equation (4.19) or (4.20) may therefore be taken as a definition of $V$ in place of $(4.13 \mathrm{c})$.
We can now show that the definitions (4.13) do lead to the correct path-dependence equations (4.12) for $F$, and we have carried out the algebra in Appendix A. The formulas (4.13) can therefore be used to define path-dependent quantities in terms of auxiliary quantities.
The operator $\eta$ will be defined in exactly the same way as the analogous operators were defined in the two preceding sections:

$$
\begin{align*}
{\left[\eta_{\mu}{ }^{\alpha}\left(x_{1}\right), \tilde{A}_{\nu}{ }^{\beta}\left(x_{2}\right)\right] } & =-\delta_{\alpha \beta} \delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right),  \tag{4.21}\\
\left(H_{0} \mid \eta_{\mu}{ }^{\alpha}(x)\right. & =0 . \tag{4.22}
\end{align*}
$$

We require an expression for the corresponding pathdependent quantity $U_{\nu}{ }^{\alpha}(x, P)$, defined by (4.9) and (4.10), in terms of the auxiliary variables. In electrodynamics the quantity $U(x, P)$ was equal to $V(x, P)$ $\times \eta(x)$, and this suggests that the Yang-Mills operator $U_{\nu}{ }^{\alpha}(x, P)$ might be given by a similar equation:

$$
\begin{equation*}
U_{\nu}^{\alpha}(x, P) \approx V_{\alpha \gamma}(x, P) \eta_{\nu}{ }^{\gamma}(x) \tag{4.23}
\end{equation*}
$$

We shall verify (4.23) in Appendix A. The equality between the two sides of (4.23) is to be interpreted in the
sense that they both have the same commutation relations (4.9) with the operators $F_{\rho \sigma}{ }^{\beta}\left(x^{\prime}, P^{\prime}\right)$.

Once we have defined the operators $\widetilde{A}_{\mu}{ }^{\alpha}(x)$, we can construct our enlarged dual space of vectors ( $H_{\mu} \ldots{ }^{\cdots \cdots}\left(x_{1}, \cdots\right) \mid$. We can then construct the linear space of vectors $\mid G)$ and can define auxiliary, pathindependent Green's functions $G$. The path-dependent Green's functions $\hat{G}$ can be expressed in terms of the $G$ 's by formulas analogous to (3.29). We shall not give the details, which are the exact analog of the corresponding details in electrodynamics. We can also write equations similar to (3.32) for the operators $\eta$.

## Gauge Transformations

The gauge transformations are given by the equation

$$
\begin{align*}
& \widetilde{A}_{\mu}{ }^{\alpha}(x) \rightarrow \widetilde{A}_{\mu}{ }^{\alpha}(x) \\
& \quad+\lambda\left(\frac{\partial \chi_{\alpha}(x)}{\partial x_{\mu}}+g \epsilon_{\alpha \beta \gamma} \chi_{\gamma}(x) \widetilde{A}_{\mu}{ }^{\beta}(x)\right) \tag{4.24}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial}{\partial x_{\mu}} V_{\alpha \gamma}(x, P) \rightarrow \frac{\partial}{\partial x_{\mu}} V_{\alpha \gamma}(x, P)+\lambda g \epsilon_{\gamma \delta \epsilon}\left(\frac{\partial \chi_{\epsilon}(x, P)}{\partial x_{\mu}}\right. & \left.V_{\alpha \delta}(x, P)+\chi_{\epsilon} \frac{\partial}{\partial x_{\mu}} V_{\alpha \delta}(x, P)\right)=\frac{\partial}{\partial x_{\mu}} V_{\alpha \gamma}(x, P)+\lambda g \epsilon_{\gamma \delta \epsilon} \\
& \times \frac{\partial \chi_{\epsilon}(x, P)}{\partial x_{\mu}} V_{\alpha \delta}(x, P)+\lambda g^{2} \epsilon_{\gamma \delta \epsilon} \epsilon_{\delta \delta \eta} \chi_{\epsilon}(x) \widetilde{A}_{\mu}{ }^{\eta}(x) V_{\alpha \zeta}(x, P), \tag{4.27}
\end{align*}
$$

from (4.19),

$$
\begin{align*}
& g \epsilon_{\gamma \delta \epsilon} \widetilde{A}_{\mu}{ }^{\epsilon}(x) V_{\alpha \delta}(x, P) \rightarrow g \epsilon_{\gamma \delta \epsilon} \widetilde{A}_{\mu}{ }^{\epsilon}(x) V_{\alpha \delta}(x, P)+\lambda g \epsilon_{\gamma \delta \delta} \frac{\partial \chi_{\epsilon}(x)}{\partial x_{\mu}} V_{\alpha \delta}(x, P) \\
&+ \lambda g^{2} \epsilon_{\gamma \delta \epsilon} \epsilon_{\epsilon \zeta \eta} \chi_{\eta}(x) \widetilde{A}_{\mu}{ }^{5}(x) V_{\alpha \delta}(x, P)+\lambda g^{2} \epsilon_{\gamma \delta \epsilon} \epsilon_{\delta \delta \xi} \widetilde{A}_{\mu}{ }^{\epsilon}(x) \chi_{\eta}(x) V_{\alpha \zeta}(x, P) \\
&=g \epsilon_{\gamma \delta \epsilon} \widetilde{A}_{\mu}{ }^{\epsilon}(x) V_{\alpha \delta}(x, P)+\lambda g \epsilon_{\gamma \delta \epsilon} \frac{\partial \chi_{\epsilon}(x)}{\partial x_{\mu}} V_{\alpha \delta}(x, P)+\lambda g^{2} \epsilon_{\gamma \epsilon \eta} \epsilon_{\epsilon \delta \delta} \chi_{\eta}(x) \widetilde{A}_{\mu}{ }^{5}(x) V_{\alpha \delta}(x, P), \tag{4.28}
\end{align*}
$$

from (4.16d). Comparing (4.27) and (4.28), we observe that the changes in the two sides of Eq. (4.19) are the same, so that (4.19) is invariant under the transformation (4.24), (4.26). Thus the change in $V$ is given by (4.26).

We can now find the change in $\widetilde{F}$ as defined by (4.13):

$$
\begin{align*}
& \tilde{F}_{\mu \nu}{ }^{\alpha}(x, P) \rightarrow \tilde{F}_{\mu \nu}^{\alpha}(x, P)+\lambda g \epsilon_{\gamma \delta \epsilon} \chi_{\epsilon}(x) V_{\alpha \delta}(x, P) \tilde{f}_{\mu \nu}{ }^{\gamma}(x) \\
& \quad+\lambda g \epsilon_{\gamma \delta \epsilon} V_{\alpha \gamma}(x, P) \chi_{\epsilon}(x) \tilde{f}_{\mu \nu} \delta(x) \\
& \quad[\text { from (4.25) and }  \tag{4.26}\\
& \quad=\tilde{F}_{\mu \nu}{ }^{\alpha}(x, P) .
\end{align*}
$$

The variable $\widetilde{F}_{\mu \nu}{ }^{\alpha}(x, P)$ is therefore invariant under the transformation (4.24), and we are justified in calling it a gauge transformation.

To define a generator of the gauge transformation, we construct the operator

If we compare (4.24) with (3.36) we notice that terms corresponding to the right-hand side of (3.36a) and (3.36c) appear on the right of (4.24). This is once more due to the fact that the Yang-Mills field plays the dual role of gauge field and charged field.

Let us first investigate how the operators defined in (4.13) transform when $\tilde{A}$ undergoes the transformation (4.24). From (4.13b) one can verify directly that

$$
\begin{equation*}
\tilde{f}_{\mu \nu}{ }^{\alpha}(x) \rightarrow \tilde{f}_{\mu \nu}{ }^{\alpha}(x)+\lambda g \epsilon_{\alpha \beta \gamma} \chi_{\gamma}(x) \widetilde{A}_{\mu}{ }^{\beta}(x) \tag{4.25}
\end{equation*}
$$

The function $V$ transforms in a similar way:

$$
\begin{equation*}
V_{\alpha \gamma}(x, P) \rightarrow V_{\alpha \gamma}(x, P)+\lambda g \epsilon_{\gamma \delta \epsilon} \chi_{\epsilon}(x) V_{\alpha \delta}(x, P) . \tag{4.26}
\end{equation*}
$$

The easiest way of verifying (4.26) is to show that (4.19), which may be taken as the defining equation for $V$, remains invariant when $\widetilde{A}$ undergoes the transformation (4.24) and $V$ the transformation (4.26). Under such a transformation, the two sides of (4.19) transform as follows:
of (4.11) is easily transformed:

$$
\begin{align*}
& \frac{\partial}{\partial x_{\mu}} \tilde{F}_{\mu \nu}{ }^{\alpha}(x, P) \\
& \quad=\frac{\partial}{\partial x_{\mu}} V_{\alpha \gamma}(x, P) \tilde{f}_{\mu \nu} \gamma(x) \\
& \quad=V_{\alpha \gamma}(x, P) \frac{\partial}{\partial x_{\mu}} \tilde{f}_{\mu \nu}{ }^{\gamma}(x)+\epsilon_{\gamma \delta \delta} V_{\alpha \delta}(x) \widetilde{A}_{\mu} \epsilon^{\epsilon}(x) \tilde{f}_{\mu \nu}{ }^{\gamma}(x) \\
& \quad[\text { from (4.19)] } \\
& \quad=V_{\alpha \gamma}(x, P)\left(\frac{\partial}{\partial x_{\mu}} \tilde{f}_{\mu \nu} \gamma(x)+\epsilon_{\gamma \delta \delta} \widetilde{A}_{\mu}{ }^{\delta}(x) \tilde{f}_{\mu \nu} \epsilon(x)\right) . \tag{4.31}
\end{align*}
$$

We have seen that the second term $-i U_{\nu}{ }^{\alpha}(x, P)$ of (4.11) is equivalent to the operator $-i V_{\alpha \gamma}(x, P) \eta_{\nu}{ }^{\gamma}(x)$ in the sense that they both have the same commutation relations with the operator $F_{\rho o}{ }^{\beta}\left(x^{\prime}, P^{\prime}\right)$. We may therefore be tempted to rewrite the field equations (4.11) as follows:

$$
\begin{align*}
V_{\alpha \gamma}(x, P)\left(\frac{\partial}{\partial x_{\mu}} \tilde{f}_{\mu \nu}{ }^{\gamma}(x)\right. & +\epsilon_{\gamma \delta \delta} \tilde{A}_{\mu}{ }^{\delta}(x) \\
& \left.\left.\times \tilde{f}_{\mu \nu}(x)-i \eta_{\nu} \gamma(x)\right) \mid G\right)=0 . \tag{4.32}
\end{align*}
$$

However, we shall show below that the consistency of Eq. (4.32) requires that its last term satisfy a divergence condition similar to the corresponding condition in the Maxwell equation of electrodynamics, and we shall have to generalize it if the condition is to be satisfied.
We shall follow the procedure used in electrodynamics and shall make use of the fact that the commutation relations (4.9), which define the operator $U_{\nu}{ }^{\alpha}(x, P)$ uniquely in the original linear space, do not define it uniquely in the enlarged linear space. We employ this freedom to find a definition of $U_{\nu}{ }^{\alpha}(x, P)$ which gives consistent field equations. We begin by writing
$U_{\nu}{ }^{\alpha}(x, P)=V_{\alpha \gamma}(x, P) \eta_{\nu}{ }^{\gamma}(x)+\int d y Y_{\beta}(y) \chi_{\alpha \beta}{ }^{\prime}(x, y)$
where $\chi^{\prime}$ is arbitrary. Since the second term commutes with every gauge-invariant operator, the right-hand side of (4.33) maintains the correct commutation relations (4.9). All the terms in the equation of motion (4.32) have a factor $V_{\alpha \gamma}(x, P)$ in front of them, and it will be convenient for us if the last term in (4.33) also such a factor. We therefore define

$$
\chi_{\alpha \beta^{\prime}}(x, y)=V_{\alpha \gamma}(x, P) \chi_{\gamma \beta}(x) .
$$

Thus,

$$
\begin{align*}
& U_{\nu}{ }^{\alpha}(x, P)=V_{\alpha \gamma}(x, P) \eta_{\nu}{ }^{\gamma}(x) \\
&+\int d y Y_{\beta}(y) V_{\alpha \gamma}(x, P) x_{\gamma \beta}(x, y) . \tag{4.34}
\end{align*}
$$

The factor $V_{\alpha \gamma}$ in the second term of (4.34) is still not in front of the other factors, but we can move it into this position by using the commutation relation (4.30) The equation then becomes

$$
\begin{array}{r}
U_{\nu}{ }^{\alpha}(x, P)=V_{\alpha \gamma}(x, P) \eta_{\nu}{ }^{\gamma}(x)+\int d y V_{\alpha \gamma}(x, P) Y_{\beta}(y) \chi_{\gamma \beta}(x, y) \\
-g \epsilon_{\gamma \delta \epsilon} V_{\alpha \epsilon}(x, x) \chi_{\gamma \delta}(x, x)=V_{\alpha \gamma}(x, P) \theta_{\nu} \gamma(x), \tag{4.35}
\end{array}
$$

where

$$
\begin{align*}
& \theta_{\nu} \gamma(x)=\eta_{\nu}{ }^{\gamma}(x)+\int d y Y_{\beta}(y) \chi_{\gamma \beta}(x, y)+g \epsilon_{\gamma \delta \epsilon} \epsilon_{\epsilon \delta}(x, x) \\
& =\eta_{\nu}{ }^{\gamma}(x)+\int d y\left(\frac{\partial \eta_{\mu}{ }^{\beta}(y)}{\partial y_{\mu}}+g \epsilon_{\left.\beta \delta \delta \eta_{\mu}{ }^{\delta}(y) \widetilde{A}_{\mu}{ }^{\epsilon}(y)\right) \chi_{\gamma \beta}(x, y)}+\quad+g \epsilon_{\gamma \delta \epsilon \epsilon \delta \delta} \chi_{\epsilon \delta}(x, x), \quad\right. \text { (4.36 }
\end{align*}
$$

We can thus generalize the field equations (4.32) to read

$$
\begin{align*}
V_{\alpha \gamma}(x, P) & \left(\frac{\partial}{\partial x_{\mu}} \tilde{f}_{\mu \nu}{ }^{\gamma}(x)\right. \\
& \left.\left.+\epsilon_{\gamma \delta \delta_{\epsilon}} \tilde{A}_{\mu}{ }^{\delta}(x) \tilde{f}_{\mu \nu}(x)-i \theta_{\nu} \gamma(x)\right) \mid G\right)=0, \tag{4.37}
\end{align*}
$$

with $\theta$ given by (4.36). If we multiply (4.37) by $V_{\alpha \gamma^{\prime}}$, sum over $\alpha$, and apply (4.16a), we obtain the equation

$$
\begin{equation*}
\left.\left.\left(\frac{\partial}{\partial x_{\mu}} \tilde{f}_{\mu \nu} \gamma(x)+\epsilon_{\gamma \delta \epsilon} \tilde{A}_{\mu}{ }^{\delta}(x) \tilde{f}_{\mu \nu}(x)-i \theta_{\nu} \gamma(x)\right) \right\rvert\, G\right)=0 . \tag{4.38}
\end{equation*}
$$

The path dependence has been removed from (4.38), and we shall adopt it as our field equation. By taking the gauge-invariant derivative

$$
\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}
$$

of the factor within the parentheses we can easily show that the last term must satisfy the consistency condition

$$
\begin{equation*}
\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g_{\epsilon_{\alpha \beta} \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x)\right) \theta_{\nu} \gamma(x)=0 . \tag{4.39}
\end{equation*}
$$

We have to choose the function $\chi$ in the definition (4.36) of $\theta$ so that (4.39) is satisfied.

In order to orient ourselves we shall first find a function $\theta_{\nu}{ }^{\alpha}$, of the form $\eta_{\nu}{ }^{\alpha}+\theta_{\nu}{ }^{\prime}{ }^{\alpha}$, which satisfies (4.39). The
term $\theta_{\nu}{ }^{\prime \alpha}$ will not have precisely the form of the second term of (4.36), but we shall then be able to modify it so that all conditions are satisfied. The following function clearly satisfies (4.39):

$$
\begin{align*}
\theta_{\nu}{ }^{(1) \alpha}(x)=\eta_{\nu}{ }^{\alpha}(x) & -\frac{\partial}{\partial x_{\nu}}\left[\left(I \frac{\partial}{\partial x_{\lambda}}+g E_{\beta} \widetilde{A}_{\lambda}{ }^{\beta}(x)\right) \frac{\partial}{\partial x_{\lambda}}\right]_{\alpha \gamma}^{-1} \\
& \times\left[\delta_{\gamma \delta} \frac{\partial}{\partial x_{\mu}}+g \epsilon_{\gamma \epsilon \delta} \widetilde{A}_{\mu}{ }^{\epsilon}(x)\right] \eta_{\mu}{ }^{\delta}(x), \tag{4.40}
\end{align*}
$$

where the matrices $I$ and $E_{\beta}$ represent the symbols $\delta_{\alpha \gamma}$ and $\epsilon_{\alpha \beta \gamma}$, considered as matrices in $\alpha$ and $\gamma$. The superscript (1) on $\theta$ indicates that it is not our final definition of this operator. Equation (4.40) can be rewritten without using reciprocals of operators as follows:

$$
\begin{align*}
\theta_{\nu}{ }^{(1) \alpha}(x)=\eta_{\nu}{ }^{\alpha}(x) & -\frac{\partial}{\partial x_{\nu}} \int d y O_{\alpha \gamma}(x, y) \\
& \times\left(\frac{\partial}{\gamma \delta} \frac{\partial y_{\mu}}{}+g \epsilon_{\gamma \epsilon \delta} \widetilde{A}_{\mu}{ }^{\epsilon}(y)\right) \eta_{\mu}{ }^{\delta}(y), \tag{4.41}
\end{align*}
$$

where
$\left(\frac{\partial}{\partial x_{\lambda}} \delta_{\alpha \gamma}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\lambda}{ }^{\beta}(x)\right) \frac{\partial}{\partial x_{\lambda}} O_{\gamma \delta}(x, y)=\delta_{\alpha \delta} \delta^{4}(x-y)$.
The right-hand side of (4.41) resembles that of (4.36). The differences are, first that the operator $\eta$ in the second term of (4.41) is ordered to the right of the other operators whereas it should be ordered to the left, and second that the last term of (4.36) is missing. Let us therefore change (4.42) to bring it into the correct form (4.36):

$$
\begin{align*}
& \theta_{\nu}{ }^{\alpha}(x)=\eta_{\nu}{ }^{\alpha}(x)-\int d y\left(\frac{\partial \eta_{\mu}{ }^{\gamma}(y)}{\partial y_{\mu}}+g \epsilon_{\gamma \epsilon \delta} \eta_{\mu}{ }^{\delta}(y) \widetilde{A}_{\mu} \epsilon(y)\right) \\
& \times \frac{\partial}{\partial x_{\nu}} O_{\alpha \gamma}(x, y)-\left.g \epsilon_{\alpha \beta \gamma} \frac{\partial}{\partial x_{\nu}} O_{\beta \gamma}(x, y)\right|_{x=y}, \tag{4.43}
\end{align*}
$$

with the function $O$ still defined by (4.42). In Appendix $B$ we shall calculate the value of the expression

$$
\begin{equation*}
\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x)\right) \theta_{\nu}^{\gamma}(x) \tag{4.44}
\end{equation*}
$$

and shall show that it is zero, so that (4.43) is a permissible, consistent choice for the function $\theta$.

## Rules for Feynman Diagrams

We can rewrite Eq. (4.38) in the form

$$
\begin{align*}
& {\left[\frac{\partial}{\partial x_{\mu}}\left(\frac{\partial \widetilde{A}_{\nu}{ }^{\alpha}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}{ }^{\alpha}(x)}{\partial x_{\nu}}\right)\right.} \\
& \left.\left.\quad+g \tilde{J}_{\nu}{ }^{\alpha}(x)-i \theta_{\nu}(x)\right] \mid G\right)=0 \tag{4.45}
\end{align*}
$$


$+\longrightarrow$
Fig. 3. Diagrammatic representation of the equation for the two-point Green's function in the Yang-Mills theory.
where

$$
\begin{align*}
\tilde{\jmath}_{\nu}{ }^{\alpha}(x)= & \epsilon_{\alpha \beta \gamma}\left(-\widetilde{A}_{\nu}{ }^{\beta}(x) \frac{\partial A_{\mu}^{\gamma}(x)}{\partial x_{\mu}}\right. \\
& \left.+2 \widetilde{A}_{\mu}{ }^{\beta}(x) \frac{\partial A_{\nu} \gamma(x)}{\partial x_{\mu}}-A_{\mu}{ }^{\beta}(x) \frac{\partial A_{\mu}{ }^{\gamma}(x)}{\partial x_{\nu}}\right) \\
& \quad+g \epsilon_{\alpha \beta \gamma} \epsilon_{\gamma \delta \epsilon} A_{\mu}{ }^{\beta}(x) A_{\mu}{ }^{\delta}(x) A_{\nu}{ }^{\epsilon}(x) . \tag{4.46}
\end{align*}
$$

By integrating (4.45) in the usual way and using (4.43) for $\theta$, we obtain the result

$$
\begin{align*}
& \left(A_{\nu}{ }^{\alpha}(x)-i g \int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \tilde{J}_{\nu}{ }^{\alpha}\left(x^{\prime}\right)\right. \\
& -\int d x^{\prime} \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right) \eta_{\nu}{ }^{\alpha}\left(x^{\prime}\right)-g \epsilon_{\alpha \beta \gamma} \int d x^{\prime \frac{1}{2} \Delta_{F}\left(x-x^{\prime}\right)} \\
& \left.\left.\quad \times\left.\frac{\partial}{\partial x_{\nu}^{\prime}} O_{\beta \gamma}\left(x^{\prime}, y\right)\right|_{x^{\prime}=\nu}\right) \mid G\right)=0, \tag{4.47}
\end{align*}
$$

where $O$ is defined by (4.42). We have omitted the middle term of (4.43), as it is a pure divergence. If we wish we may generalize (4.47) by replacing the propagator $\delta_{\nu \rho} \frac{1}{2} \Delta\left(x-x^{\prime}\right)$ by $\left[\delta_{\nu \rho}-c\left(\partial^{2} / \partial x_{\nu} \partial x_{\rho}\right) \square^{-2}\right]_{\frac{1}{2}} \Delta_{F}$ $\times\left(x-x^{\prime}\right)$; we then obtain other gauges such as the Landau gauge.

If the last term of (4.47) had been absent, we would have obtained Feynman rules similar to those for electrodynamics. The equation for the Green's function could then be represented graphically as in Fig. 3, without the second-last diagram. For simplicity we have exhibited the equation for the two-point Green's function; equations for higher Green's functions can be similarly represented. The three- and four-point vertices have the following factors associated with them:

$$
\begin{align*}
& v_{3}\left(p_{1}, \alpha, \mu ; p_{2}, \beta, \nu ; p_{3}, \gamma, \rho\right) \\
& =i(2 \pi)^{4} \epsilon_{\alpha \beta \gamma}\left[\left(p_{2}-p_{3}\right)_{\mu} \delta_{\nu \rho}+\left(p_{3}-p_{1}\right)_{\nu} \delta_{\mu \rho}\right. \\
& \left.\quad+\left(p_{1}-p_{2}\right)_{\rho} \delta_{\mu \nu}\right]
\end{aligned} \quad \begin{aligned}
& v_{4}\left(p_{1}, \alpha, \mu ; p_{2}, \beta, \nu ; p_{3}, \gamma, \rho ; p_{4}, \delta, \sigma\right)  \tag{4.48}\\
& =-(2 \pi)^{4} \epsilon_{\alpha \beta \epsilon} \epsilon_{\epsilon \gamma \delta}\left(\delta_{\mu \rho} \delta_{\nu \sigma}-\delta_{\mu \sigma} \delta_{\nu \rho}\right) \\
& \quad-(2 \pi)^{4} \epsilon_{\alpha \gamma \epsilon} \epsilon_{\epsilon \beta \delta}\left(\delta_{\mu \nu} \delta_{\rho \sigma}-\delta_{\mu \sigma} \delta_{\nu \rho}\right) \\
& \quad-(2 \pi)^{4} \epsilon_{\alpha \delta \epsilon} \epsilon_{\epsilon \beta \gamma}\left(\delta_{\mu \nu} \delta_{\rho \sigma}-\delta_{\mu \rho} \delta_{\nu \sigma}\right) .
\end{align*}
$$

One could then construct Feynman diagrams by arranging the vertices (4.48) and (4.49) in all possible ways. In fact, Eq. (4.47) without the last term is identical to the equation we would have obtained by starting from the Lagrangian

$$
\begin{align*}
& \mathscr{L}=\frac{1}{2}\left(\frac{\partial A_{\nu}{ }^{\alpha}}{\partial x_{\mu}}\right)^{2}+\frac{1}{2} \epsilon_{\alpha \beta \gamma}\left(\frac{\partial A_{\nu}{ }^{\alpha}}{\partial x_{\mu}}-\frac{\partial A_{\mu}{ }^{\alpha}}{\partial x_{\nu}}\right) A_{\mu}{ }^{\beta} A_{\nu}{ }^{\gamma} \\
&+\frac{1}{4} \epsilon_{\alpha \beta \gamma} \epsilon_{\alpha \delta \epsilon} A_{\mu}{ }^{\beta} A_{\nu}{ }^{\gamma} A_{\mu}{ }^{\delta} A_{\nu}{ }^{\epsilon} \tag{4.50}
\end{align*}
$$

and writing down "naive" Feynman rules in the usual way.

The presence of the last term in (4.47) shows that the naive Feynman rules are not correct and that there are additional terms in the perturbation expansion. From (4.42), we can expand $O$ as a perturbation series in $g$ as follows:

$$
\begin{gather*}
O_{\beta \gamma}(x, y)=-i \sum_{n=0}^{\infty} \int d x_{1} \cdots d x_{r} \frac{1}{2} \Delta_{F}\left(x-x_{1}\right) i g \epsilon_{\beta \delta \epsilon} A_{\lambda}{ }^{\delta}\left(x_{1}\right) \\
\times \frac{\partial}{\partial x_{1 \lambda}} \frac{1}{2} \Delta_{F}\left(x_{1}-x_{2}\right) i \epsilon_{\epsilon \epsilon_{\xi} \eta} A_{\mu}{ }^{\delta}\left(x_{2}\right) \cdots \epsilon_{\theta \iota \gamma} A_{\sigma}{ }^{\prime}\left(x_{r}\right) \\
\times \frac{\partial}{\partial x_{r \sigma}} \frac{1}{2} \Delta_{F}\left(x_{n}-y\right) \tag{4.51}
\end{gather*}
$$

When (4.51) is substituted in the last term of (4.47), we obtain the result

$$
\begin{align*}
& \sum_{n=0}^{\infty} \int d x^{\prime} d x_{1} \cdots d x_{r 2}^{\frac{1}{2}} \Delta_{F}\left(x-x^{\prime}\right) i g \epsilon_{\gamma \alpha \beta} \frac{\partial}{\partial x_{\nu}^{\prime}} \frac{1}{2} \Delta_{F}\left(x^{\prime}-x_{1}\right) \\
& \quad \times i g \epsilon_{\beta \delta \epsilon} A_{\lambda}^{\delta}\left(x_{1}\right) \frac{\partial}{\partial x_{1 \lambda}} \frac{1}{2} \Delta_{F}\left(x_{1}-x_{2}\right) \\
& \quad \times i g \epsilon_{\epsilon \zeta \eta} A_{\mu}{ }^{\delta}\left(x_{2}\right) \cdots \epsilon_{\theta \iota \gamma} A_{\sigma}{ }^{\iota}\left(x_{r}\right) \frac{\partial}{\partial x_{r \sigma}} \frac{1}{2} \Delta_{F}\left(x_{n}-x^{\prime}\right) . \tag{4.52}
\end{align*}
$$

The expression (4.52) has the form of an integral which occurs in Feynman diagrams, and the contribution (4.52) to (4.47) has been represented by the secondlast diagram of Fig. 3. The summation sign represents the sum over polygons with any number of dashed lines, and corresponds to the summation over $n$ in (4.52). The dashed lines and vertices are associated respectively with the factors $\frac{1}{2} \Delta_{F}\left(x_{r}-x_{r+1}\right)$ and $i g \epsilon\left(\partial / \partial x_{r}\right)$ in (4.52). Thus, in momentum space, the following factors are associated with the dashed lines and the vertices at which they end:
dashed lines: $\frac{i}{(2 \pi)^{4}}-\frac{\delta_{\alpha \beta}}{-p^{2}+i \epsilon}$;
vertices: $w\left(p_{1} \alpha, p_{2} \beta \sigma, p_{3} \gamma\right)=-(2 \pi)^{4} g \epsilon_{\alpha \beta \gamma} p_{3 \sigma} ;$
an over-all factor -1 .
In (4.53c), the quantities $p_{1}, \alpha$ and $p_{3}, \gamma$ refer to the dashed lines, the quantities $p_{2}, \beta \sigma$ to the solid lines representing the Yang-Mills quanta. We notice that the vertex factor is not symmetric in the two dashed lines; it involves a factor $p_{3 \sigma}$ but no factor $p_{1 \sigma}$. It is for this reason that we have drawn arrows on the dashed lines in Fig. 3. The factor $p_{3 \sigma}$ in (4.53b) is associated with the line directed away from the vertex.

The presecription for constructing Feynman diagrams is therefore to draw three-particle and four-particle vertices with factors (4.48) and (4.49), and also polygons with any number of dashed lines and with factors (4.53) associated with them. The three- and four-point vertices, as well as the vertices of the polygons, are then to be joined by solid Yang-Mills lines in all possible ways.
The Feynman rules for our theory are the same as those for a theory with ficititious scalar particles as well as the Yang-Mills particles. The Feynman diagrams contain three- and four-point vertices involving the Yang-Mills lines alone. The factors (4.48) and (4.49) are associated with these vertices. In addition, the diagrams contain vertices involving two scalar lines and one Yang-Mills line. Associated with such vertices are the factors (4.53b). There is a further factor -1 associated with each closed loop of scalar particles. The scalar lines only occur as internal lines and only in closed loops.

Note added in manuscript. Faddeev and Popov (unpublished) have shown that their functionalintegration prescription ${ }^{3}$ can be related to Schwinger's formulation of the Yang-Mills theory. ${ }^{6}$ This therefore provides an alternative derivation of the Feynman rules from a quantized field theory. Faddeev and Popov have restricted themselves to Landau gauge.

## APPENDIX A

We first show that the definitions (4.13) do lead to the correct path-dependence equation for the YangMills $\widetilde{F}$ 's. Our results will be almost trivial once we have found the path-dependence equation for $V$. We shall begin by finding the change of $V$ due to a small change of the path $P$ near its end point by an amount $\sigma_{\mu \nu}$. It follows at once from (4.20) that

$$
\begin{align*}
& \boldsymbol{\delta}_{x} V_{\alpha \gamma}(x, P)=g \epsilon_{\gamma \delta \epsilon}\left(\frac{\partial}{\partial x_{\mu}} \delta_{\alpha \rho}-\frac{\partial}{\partial x_{\nu}} \delta_{\mu \rho}\right) \\
& \times\left\{\widetilde{A}_{\rho}^{\epsilon}(x) V_{\alpha \delta}(x, P)\right\} \sigma_{\mu \nu} \tag{A1}
\end{align*}
$$

where $\boldsymbol{\delta}_{x}$ is the change of $V_{\alpha \gamma}(x, P)$ caused by a change of the path $P$ near the point $x$ itself. By using (4.19) to differentiate the factor $V_{\alpha \delta}(x, P)$ on the right of
(A.1), we can transform the equation to read

$$
\begin{align*}
& \boldsymbol{\delta}_{x} V_{\alpha \gamma}(x, P)=g \epsilon_{\gamma \delta \epsilon} V_{\alpha \delta}(x, P)\left(\frac{\partial \widetilde{A}_{\nu}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}(x)}{\partial x_{\nu}}\right) \sigma_{\mu \nu}+g^{2} \epsilon_{\gamma \delta \epsilon} \epsilon_{\delta \delta \eta} V_{\alpha 5}(x, P)\left\{\widetilde{A}_{\nu}{ }^{\epsilon}(x) \widetilde{A}_{\mu}{ }^{\eta}(x)-\widetilde{A}_{\mu}{ }^{\epsilon}(x) \widetilde{A}_{\nu}{ }^{\eta}(x)\right\} \sigma_{\mu \nu} \\
& =g \epsilon_{\gamma \delta \epsilon} V_{\alpha \delta}(x, P)\left(\frac{\partial \widetilde{A}_{\nu}{ }^{\epsilon}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}{ }^{\epsilon}(x)}{\partial x_{\nu}}\right) \sigma_{\mu \nu}+g^{2} \epsilon_{\gamma \delta \delta} V_{\alpha \zeta}(x, P) \epsilon_{\delta \eta_{\epsilon}} \widetilde{A}_{\nu}{ }^{\epsilon}(x) \widetilde{A}_{\mu}{ }^{\eta}(x) \sigma_{\mu \nu} \quad[\text { from (4.16d) }] \\
& =g \epsilon_{\gamma \delta \epsilon} V_{\alpha \delta}(x, P)\left(\frac{\partial \widetilde{A}_{\nu}{ }^{\epsilon}(x)}{\partial x_{\mu}}-\frac{\partial \widetilde{A}_{\mu}{ }^{\epsilon}(x)}{\partial x_{\nu}}+g \epsilon_{\epsilon \eta \zeta} \tilde{A}_{\mu}{ }^{\eta}(x) \widetilde{A}_{\nu}{ }^{\zeta}(x)\right) \sigma_{\mu \nu}=g \epsilon_{\gamma \delta \epsilon} V_{\alpha \delta}(x, P) \tilde{f}_{\mu \nu}{ }^{\epsilon}(x) \sigma_{\mu \nu} \quad[\text { from (4.13b) }] \\
& =g \epsilon_{\alpha \beta \zeta} V_{\beta \epsilon}(x, P) V_{\zeta \gamma}(x, P) \tilde{f}_{\mu \nu}{ }^{\epsilon}(x) \sigma_{\mu \nu} \quad[\text { from (4.16b)] } \\
& =g \epsilon_{\alpha \beta \xi} \widetilde{F}_{\mu \nu}{ }^{\beta}(x, P) V_{\zeta \gamma}(x, P) \sigma_{\mu \nu} \quad[\text { from (4.13a) }] . \tag{A2}
\end{align*}
$$

We can now generalize (A2) to obtain the change in $V$ caused by a change in the path $P$ at an arbitrary point $z$. We write

$$
V_{\alpha \gamma}(x, P)=V_{\alpha \epsilon}\left(z, P^{\prime}\right) V_{\epsilon \gamma}(z, x, P)
$$

the point $z$ being chosen just beyond the region where the path is varied, so that the factor $V_{\epsilon \gamma}(z, x, P)$ remains unchanged. Applying (A2) to the factor $V_{\alpha \epsilon}\left(z, P^{\prime}\right)$, we find

$$
\begin{align*}
\delta_{z} V_{\alpha \gamma}(x, P) & =\left[\delta_{z} V_{\alpha \epsilon}\left(z, P^{\prime}\right)\right] V_{\epsilon \gamma}(z x, P) \\
& =g \epsilon_{\alpha \beta \xi} \tilde{F}_{\mu \nu}{ }^{\beta}\left(z, P^{\prime}\right) V_{\zeta \epsilon}\left(z, P^{\prime}\right) V_{\epsilon \gamma}(z, x, P) \sigma_{\mu \nu} \\
& =g \epsilon_{\alpha \beta \xi} \tilde{F}_{\mu \nu}{ }^{\beta}\left(z, P^{\prime}\right) V_{\zeta \gamma}(x, P) \sigma_{\mu \nu}, \tag{A3}
\end{align*}
$$

from (4.18).
Equation (A3) is the path-dependence equation for $V$. By substituting in (4.13a), we find the path-dependence equation for $\tilde{F}$, and it does have the required form (4.12).

We now turn to the verification of (4.23). We have to find the commutator between the operators $V_{\alpha \gamma}\left(x_{1}, P_{1}\right)$
$\times \eta_{\nu}{ }^{\nu}\left(x_{1}\right)$ and $\widetilde{F}_{\rho \sigma}{ }^{\beta}\left(x_{2}, P_{2}\right)$, and to show that it is given by (4.9). We begin by finding the commutator between the operators $V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right)$ and $V_{\beta \delta}\left(x_{2}, P_{2}\right)$. From (4.21),

$$
\begin{align*}
& {\left[V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu} \gamma\left(x_{1}\right), V_{\beta \delta}\left(x_{2}, P_{2}\right)\right]} \\
& \quad=-V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \frac{\delta}{\delta \tilde{A}_{\nu}^{\gamma}\left(x_{1}\right)} V_{\beta \delta}\left(x_{2}, P_{2}\right) \tag{A4}
\end{align*}
$$

To evaluate the right-hand side of (A4), we first show that Eq. (4.19), which defines $V$, is invariant under the transformation

$$
\begin{align*}
V_{\beta \delta}\left(x_{2}, P_{2}\right) \rightarrow & V_{\beta \delta}\left(x_{2}, P_{2}\right) \\
& +\lambda g \epsilon_{\beta \alpha \delta} V_{\xi \delta}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right),  \tag{A5a}\\
\tilde{A}_{\mu}^{\gamma}(x) \rightarrow & \tilde{A}_{\mu}^{\gamma}(x)+\lambda V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \delta_{\mu \nu} \delta^{4}\left(x-x_{1}\right) \tag{A5b}
\end{align*}
$$

For, under the transformation (A5), the additions to the two sides of (4.19) are as follows:

$$
\begin{align*}
& \delta\left(\frac{\partial}{\partial x_{\mu}} V_{\beta \delta}\left(x_{2}, P_{2}\right)\right)=\lambda g \epsilon_{\beta \alpha \zeta} V_{\zeta \delta}\left(x_{2}, P_{2}\right) \delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right)+\lambda \epsilon_{\beta \alpha \xi}\left(\frac{\partial}{\partial x_{2, \mu}} V_{\zeta \delta}\left(x_{2}, P_{2}\right)\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right) \\
&= \lambda g \epsilon_{\beta \alpha \xi} V_{\zeta \delta}\left(x_{2}, P_{2}\right) \delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right)+\lambda \epsilon_{\beta \alpha \zeta} g \epsilon_{\delta \eta \epsilon} \tilde{A}_{\mu} \epsilon^{\prime}\left(x_{2}\right) V_{\zeta \delta}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right), \tag{A6a}
\end{align*}
$$

from (4.19).

$$
\begin{align*}
& \delta\left[g \epsilon_{\delta \eta \epsilon} \widetilde{A}_{\mu}{ }^{\epsilon}\left(x_{2}\right) V_{\beta \eta}\left(x_{2}, P_{2}\right)\right]=\lambda g \epsilon_{\delta \eta \epsilon} V_{\alpha \epsilon}\left(x_{1}, P_{1}\right) V_{\beta \eta}\left(x_{2}, P_{2}\right) \delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right) \\
& +\lambda \epsilon_{\beta \alpha \xi} g \epsilon_{\delta_{\eta} \ell} \widetilde{A}_{\mu}{ }^{\epsilon}\left(x_{2}\right) V_{\xi_{\eta}}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right) \\
& =\lambda g \epsilon_{\beta \alpha \zeta} V_{\zeta \delta}\left(x_{2}, P_{2}\right) \delta_{\mu \nu} \delta^{4}\left(x_{1}-x_{2}\right)+\lambda \epsilon_{\beta \alpha \zeta} g \epsilon_{\delta \eta} \tilde{A}_{\mu}{ }^{\epsilon}\left(x_{2}\right) V_{\zeta \eta}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right), \tag{A6b}
\end{align*}
$$

from (4.16c). We observe that the right-hand sides of (A6a) and (A6b) are equal, so that Eq. (4.19) is invariant under the transformation (A5).

From the fact that the change (A5b) in $\widetilde{A}_{\mu}{ }^{\nu}$ results in the change (A5a) in $V_{\beta \delta}\left(x_{2}, P_{2}\right)$, it follows that

$$
\begin{equation*}
V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \frac{\delta}{\delta A_{\nu} \gamma\left(x_{1}\right)} V_{\beta \delta}\left(x_{2}, P_{2}\right)=g \epsilon_{\beta \alpha \xi} V_{\zeta \delta}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right), \tag{A7}
\end{equation*}
$$

and therefore that

$$
\begin{equation*}
\left[V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right), V_{\beta \delta}\left(x_{2}, P_{2}\right)\right]=-g \epsilon_{\beta \alpha \xi} V_{\zeta \delta}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right) \tag{A8}
\end{equation*}
$$

The commutator between the operators $V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right)$ and $\tilde{f}_{\rho \sigma}{ }^{\delta}\left(x_{2}\right)$ is easily found from (4.13b):

$$
\begin{array}{r}
{\left[V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right), \tilde{f}_{\rho \sigma}{ }^{\delta}\left(x_{2}\right)\right]=-V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \frac{\delta}{\delta \tilde{A}_{\nu}{ }^{\gamma}\left(x_{1}\right)} \tilde{f}_{\rho \sigma}{ }^{\delta}\left(x_{2}\right)=-V_{\alpha \gamma}\left(x_{1}, P_{1}\right)\left[\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu \rho}\right) \delta_{\delta \gamma} \delta^{4}\left(x_{1}-x_{2}\right)\right.} \\
+g \epsilon_{\left.\delta \gamma \epsilon\left[\delta_{\nu \rho} A_{\sigma} \epsilon\left(x_{2}\right)-\delta_{\nu \sigma} A_{\rho} \epsilon\left(x_{2}\right)\right] \delta^{4}\left(x_{1}-x_{2}\right)\right]}=-V_{\alpha \gamma}\left(x_{2}, P_{2}\right)\left[\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu \rho}\right) \delta_{\delta \gamma} \delta^{4}\left(x_{1}-x_{2}\right)\right] \tag{A9}
\end{array}
$$

on using Eq. (4.19) for the derivative of the operator $V_{\alpha \gamma}$.
We can now finally find the commutator between the operators $V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right)$ and $\widetilde{F}_{\rho \sigma}{ }^{\beta}\left(x_{2}\right)$ :

$$
\begin{align*}
& {\left[V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right), \tilde{F}_{\rho \sigma}{ }^{\beta}\left(x_{2}, P_{2}\right)\right]=\left[V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right), V_{\beta \delta}\left(x_{2}, P_{2}\right) \tilde{f}_{\rho \sigma}{ }^{\delta}\left(x_{2}\right)\right]} \\
& \qquad \begin{aligned}
& =-g \epsilon_{\beta \alpha \xi} V_{\xi \delta}\left(x_{2}, P_{2}\right) \tilde{f}_{\rho \sigma} \delta\left(x_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right)-V_{\alpha \gamma}\left(x_{2}, P_{2}\right) V_{\beta \delta}\left(x_{2}, P_{2}\right) \\
& \times\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu \rho}\right) \delta_{\delta \gamma} \delta^{4}\left(x_{1}-x_{2}\right) \quad[\text { from (A8) and (A9)] } \\
& =g \epsilon_{\alpha \beta \delta} F_{\rho \sigma}{ }^{\xi}\left(x_{2}, P_{2}\right) \int_{P_{2}}^{x_{2}} d \xi_{\nu} \delta^{4}\left(x_{1}-\xi\right)-\left(\frac{\partial}{\partial x_{2 \rho}} \delta_{\nu \sigma}-\frac{\partial}{\partial x_{2 \sigma}} \delta_{\nu \rho}\right) \delta_{\alpha \beta} \delta\left(x_{1}-x_{2}\right),
\end{aligned}
\end{align*}
$$

from (4.16b). We observe that the operators $V_{\alpha \gamma}\left(x_{1}, P_{1}\right) \eta_{\nu}{ }^{\gamma}\left(x_{1}\right)$ and $U_{\nu}{ }^{\alpha}\left(x_{1}, P_{1}\right)$ do satisfy the same commutation relations (4.9) with the operators $\widetilde{F}_{\rho \sigma}{ }^{\beta}\left(x_{2}, P_{2}\right)$.

## APPENDIX B

In this Appendix we shall evaluate the expression (4.44), with $\theta$ given by (4.43), and shall show that it is zero. We shall thereby have verified the consistency condition on the Yang-Mills field equations.

We can divide (4.44) into the sum of four terms:

$$
\begin{equation*}
\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\gamma}{ }^{\beta}(x)\right) \eta_{\nu}{ }^{\gamma}(x)=\frac{\partial}{\partial x_{\nu}} \eta_{\nu}{ }^{\alpha}(x)+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x) \eta_{\nu}{ }^{\gamma}(x), \tag{i}
\end{equation*}
$$

(ii) $-\int d y\left[\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x)\right),\left(\frac{\partial \eta_{\mu}{ }^{\xi}(y)}{\partial y_{\mu}}+g \epsilon_{\xi \epsilon \delta} \eta_{\mu}{ }^{\delta}(y) \widetilde{A}_{\mu}{ }^{\epsilon}(y)\right)\right] \frac{\partial}{\partial x_{\nu}} O_{\gamma \delta}(x, y)$

$$
\begin{equation*}
=g \epsilon_{\alpha \beta \gamma}\left(\left.\frac{\partial^{2}}{\partial y_{\nu} \partial x_{\nu}} O_{\gamma \beta}(x, y)\right|_{x=y}-\left.g^{2} \epsilon_{\zeta \epsilon \beta} \widetilde{A}_{\nu}^{e}(x) \frac{\partial}{\partial x_{\nu}} O_{\gamma \xi}(x, y)\right|_{x=y}\right), \tag{B1b}
\end{equation*}
$$

from (4.27),
(iii) $-\int d y\left(\frac{\partial \eta_{\mu}{ }^{\zeta}(y)}{\partial y_{\mu}}+g \epsilon_{\xi \epsilon \delta} \eta_{\mu}{ }^{\delta}(y) \tilde{A}_{\mu}{ }^{\epsilon}(y)\right)\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}} \times g \epsilon_{\alpha \beta \gamma} \tilde{A}_{\nu}{ }^{\beta}(x)\right) \frac{\partial}{\partial x_{\nu}} O_{\gamma \zeta}(x, y)$

$$
\begin{equation*}
=-\frac{\partial}{\partial x_{\nu}} \eta_{\nu}{ }^{\alpha}(x)-g \epsilon_{\alpha \beta \gamma} \eta_{\nu}{ }^{\gamma}(x) \widetilde{A}_{\nu}{ }^{\beta}(x), \tag{B1c}
\end{equation*}
$$

from (4.42),
(iv) $\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\gamma}{ }^{\beta}(x)\right)\left(-\left.g \epsilon_{\gamma \zeta \delta}^{\partial x_{\nu}} \frac{\partial}{\partial \gamma} O_{\partial y}(x, y)\right|_{x=\nu}\right)$

$$
\begin{equation*}
=-g \epsilon_{\alpha \gamma \beta} \frac{\partial}{\partial x_{\nu}}\left(\left.\frac{\partial}{\partial x_{\nu}} O_{\beta \gamma}(x, y)\right|_{x=\nu}\right)-\left.g^{2} \epsilon_{\alpha \beta \gamma} \epsilon_{\gamma \delta \delta} \widetilde{A}_{\nu}{ }^{\beta}(x) \frac{\partial}{\partial x_{\nu}} O_{\delta \gamma}(x, y)\right|_{x=y} . \tag{B1d}
\end{equation*}
$$

Expressions (B1a) and (B1c) are equal and opposite, except for the different ordering of the factors $\eta_{\nu}{ }^{\gamma}(x) \widetilde{A}_{\nu}{ }^{\beta}(x)$. Thus the total contribution of these two terms to (4.44) is

$$
\begin{equation*}
g \epsilon_{\alpha \beta \gamma}\left[\widetilde{A}_{\nu}{ }^{\beta}(x) \eta_{\nu}{ }^{\gamma}(x)\right] . \tag{B2a}
\end{equation*}
$$

in the form

$$
\begin{align*}
\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x)\right) \theta_{\nu}^{\gamma}(x) & =g \epsilon_{\alpha \beta \gamma} \delta_{\beta \gamma} \delta_{\nu \nu} \delta^{4}(x-x) \\
& -g \epsilon_{\alpha \gamma \beta} \delta_{\beta \gamma} \delta_{\nu \nu} \delta^{4}(x-x) . \tag{B4}
\end{align*}
$$

On adding (B1b) and (B1d) and using (4.16d), we find the result ( 4.16 d ), we find the result

$$
\begin{equation*}
-\left.g \epsilon_{\alpha \gamma \beta}\left(\frac{\partial}{\partial x_{\nu}} \delta_{\beta \epsilon}+g \epsilon_{\beta \delta \epsilon} \widetilde{A}_{\nu}{ }^{\delta}(x)\right) \frac{\partial}{\partial x_{\nu}} O_{\epsilon \gamma}(x, y)\right|_{x=y} . \tag{B2b}
\end{equation*}
$$

Finally, on adding (B2a) and (B2b), we obtain the equation

$$
\begin{gather*}
\left(\delta_{\alpha \gamma} \frac{\partial}{\partial x_{\nu}}+g \epsilon_{\alpha \beta \gamma} \widetilde{A}_{\nu}{ }^{\beta}(x)\right) \theta_{\nu} \gamma(x)=g \epsilon_{\alpha \beta \gamma}\left[\widetilde{A}_{\nu}{ }^{\beta}(x) \eta_{\nu} \gamma(x)\right] \\
\quad-\left.g \epsilon_{\alpha \gamma \beta}\left(\frac{\partial}{\partial x_{\nu}} \delta_{\beta \epsilon}+g \epsilon_{\beta \delta \epsilon} \tilde{A}_{\nu}^{\delta}(x)\right) \frac{\partial}{\partial x_{\nu}} O_{\epsilon \gamma}(x, y)\right|_{x=y} . \tag{B3}
\end{gather*}
$$

With the aid of (4.21) and (4.42), we can rewrite (B3) consistent.
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