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An optical-model analysis of elastic scattering of 11-MeV protons from 24 nuclei in the mass range 4°Sc to
6Ge is presented. The data analyzed include 18 angular distributions which we have measured and the
previously published 10.5-MeV elastic-polarization data. An average set of geometrical parameters is
determined for the data, and the real radius parameter of this potential is substantially larger than normally
used at higher energies. The analysis performed with a fixed geometry, but allowing the well depths to be
readjusted independently for each nucleus, reveals a very smooth dependence of the real-well depth as a
function of mass number. However, the real-well depths fail to follow the expected isospin dependence of

the optical potential.

I. INTRODUCTION

HE purpose of many proton optical-model anal-

yses is to find an average potential which will fit
as many sets of data as possible at different energies
and to interpret the variations of the parameters in
terms of nuclear properties of the target nuclei. Several
recent analyses, in particular at 30 and 40 MeV,?
using fairly complete sets of differential cross-section
and polarization data, have shown results which dif-
fered significantly from earlier analyses*® based on less
complete neutron and proton data below 20 MeV. Since
the 30- and 40-MeV data could not be analyzed on the
basis of the lower-energy results, it is of considerable
interest to see if the lower-energy data can be reproduced
using a model determined from the 30- and 40-MeV
analyses or if there is a definite change in the optical-
model potential as a function of energy.

The description of elastic scattering by means of a
one-body Schréedinger equation with a smooth local
complex central potential plus a spin-orbit potential
is a gross oversimplification of the problem. It is possible
to write formal expressions for the optical-model po-
tential®7? but so far it has been impossible to evaluate
these expressions in a way that the results are directly
applicable to the analysis of data. Because of the elimi-
nation of the nonelastic channels at least, the potentials
are expected to have an energy dependence and at the
lower energies this can be quite appreciable.! It is very
difficult, with our present methods of optical-model
studies, to determine precisely and unambiguously the
optical-model potential parameters. It is well known
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that, using the conventional potential shapes, the an-
alysis of scattering data from one nuclei at a given
energy leads to nonunique parameters. This is probably
so partially because we have standardized on inade-
quate shapes but also because in general the data does
not define a unique scattering matrix. Even if it did it
is quite possible for several distinct potentials to give,
at one energy, essentially the same scattering matrix.
However, the introduction of biases and constraints in
the variation of the potential parameters when fitting
several sets of data puts severe restrictions on the pa-
rameter space; it is usually thought that such average
potentials are more meaningful.

The purpose of this paper is to report on a careful
analysis of proton elastic scattering differential cross
section and polarization data from medium weight nu-
clei at 11-MeV incident energy. The aim of this analysis
was to find, at this energy, the best average potential
for medium-weight nuclei; no attempt was made to
insure that this potential would be adequate outside the
range of nuclei considered and at other energies. This
analysis differs significantly from previous ones in two
important aspects: first, the large data set used covers
a small mass range and second, the incident energy is
the lowest at which such systematic analyses have been
made.

The energy was selected for the following reasons: A
complete set of polarization data was available;® some
reaction cross sections in this energy region have been
measured, and at 11 MeV, E, is sufficiently above the
(p,n) threshold for many medium-weight nuclei so that
compound elastic scattering contributions were likely to
be small. We have measured the differential scattering
cross sections from 18 nuclei from #¥Ti to 7Ge. From 12
of those data sets, we have determined an average set
of geometrical parameters. With this average geometry
we have analyzed data at 11 MeV from 25 nuclei in

8 L. Rosen, J. G. Beery, A. S. Goldhaber, and E. H. Auerbach,
Ann. Phys. (N. Y.) 34, 96 (1965).
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this mass range and studied the behavior of the depen-
dence of the well depths as a function of nuclei.

II. CHOICE OF MODEL AND CRITERIA
FOR ANALYSIS

The optical model used is defined by the sum of the
following potentials:

1. Central potential,

real part —Vaf(ryrsas),

imaginary part 4aDWD;Z~ f(r,rp,0p).
r

2. Spin-orbit potential,

h\2Vs d
o l(———) —f(7,750,@50) -
dr

MzC 4

3. Coulomb potential,

(Ze*/2R,;)(3—7r*/R2) for r<R.,
Zet/r for r>R..

The function f(r,70,¢) is the usual Fermi or Woods-
Saxon form factor,

frro@)={1+exp[ (r—rid'¥)/a},

where 4 is the atomic mass of the nucleus in atomic
mass units.

The factor 4ap in the imaginary potential is used so
that the imaginary potential has a maximum value of
Wp. The Coulomb potential written would be that pro-
duced by a uniform charge distribution of radius R..
Since the results are not sensitive to the value of R,,
throughout this analysis it was kept fixed at 1.25413 F,
This model is the one most commonly used for optical-
model analysis.'

The present analysis was made with an optical-model
search code which minimizes X? with respect to any num-
ber of parameters simultaneously. In order to convey
an objective quantitative value of the quality of the
fits, we shall define (in an obvious notation) the quanti-
ties X,2, X,2, and VX2 as follows:

1 wn, <0'th (0;)_' O'expt(ei) )2
X2=— e — I
N., =1 Aa'expt (01)
1 Ny Pth(ai)_Pexpt(oi) 2
i Ly (PP,
Np =1 APexpt (0t)

NX2=N X2+ N X2,

The quality which the code minimizes is the total chi
square VX2, This is an arbitrary choice; e.g., one could
have minimized the sum of X, and X,2 Since, for our
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particular analysis, we are covering such a small range
of 4 values, the curves are very similar and, regardless
of the criteria used, the same weighting is applied to all
distributions. If the analysis covered a larger range of
masses at several energies, the two different criteria
would not be equivalent.

III. DATA ANALYZED
A. Present Experimental Results

We shall consider separately two groups of differential
cross-section data experimentally obtained at Oak
Ridge.

1. For 48Ti, 51V, 22Cr, 5Fe, 5Fe, 5Co, ®Ni, ©Ni, ¢Ni,
8Cuy, $5Cu, #Zn, %Zn, and % Zn all the targets were self-
supporting foils of approximately 1.0 mg/cm?. The iso-
topic enrichments were >959%, for all targets. The
11.0-MeV proton beam was obtained from the Oak
Ridge National Laboratory (ORNL) Tandem Van de
Graaff. Pulse-height spectra of the scattered charge
particles were obtained at 5° intervals between labora-
tory angles of 20° and 165°. The detector was a solid-
state surface-barrier counter, sufficiently deep to fully
stop 11-MeV protons; the energy resolution was about
40 keV full width at half-maximum (FWHM). Details
of the experimental procedure and data reduction are
similar to those given elsewwhere.? The numerical values
of the cross sections of all the peaks for which we ob-
tained angular distributions are available.® For elastic
scattering the errors due to counting statistics were very
small and from reproducibility studies we estimate the
relative errors to be less than 59, for angles greater than
30°. Because of dead-time losses and inaccuracy in
angle settings, the errors were larger at smaller angles.
Angle settings were measured with a precision of 0.1°
with respect to the geometrical zero line of the scatter-
ing chamber; the geometrical zero line was determined
to be the beam line to within 0.3°. The absolute norma-
lization assigned to the cross sections depended on the
measured target thickness, the detector solid angle mea-
surements, and the beam integration measurements.
We estimate the accuracy of the absolute magnitude to
be within 109,

2. For the germanium isotopes we made measure-
ments with self-supporting targets which were obtained
from the evaporation of the germanium isotope onto
Formvar backings. The targets were of considerably
poorer quality resulting inless precise data,in particular,
with respect to absolute magnitude. The data were
analyzed because they extended the measurements to
heavier masses but we shall not put much weight on the
departure of the analysis from the trends when this
occurs for the germanium isotopes.

9R. J. Silva and G. E. Gordon, Phys. Rev. 136, B618 (1964).

07, K. Dickens, F. G. Perey, and R. J. Silva, Oak Ridge
ll.\Te};,ltig;lal Laboratory Report No. ORNL-4182, 1967 (unpub-
ished).
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TasLE I. Optical-model parameters corresponding to the curves plotted on Figs. 1 and 2. All the parameters were adjusted by
the code in order to obtain the minimum total x¥'s. The elastic cross-section data are normalized by the factors K.

Vs 7s Qs Wp D anp Vo 720 Q50 OR
Element K (MeV) (F) (B Mev) F) (F) MeV) (F) @ (@b x! x* Ne
48T§ 1.00 52.88 1255 0390 2091 0968 0333 876 0976 0.280 693 1.7 34 106
sy 1.00  50.05 1.240  0.666 8.37 1.270 0.620 7.87 1.303 0.619 959 0.78 2.5 61
52Cr 1.00 4885 1260 0.658 11.07 1285 0461 9.63 1278 0.482 841  0.77 2.1 59
54Fe 1.00 4561 1306 0701 1937 1370 0293 8.68 1284 0.359 787 093 1.1 48
56Fe 1.00 4534 1322 0.652 12.87 1297 048 7.79 1323 0.517 944 1.7 3.0 94
5%Co 090 4541 1313 0.682 11.72 1354 0.500 6.43 1.307 0.587 995 1.1 0.88 48
60Ni 1.00 4739 1.280 0.720 1347 1333 0456 7.70 1304 0.506 962 0.17 031 10
1.05+ 4738 1290 0.707 13.09 1341 0455 7.67 1313 0.513 950 0.12 034 8.9
62N 095 47.08 12901 0711 1132 1356 0511 579 1.234 0565 1023 040 0.67 22
#Ni>  1.00 50.12 1.271  0.663 12.14 1298  0.50° 6.31 1.285  0.50° 96 14 3.3 146
8Cu 1.00 4852 1269 0.753 16.58 1439 0319 6.72 1417 0.393 920 0.86 0.81 38
0.95* 4895 1261 0.760 1556 1426 0351 6.58 1392 0.427 940 054 0.80 28
85Cu 090 5020 1.283 0.627 11.09 1265 0500 7.30 1.267 0.437 904 2.1 2.5 104
64Zn 090 46.77 1.287 0.753 1270 1397 0444 594 1.281 0497 991 030 3.6 65
86Zn 095 5212 1.246  0.648 846 1235 0.666 586 1.082 0.474 961 080 1.5 48
88Zn 1.00 4774 1307 0.660 12.76 1305 0.490 6.14 1.200 0410 987 048 0.61 23

= Curves corresponding to these renormalized data not shown on Figs. 1 or 2.

b Nickel-62 and $4Zn polarization data used.
¢ Value of parameter not adjusted by code.

As a matter of convenience in the search, we assigned
to all these data an error of 7.5%, for angles up to 30°
and 59, at greater angles.

B. Cross-Section Data Previously Measured

All of the polarization data were taken by Rosen ef
al.® at an energy of 10.5 MeV. We have also included
differential cross sections for 10.9-MeV protons elas-
tically scattered from 58Fe (Ref. 11) to which we as-
signed an error of 7.5%,.

C. Organization of the Analysis

The first phase of the analysis, for a determination
of a set of best-fit potentials, was done on the 14 nuclei
for which we had both differential cross-section and
polarization measurements (*Ti,5V,52Cr,556Fe,5Co,
60,62,64j 63,65,(Cyy,64,66,687n), Since there were no polari-
zation measurement for %Ni, a set combining the po-
larization data of ¢2Ni and %Zn was used. Thus, there
were 30 polarization “data” points for ®Ni, instead of
15 as for the other nuclei, a point to bear in mind when
comparing the total X2 for this isotope to the total X2 for
the other nuclei.

The second phase of the analysis was the determina-
tion of an average set of geometrical parameters, and
is described more fully in Sec. V. The best-fit parameters
for the 8Ti and %Fe data were considered too divergent
from the values found for the other isotopes; therefore,
the 8Ti and %Fe data were excluded during the search
for an average geometry.

The last stage of the analysis was the study of the
trends of the optical-model potential-well depths, and
is described more fully in Sec. VI. In addition to the 14
isotopes previously mentioned, the analysis included

11 J, Benveniste, A. C. Mitchell, and C. B. Fulmer, Phys. Rev.
133, B317 (1964).

the following additional data:

1. Differential cross-section and polarization data: **Fe.
2. Differential cross-section data only: 7.72.74.76Ge,
3. Polarization data only : #5Sc, ¥Ti, Mn, 5"Fe, and 58Ni.

IV. BEST-FIT POTENTIALS

The automatic searches for best-fit potentials were
started from the results of a previous analysis.”? The
following starting values were used for all isotopes:

Ve=50MeV, 7r,=125F, a,=.65F,
Wp=13 MeV, rp=1.25 F, (LD=.47 F,
V=55 MeV, ro=117F, a.=.47F.

The automatic searches were conducted in four steps:

1. Three-parameter search: Only the three well
depths were varied. The results can be summarized as
follows:

49<V,<53, 6<Wp<14, 6<V,:<9.

2. Four-parameter search: The three well depths and
the diffuseness parameter ap were optimized.

3. Eight-parameter search: All of the parameters but
750 Were optimized.

4. All nine parameters were adjusted.

The final results are shown in Figs. 1 and 2 and the pa-
rameters are given in Table I. The quality of the fits is
very satisfactory and in most cases the X?/point is
about 1.

The gradual increase of the number of parameters
being varied by the search code, in general, allows the
code to converge in a controlled manner. For two of the

2 F, Perey, in Proceedings of the Second International Symposium
Polarization Phenomena of Nucleons Karlsruhe, edited by P. Huber
and H. Schopper (W. Rosch and Co., Bern, 1966), p. 191.



175

nuclei ®Co and *Ni some difficulties were experienced
when all the parameters were varied. Those difficulties
were traced to the following causes:

1. #Co. The search fails to converge if all three pa-
rameters of the spin orbit potential are allowed to vary.
Convergence could be achieved only if one of these pa-
rameters was left free.

2. #Ni. Divergence of the search occurred when both
ap and a,o were allowed to vary. Values of ap=a,=0.5
F were found to be the most adequate.
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Fic. 1. Best fits to the 11-MeV elastic cross-section and 10.5-
MeV elastic-polarization data. All the parameters of the model
were adujsted by the code in order to obtain the minimum total
X2 for each nucleus. The parameters corresponding to these curves
are given in Table I.
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Fi16. 2. Best fits to the 11-MeV elastic cross-section and 10.5-
MeV elastic-polarization data. All the parameters of the model
were adjusted by the code in order to obtain the mimimum total
x? for each nucleus. The parameters corresponding to these curves
are given in Table I.

A. Renormalization

Since the absolute values of the cross sections were
known experimentally to £109), we investigated the
effect of renormalization of the data on the optical-
model potential searches. When the data showed sys-
tematic departures from the optical-model curves for
angles less than 50° renormalization of the data in steps
of 5%, was studied. If, within the experimental errors on
normalization, a new fit could be obtained which did
not appreciably change the X2 for the polarization but
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Fi1c. 3. Values of the radius parameter for each nucleus obtained
from the search I;. For each nucleus, the radius parameters of the
three well depths were restricted to be equal and this value, along
with the six other parameters of the optical-model potential, were
adjusted by the code in order to obtain the minimum total x¥'s
given in Table III, column I;. The dashed line indicates the aver-
age value of the equal radius parameters, r=1.285 F, adopted for
all the nuclei in the following searches.

improved the X2 for the differential cross section by 509,
(the ratio of the X2 before normalization to the X2 after
renormalization greater than 1.5), the renormalized
data was accepted. New normalization of the data for
four isotopes and the redetermined X¥s are shown in
Table II.

The renormalization by 109 of the data for Cu was
not based on the above criteria since the data at angles
less than 509, were fitted in a satisfactory manner. We
were prompted to investigate the normalization of these
data because the convergence of the search was critical
and a function of the starting parameters. The best fit
was obtained when the three radius parameters were
kept fixed to 1.285 F (Wx2=118). At this stage of the
analysis the X2 was not improved very much by re-
normalizing the data (104 rather than 118); however,
when all the parameters were fixed to the average geom-
etry the renormalization improved the X? by a factor of
1.7.

B. Discussion of Results

Because *Fe has a (p,n) threshold above 9 MeV, we
expect some strong contamination of compound nu-
cleus contribution. The only nucleus for which the
total search shows very different results from the
average is 4TI,

Tasre II. Justification of the elastic cross-section-data nor-
malization factors K adopted during the total searches and used
in Tables I and IV.

Element K P Xxp? Nx2
%Co 1.00 2.4 0.78 87
0.90 1.1 0.88 48
62N1i 1.00 0.85 0.66 35
0.95 0.40 0.67 22
647Zn 1.00 1.2 3.2 83
0.90 0.3 3.6 65
667Zn 1.00 14 1.5 66
0.95 0.8 1.5 48
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1. Radius parameters. Only four out of the 42 radius
parameters are less than 1.20 F and only eight are
smaller than 1.25 F. This result is quite different from
the higher-energy analyses which gave, for both the real
and spin-orbit potential radius parameters, less than
1.20 F.

There is a tendency for the imaginary potential radius
parameter to be larger than the real potential radius pa-
rameter. However, for only six out of 14 nuclei is the
difference larger than 0.03 F.

There is no tendency for the spin-orbit potential
radius parameter to be smaller than the real potential
radius since this occurs for only six out of 14 nuclei.

For six nuclei (52Cr,*Fe,®Co ©Ni,%Ni, and %Cu) the
difference between the three radius parameters is less
than 0.05 F.

2. Diffuseness parameters. For the imaginary and spin-
orbit potentials, the diffusenesses are, with only one
exception, smaller than the real potential diffuseness.
The spin-orbit and imaginary diffusenesses are approxi-
mately the same. ‘

V. SEARCH FOR AVERAGE GEOMETRICAL
PARAMETERS

In this section the various steps to determine an
average set of geometrical parameters are presented.
Because of the high (p,#) threshold for #Fe and because
of the very different parameters found for *Ti, we de-
cided to exclude them from consideration for the de-
termination of a set of average geometrical parameters.
The study proceeded in four steps which will now be
described.

Step I1. Analysis for ry=rp=r0. As noted previously
for six nuclei (%2Cr, 56Fe, %Co, “Ni, #Ni, and #Cu) the

Tasre I1I. Variation of the total X¥s when the geometrical
parameters of the optical-model potential were gradually restricted
to the average values F given in Table IX. The optical-model
parameters corresponding to the column T are given in Table I.
The well depths corresponding to the column F are given in Table
IV. The symbol “<” indicates a ratio of two consecutive Nx¥s
larger than 1.3 but smaller than 2; “<” indicates a ratio larger
than 2. The elastic cross-section data are normalized by the
factors K.

Nx?

Element K T I 1 I 2 I 3 I 4 F
sy 1.00 61 68 83 84 92 101
52Cr 1.00 59 60 62 68 91 102
SFe 1.00 94 96 103 118 118 121
®Co 0.9 48 50 <85 85 87 93
80Ni 1.00 10 13 <23 <96 98 101

1.05% 8.9 12 <24 <83 53 55
62Ni 0.95 22 <34 38 <54 <79 73
84Ni 1.00 146 150 138 141 153 160
%Cu  1.00 38 K96 101 <154 154 161

0.952 28 <72 80 92
6Cu  0.90 104 105 120 127 127 141
64Zn  0.90 65 <86 91 117 127 125
8Zn  0.95 48 59 55 57 57 62
687Zn 1.00 23 <33 34 42 44 <84

» Renormalization performed only after the geometrical parameters have
been fixed to the average values in F.



175 11-MeV PROTON OPTICAL-MODEL ANALYSIS 1465
A
02 [ -Ep=11MeV J I ° £,=10.5 MeV
] I 1,,X%()=0.59 7 08
G ~
VT XZ.(;')=O‘4O } 06 T,XZ(P)=O‘67//I" 3
LN il Bl 6oy M2, o N
AP 4 AL WXE(T) ' F i\
05 h \ | 02 [ 4
g ¢ 7 ¥ ; \ l
Fic. 4. Examples of \--- /* \\ o e 4 \\
worsening of fit quality as 1 v/ N\, / h f
a function of the x¥s ratio. - LW \ N -02 he, 2\
The full curves are the fits . L / M K i
obtained to the data when § 02 g f e o4 I, x3(P=1A"Y |
all the parameters were free b v A2 | t 1
(search labelled T in Table . ol g 1 e\ N
III); the dashed curves are | == 7,X"(0)=0.86 ¥ / \
the fits when the only con- N A 2 04 b—o IR
straint was to have the g — P ——p 1,X2P)=18", + TN\
three radius parameters to t !M__A__.__ / 02 N — |
be equal for each nucleus 05 \ L4 ‘ 1 \ \
(search labelled I; in Table 4 \{ / 0 b—e=mtest, y !
vV ANVE
1I0). / ,/ \ /
- p -02 b v
:‘:" i / X2 ? 4 +
\4 63, VX ) — N
02 £, x20)=2.3 4 Cudrxzr) 2 7.x2(P)=08t—" Y/
-06
[oX] -0.8
[¢] 25 50 75 100 1425 150 175 o] 30 60 90 120 150 180
h 6¢ . (deg)

difference between the three radius parameters was less
than 0.05 F. This fact led us to reanalyze the data with
the constraint that all three radii be the same for a given
nucleus. We shall call I; those results. The radius pa-
rameters so obtained for all 12 nuclei are shown in Fig.
3 and the X2 are in Table ITI, where they can be com-
pared to the result of the searches without any con-
straint on the parameters (labelled Search T').

We rely very heavily, as an objective criteria, on the
value of X2 to judge the quality of a fit. However, as a
practical matter it is often difficult to judge subjectively
which of two fits is better when their X¥'s differ only by
aratio of 1.3. We shall therefore refer to two fits as being
equivalent when the ratio of their X¥’s is less than 1.3.
In Table III we have indicated by the symbol “<”
when this ratio is greater than 1.3 and by ‘“«<” when it
is greater than 2. To demonstrate this point we have
shown in Fig. 4 the fits for the two nuclei, Ni and $Cu,
for which the X¥’s got the highest increase from 7" to I;.
Only in the case of ®#Cu is the fit noticeably worse. This
is not surprising since inspection of Table I shows that
it is the nucleus for which there is the greatest differ-
ence in radius parameters. For the polarization in Fig.
4, the two sets of curves are somewhat different but
give equivalent fits out to 140°.

The average value of the radius parameters is 1.285 F
and, with theexception of #Co, they all lie within 4-0.025
F of this value. We note that with this constraint the
radius parameter found here is higher than 1.25 F, the
value used in several previous analyses near our energy.

Step Is. Analysis for re=rp=r;0=1.285F. The next
phase consisted of fixing the average radius parameter
at 1.285 F for all nuclei and readjusting all of the other

parameters for a best fit. The results of this procedure
will be called I,. The X¥’s are shown in Table III. Only
#Co and ¢Ni see their X¥’s increase by more than a factor
of 1.3. The case of %Ni is interesting because, as shown
in Fig. 3, its radius parameter is not further away from
the average than those for 5V, #Cu, and %Zn and it
illustrates markedly the different sensitivity of similar
curves to variations of optical-model parameters.
Figure 5 shows, with open circles, the values of the
two real-well parameters V, and a,, which were re-
adjusted. The average value of20.65 F for a,, which is
often used in this energy range,? is in good agreement
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F16. 5. The open circles are the values of V, and a, obtained
from search I,. The radius parameters were set to »=1.285 F and
the six other optical-model potential parameters were adjusted by
the code to obtain the minimum total x¥s given in column I,
Table III. The full circles are the values of V, obtained from search
I3 with r=1.285 F and @, equal to the average value of 0.65 F
(dashed line). i
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TaBLe IV. Optical-model parameters corresponding to the curves plotted in Figs. 8 and 9. The geometrical parameters were fixed
to the average values F given in Table IX. The three well depths were allowed to vary in order to obtain the minimum total x?’s.

The elastic cross-section data are normalized by the factors K.

Va WD V-o OR
Element K (MeV) (MeV) (MeV) (mb) pa xp? Nx?
48T 1.00 46.52 10.27 8.60 925 12. 20. 693
LAY 1.00 47.45 10.41 7.39 941 1.8 3.1 101
82Cr 1.00 47.11 8.96 9.95 882 1.1 4.2 102
56Fe 1.00 47.80 11.27 7.51 934 2.7 2.7 121
58Fe 1.10 48.16 11.51 5.53 962 3.5 4.0 144
%Co 0.90 48.23 11.33 6.84 944 2.2 1.4 93
LU 1.05 48.52 10.87 7.85 923 1.2 1.2 55
62N1i 0.95 48.87 11.15 5.62 950 1.5 1.9 73
64Nia 1.00 49.09 11.39 6.11 978 14 3.8 160
83Cu 0.95 48.61 10.41 6.38 923 2.5 1.2 92
65Cu 0.90 49.00 10.00 7.56 942 3.0 3.2 141
647Zn 0.90 48.70 10.61 5.76 908 1.9 4.5 125
667n 0.95 49.19 10.81 5.84 935 1.2 1.6 62
$87n 1.00 49.25 11.29 5.17 963 1.5 2.6 84

a 2Nj and %Zn polarization data used.

with those results. The greatest departure from this
average value is 0.03 F. We shall, therefore, fix the dif-
fuseness parameter of the real well to 0.65 F.

Step Is. Analysis for a,=0.65 F. In the following step,
called I, the three radius parameters are fixed at 1.285
F and the real diffuseness parameter a, at 0.65 F. All
the other parameters are readjusted for a best fit. The
X%’s obtained with those constraints are shown in Table
II1. The open circles on Fig. 6 show the resulting diffuse-
ness parameters ¢p and @, and the full circles on Fig. 5,
the new V, (very similar to the previous ones).

The average value of ap is 0.52 F and is shown as a
dashed line on Fig. 6. The greatest departures from this
average value are 40.095 and —0.075 F. This spread of
values is from three to four times larger than that found
at the previous step I, for a..

For the parameter a,o the spread of values is even
larger than for ap. Very often this parameter ‘“‘runs
away” from acceptable values during the automatic
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Fi16. 6. The open circles are the values of ap and @, obtained
from search I3. In this search, r=1.285 F, ¢,=0.65 F, and the five
other optical-model potential parameters were adjusted by the
code to obtain the minimum total X¥’s given in column I3, Table
III. The full circles are the values of a.o obtained from search I4
with r=1.285 F, 2¢,=0.65 F, and ap equal to the average value of
0.52 F (dashed line).

search (%Co, %2Ni, ®Ni, ®Cu, and **Cu) usually in order
to improve the fit on the differential cross section at
the expense of the fit to the polarization. We had hoped
that if we left this parameter free until the end it would
assume more reasonable values (did not seem to be
true).

Comparing columns I, and I3 in Table III, we see
that for three nuclei the values of X*’s have increased
appreciably. We shall now consider each case separately.

Ep=t1 Mev re=ro=rgo=1.285F
Vs o5 Wy oy Vso 050 Xolo) X2ip) NX2
Mev)  (F) Mev) () Mev) (F)
ONi(I,) 4848 0682 396 0455 7.80 0515 046 0.61 23
(3) 4876 065 1199 0495 7.28 0545 28 089 96
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F16. 7. Comparison for ®Ni and %Cu of two elastic differential
cross-section data fits corresponding to the consecutive searches
I; and I showing the effect of the variation of a,.
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(a) For ©Ni the total VX? has increased by a factor
of 1.4, X,? has remained unchanged at 1.2 per point, but
for X2 the value has increased from 0.71 to 1.2 per point.
We, therefore, still have acceptable fits.

(b) The differential cross-section fits for ®Ni and
8Cu for both stages I and I; are shown in Fig. 7 to-
gether with the parameters. For ®Ni changing a, from
0.682 to 0.65 has caused an increase of 5 to 109 in the
calculated differential cross sections for intermediate
angles. For #Cu, changing @, from 0.621 to 0.65 has
decreased the calculated cross sections in the same an-
gular range from 2 to 79%,. Fixing a, at 0.65 F for both
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F1c. 8. Fits to the 11-MeV elastic cross-section and 10.5-MeV
elastic-polarization data using the average geometrical parameters
F, given in Table IX, The three well depths, given in Table IV,
were adjusted by the code in order to obtain the minimum total
x2 for each nucleus.
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Fi16. 9. Fits to the 11-MeV elastic cross-section and 10.5-MeV
elastic-polarization data using the average geometrical parameters
F, given in Table IX. The three well depths, given in Table IV,
were adjusted by the code in order to obtain the minimum total
x? for each nucleus.

of those nuclei will be responsible for the renormaliza-
tion of those data which we will discuss later on.

Step 1. Analysis for ap=0.52 F. With the three radius
parameters held at 1.285 F, ¢, at 0.65 F, and ¢p at 0.52
F, the next set of searches labelled I, gave fits very simi-
lar to those of I3 as shown by the X?’s given in Table III
even though four nuclei had the value of ap changed by
more than 0.04 F.

The new values of a,0 are shown by full circles in Fig.
6. In general the value of a0 is changed very little with
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F1G. 10. Well depths as a function of mass number when the geometrical parameters were fixed to the average values F, given in Table
IX, and the three well depths adjusted by the code to obtain the minimum total X¥s. The numerical values are given in Tables IV,

VI, and VIII.

the exception of ®2Ni, %Ni, and %Zn, which had the
greatest departure from the average value of ap, and
the new values of a4 followed the same variation as has
occurred in ap. For #Cr the effect is in the same direc-
tion but much smaller. The dashed line at a;0=0.54 F is
the average value of 0. The value of 0.339 for %Zn was
not included in this average.

In view of the large spread in the values of ap and
as and because their average value differs by only
0.02 F, we decided to set the average value of ap and
a4 to be the same at 0.53 F.

The search for the average geometry is now complete
and we have three numbers which characterize it:

re=rp=r0=1.285F, a,=0.65F,
ap=0a,=0.53 F.

We shall, in the remainder of this paper, refer to this

geometry as the I geometry.

V1. FITS WITH THE AVERAGE GEOMETRY

The average geometry determined in the previous
section will now be used to analyze various data at 11.0

MeV.

1. Analysis using both differential cross-section and
polarization data. At 11 MeV, 14 data sets for which we

had both differential cross-section and polarization data
were fitted using the average geometry by varying only
the three well depths to get a best fit. The parameters
are given in Table IV and Figs. 8 and 9 show the com-
parison with the data. The well depths are plotted as a
function of mass number, the full circles, in Fig. 10.
Twelve of those 14 nuclei had been used in the deter-
mination of the average geometry and the new X?’s can
be compared to those for the very best fit in Table ITI.
Only for %Zn is the fit considerably worse. This was ex-
pected since for this nuclei all the fits required a very
small value of a,0. The polarization fit was much affected
by the value of @:,0=0.53 instead of 0.34. The X,? has
gone from 1.1 at I, to 2.6 and the X,2 from 0.95 to 1.5
We note that now the values of X¥’s for this nucleus are
comparable to those for other nuclei whereas before
these values were much smaller than for other nuclei.
The nucleus #*Ti had been dropped from considera-
tion for the determination of the average geometry
because its best-fit parameters were very different from
those of the other nuclei. The fit shown in Fig. 8 gives
satisfactory agreement out to 125° but the data are
much larger than the calculation at back angles and in
general the calculated polarization is also larger than
the data for those angles. Both of those problems may
be caused by the presence of some compound elastic
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TasBLE V. Justification of the elastic cross-section-data normali-
zation factors K, used in Table IV, adopted during the searches
performed with the average geometry F given in Table IX.

Element K X2 Xp? Nx?
58Fe 1.00 6.6 4.6 225
1.10 3.5 4.0 144

60N 1.00 2.8 1.2 101
1.05 1.2 1.2 55

8Cu 1.00 49 1.1 161
0.95 2.5 1.2 92

scattering. However, this cannot be the whole explana-
tion because the amount of compound elastic scattering
should be related to the value of the (p,n) threshold, and
82Cr, 56Fe, Ni, %Zn, and %Zn have (p,n) thresholds
higher than “8Ti and their fits do not present the same
problem.

In the case of *Fe compound elastic scattering is
certainly important since the *Fe (p,n) threshold is
above 9 MeV; furthermore, we have not succeeded in
obtaining satisfactory fits with the average geometry.

At this stage of the analysis we reconsidered the nor-
malization of three angular distributions. Table V gives
the comparison of the X2 values before and after normal-
ization. For ®Ni and ®Cu renormalization became
necessary when the real potential diffuseness was fixed
at 0.65 F as shown in Fig. 7 and discussed previously.
We reinvestigated the total searches for “Ni and #Cu
with the new normalization and the results are shown in
Table I. Since the parameters are very close to those
found previously and the values of X*’s are slightly
smaller than before we felt there was no inconsistency.
The slight improvement in X2 would not have passed
our criteria for renormalization on the basis of the total
search results only.

2. Fits to the germanium differential cross-section data.
At the time this analysis was performed preliminary
differential cross-section data for the four even-even
isotopes of germanium had been obtained. To extend
the analysis to larger A value, we decided to include
those data even though they are poorer than data for
the other nuclei, in particular with respect to normali-
tion, and there are no polarization data available.

Tasre VI. Optical-model parameters corresponding to the
curves plotted on Fig. 11. The geometrical parameters were fixed
to the average values F given in Table XI. The real and imagi-
nary well depths were allowed to vary in order to obtain the best
fits to the elastic cross-section data (no elastic-polarization data
available).

Va WD Vso OR
Element K (MeV) (MeV) (MeV) (mb) X2
Ge 090 49.62 11.21 5.00e 930 1.5
2Ge 0.90 49.21 12.15 5.002 958 0.65
“Ge 0.95 48.70 14.35 5.00e 989 1.6
Ge b 48.64 14.52 4.70> 1007 1.1

a Value of parameter not adjusted by the code.
b Data for angles larger than 85° renormalized by 1.2,

11-MeV PROTON OPTICAL-MODEL ANALYSIS

1469

1 T

£,=11 MeV
S - A //
V2 e 7
TN AN T/
\ ¢ \\ ’
05
) /‘ \ /
\ / \ /
¢ [} ¢
/ \ fod ]
MERRYY.
0.2
\[/
< W/ =
1 b
\\4/‘ \¢ _7‘26& N
\ AN\ /
\ N /

-
.

0.5

/
0//
>
™~

0.2 \ /

\X
(*4
? o= =
Ll
\y’/\v 74Ge
\ /"‘\
\ N
05 / \ -
'+ II’ \‘\ ‘1’/
$e /
L \
¥
\ J
0.2 ¢

AT

///

05 ¥ =

\ e
W, \ 1/
\ 7

'Y

0.2
0 25 50 75 100 125 150 175

8c.m.(deg)

Fic. 11. Fits to the 11-MeV elastic cross-section data of the
germanium isotopes when the geometrical parameters were fixed
to the average values F, given in Table IX. The three well depths,
given in Table VI, were adjusted by the code to obtain the mini-
mum X,’s.

Since only differential cross-section data were avail-
able, we fixed the spin-orbit potential strength to agree
with the trends for lighter nuclei. The fits obtained
using the average geometry and varying only the real
and imaginary potential well depths are shown in Fig.
11. The parameters and the normalization adopted are
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F16. 12. Comparison with the data of the theoretical curves
obtained with the average geometrical parameters F, given in
Table IX, when the three well depths were adjusted by the code to
obtain the best fits to the elastic cross-section and polarization
data simultaneously (dashed curves and Table IV) or to obtain the
best fits to the elastic-polarization data only (full curves and
Table VII).

given in Table VI and the well depths are plotted as
triangles in Fig. 10.

For the two heaviest isotopes "Ge and 7Ge the real
and imaginary well depths seem to depart from the
trends of the lighter nuclei when one considers their
value as a function of mass number. On "Ge and "Ge
we varied the spin-oribt potential strength by =129,
but this affected neither the X2 values nor the real well
depths; the imaginary well depths were affected by
only 1 to 29,. The failure of the real and imaginary po-
tentials for “Ge and 6Ge to follow the trends as a
function of 4 must, therefore, not be associated with the
uncertainty in the value of the spin-orbit parameters.

3. Fits using polarization data only. In the mass region
where we have analyzed polarization and differential
cross-section data, Rosen et al. have reported polariza-
tion measurements on four odd-mass isotopes, *Sc,
#9Tj, 55Mn, 5Fe, and one even-even isotope, 5Ni, for
which we have no differential cross-section data. In the
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case of 58Ni, we anticipate that we will have a large
contribution from compound elastic scattering, as
was the case for 5Fe, because of the high (p,n)
threshold.

In order to study the relationship between the param-
eters found by analyzing only polarization data and
those where both polarization and differential cross-
section data are used, we first analyzed the polarization
for five nuclei (*8Ti, 51V, N1, 62Ni, and %Zn) which we
had previously analyzed. The parameters are given in
Table VII and the comparison with the data shown in
Fig. 12 (full curves). Comparing Tables VII and IV, we
notice that, although an improvement in X,? is notice-
able (up to a factor of 4.5 for #*Ti and 2.1 for #Zn), the
real-well depths are changed by 0.5 MeV at most, or
19, but the imaginary potential- and spin-orbit
potential well depths have a tendency to be much
higher when only the polarization is fitted. For three
nuclei (48Ti, ®Ni, and %Zn) where the increases are the
greatest (about 309), the theoretical curve for the dif-
ferential cross sections are much more damped than the
data. On four cases the differential cross section oscil-
lations are in phase withjthe data but in the case of
#7n they are off by about 5°. We, therefore, conclude
that the analysis of the polarization data only will most
likely yield a real well depth within 0.5 MeV of that
which would be obtained if both differential cross-sec-
tion and polarization data were available but that the
imaginary well depths and spin-orbit potential well
depths may be too large by up to 30%,.

The parameters obtained by fitting the polarization
data for the five new nuclei and 5Fe are given in Table
VIII and the corresponding curves are shown in Fig. 13.
The three well depths are plotted as diamonds in Fig. 10
and the comparison with the other well depths clearly
shows the tendencies expected for the real and imagi-
nary potentials. With the exception of *Fe, which we
already knew did not agree with the rest of the data, the
values of V, appear to follow the trends of the other
nuclei; four of the six distributions just analyzed show
much higher value of Wp than the avergae value of 11
MeV previously found. In the case of the spin-orbit po-
tential, only for 5Fe does the value of Vo appear to be
high with respect to the other ones.

TasiLE VII. Opti¢al-model parameters for run F(p) correspond-
ing to the full curves plotted on Fig. 12. The geometrical param-
eters were fixed to the average values F given in Table IX and the
three well depths were allowed to vary in order to obtain the best
fits to the elastic-polarization data only.

Vs Wp Vo oR
Element (MeV) (MeV) (MeV) (mb) xp?
48T 46.02 13.76 8.07 973 4.3
sry 47.05 10.47 8.02 938 2.8
60N1i 48.15 12.08 9.19 934 0.8
62Ni 49.29 11.71 7.00 962 1.2
647Zn 48.61 13.15 11.14 935 2.1
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VII. SYSTEMATICS OF POTENTIAL DEPTHS
WITH THE AVERAGE GEOMETRY

1. Variation of parameters as a function of mass num-
ber. The values of the parameters for the 24 nuclei ana-
lyzed are given in Tables IV, VI, and VIII and are
plotted on Fig. 10. To a first approximation we shall
consider that the parameters have a linear dependence
on the mass number 4. Least-square fits to a linear de-
pendence on 4 were made giving a weight of 2 to the
parameters obtained from fits to both differential cross
sections and polarization data.

The real well depth V, is given by

V.=40.540.134 MeV,

calculated with 22 nuclei (the results for *Ge and 76Ge
were omitted). If one excepts #Fe(AV,=1.2 MeV) and
2Ge(AV,=0.64 MeV), all of the other values of V, are
given by the formula to better than 0.4 MeV or 0.8%,.

For the imaginary well depths Wp, since there is a
considerable scatter of points and no systematic de-
pendence on A4, the average value of Wp (excluding
again ™Ge and "6Ge) is 11.0; MeV. Ten Wp values are
within 0.5 MeV of this value and 16 of them within 1
MeV. Seven of the eight points outside of the 1-MeV
band are from the analysis of data containing either
differential cross sections or polarization data only.

For the spin-orbit potential strength, V o, the 20 points
have a considerable scatter but there is a definite trend
for V4 to decrease as a function of 4. The least-square
fit straight line is

V0=16.1—0.1554 MeV.

Nine of the 20 points are within 0.4 MeV of the line and
16 of them within 1 MeV of it.

2. The isotopic spin dependence of the real potential well
depth. It is usually recognized that, at a given bombard-
ing energy, the real part of the effective local potential
obtained from proton elastic scattering studies should
vary as a function of target nuclei because of (a) the
isotopic-spin dependence of the potential and (b) the
change in Coulomb potential of the target nuclei.

Since the effective potential is known to be momen-
tum-dependent (the potential decreasing as the momen-

TasLe VIII. Optical-model parameters corresponding to the
curves plotted on Fig. 13. The geometrical parameters were fixed
to the average values F given in Table IX and the three well depths
were allowed to vary in order to obtain the best fits to the elastic-
polarization data (no elastic cross-section data available except
for Fe but they were not fitted in this search).

Ve Wp Vo oR
Element  (MeV) (MeV) (MeV) (mb) Xp?
48Sc 46.61 13.38 8.53 963 2.8
9T 46.80 12.98 8.59 976 2.8
5Fe 46.36 11.13 7.12 908 2.2
55Mn 47.99 12.16 7.96 961 24
57Fe 47.80 12.98 9.02 962 2.3
58Ni 47.68 11.39 7.20 904 3.7
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F1e. 13. Fits to the 10.5-MeV elastic-polarization data of six
nuclei when the geometrical parameters were fixed to the average
values F, given in Table IX. The three well depths, given in Table
VIII, were adjusted by the code to o