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The Cross Section for the Photodetachment of Electrons from I‘*
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The cross section for photodetachment of I~ at 347 nm, 0.5 eV above threshold, has been
determined to be (2.9+0.5) x 10™!" em?. This value has been obtained in a crossed-beam
experiment by comparison with photodetachment from H™ at 993 nm, 0.5 eV above its
threshold. The present determination permits placement of the previously determined
relative-cross-section curve for the first electron volt above threshold on an absolute

scale.

The entire experimental curve is compared with the recent calculation of Robinson

and Geltman. Although the shapes of the two curves are very similar, the new experimental
cross section exceeds the calculation by nearly a factor of 2.

INTRODUCTION

The distribution of energy in the solar spectrum
is known to be determined by the H™ coutinuum. !
Although the dominant factors in the continua of
other stars have not yet been identified, the pro-
jected elemental abundances and temperatures in-
dicate that heavier negative ions may control the
spectra of other stars in a manner analogous to
that of H™ in the sun.?3 Firm understanding of the
role of individual negative ions in such stellar spec-
tra requires the photodetachment cross sections.

In the D region of the earth’s ionosphere, the
diurnal variation of the electron density associated
with polar-cap absorption events has been ascribed
to attachment of electrons to form negative ions at
sunset and subsequent detachment at sunrise. 4°
However, neither of the particular negative ions
thought to be present, O™ and O,”, have electrons
bound with the energy necessary to explain the ob-
servations. Both electron affinities and absolute
cross sections for heavy atomic and molecular neg-
ative ions are required for evaluation of models
for the physics of the D region.

In the laboratory, a potential source for slow,
monoenergetic, well-collimated atomic and molec-
ular beams can be visualized in the photodetach-
ment of negative-ion beams. Such a source would
not involve the energy and angular broadening in-
herent in charge transfer from positive-ion beams.
Determination of the feasibility of such an approach
rests on knowledge of photodetachment cross sec-
tions.

In spite of the usefulness of the knowledge of
photodetachment cross sections, few have been de-
termined experimentally!®~1!5 or theoretically, 16—22
In fact a recent calculation of the single-quantum
photodetachment cross section?? of I” represents
the first attempt to calculate a photodetachment
cross section for a negative ion beyond the second
row of the periodic table. The agreement of the
shape of this cross section over a region one elec-
tron volt above the threshold with the experimental

relative cross section? is remarkably good (Fig. 1).

The uncertainty in the calculations is difficult to
estimate from internal considerations alone. How-
ever, if the present experiment confirms the ab-
solute magnitude of the calculations, such agree-
ment would suggest that present theory may be ad-
equate for the calculation of the photodetachment

cross sections for most of the atomic negative ions
of the periodic table,

Furthermore, the cross section for the single-
quantum photodetachment of I” is of particular
interest in connection with recent experiments on
the double-quantum photodetachment of I".25 The
theoretical estimate® of the double-quantum cross
section was substantially lower than the experi-
mental value, The double-quantum theoretical
estimate of the cross section was based, however,
in turn on the experimentally determined single-
quantum cross section. ?” If the resulting double-
quantum estimate is in fact in error, the error
could be due at least in part to error in the experi-
mental single-quantum cross section upon which
the theory is based rather than to the theory itself.
A new determination of the single-quantum cross
section will shed light on this question.

The behavior of the cross section for I" as a func-
tion of energy above threshold has been studied pre-
viously by both shock-wave'4~ 15 and crossed-beam?*
techniques. Although the relative cross section
shape was rather precisely determined in these
experiments, the absolute magnitude of the cross
section was much less well determined. 41527 The
present experiment was performed to determine
the absolute magnitude of the cross section at
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FIG. 1. Previous experimentally determined relative

cross section?¢ normalized by present results (@) and
theoretical results of Geltman 2 (+),
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347 nm, 0.5 eV above threshold, with sufficient
precision and accuracy to permit meaningful com-
parison with theory.

APPROACH

A cross section can be determined, of course,
in one of two manners: (1) by measuring all quan-
tities involved absolutely — light intensity, ion cur-
rent, and photodetached electron current; or (2) by
accurate comparison of the ratios of these quantities
with those for another photodetachment process
whose cross section is well known. The first meth-
od requires considerably greater effort than the sec-
ond; the additional effort is justified only if no suit-
able cross section for comparison exists.

The photodetachment cross section for H™ has
been calculated by a number of different workers
with a variety of wave functions employed in the
different “length”, “velocity”, and “acceleration”
formulations. The various formulations will give
identical results if sufficiently accurate wave func-
tions are used. Although similarity of results of
the three formulations is not proof of sufficient
accuracy, such similarity implies that the results
are most probably not seriously in error. This
implication is strengthened in the case of H™ by the
observation that various nonidentical wave functions
give similar results. Thus John!® employed
Hylleraas-type Hart and Hertzberg bound-state
wave functions and 1s-exchange-approximation
continuum functions. Later, Geltman!® obtained
essentially similar “dipole”-form cross sections
with Schwartz bound-state functions and variation-
ally determined continuum functions containing ex-
cited states of the hydrogen atom, and in addition,
his “length”-formulation calculation was signifi-
cantly closer to the “dipole” form than was the
“length” formulation of John. Most recently Doughty,
Fraser, and McEachran!? also have achieved simi-
lar “dipole” results with Hartree-Fock continuum
functions and the Schwartz bound-state functions.
Their “length”- and “acceleration”-form calcula-
tions display further approach to the “dipole” re-
sults. In summary, as the wave functions are
steadily refined so that the three formulations give
results approaching one another, the “dipole”-
formulation results themselves show very little
change indeed. Since the various “dipole”-formu-
lation results between 400 and 1000nm agree well
within the few-percent accuracy of the present
experiment, and since the theoretical cross section
falls within the 10% uncertainty ascribed to the ex-
perimental H- cross section, the H™ cross section
is taken to be sufficiently well established to serve
as an absolute standard. The cross section for
photodetachment from I” therefore has been deter-
mined by comparison with that for H-.

The photodetachment probability, or ratio of the
photodetached electron current 7, to the negative-
ion current i; is given by the product of the cross
section to be determined o, the photon flux p, and
the time ¢ which the negative ion spends in the
photon beam, and a geometrical overlap factor f
which specifies the degree of overlap of the ion
beam and light beam in their common dimension /:
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The quantity to be determined in the present ex-
periment, the ratio of the cross section for photo-
detachment of I" to that for H™, is therefore given
by the product of various experimentally measured
ratios:

Oy /0y = lgp- /iy - /t1-)

X(pg-/pp-)Cy-/t ) y-/T-) - (D)

This comparison may be made in at least two
different ways. Past experiments have been per-
formed at a single wavelength. Alternatively,
however, the measurements may be performed at
different wavelengths for the two ions so that each
measurement is made at a constant energy above
threshold.

If the comparison of the cross sections is made
at a single wavelength, the initial energies of the
two photodetached electron beams will not be iden-
tical, partly because of the difference in threshold
energies (electron affinities ), 2.31 eV, and partly
because of the difference of 1.36 eV caused by
detachment from ions of different velocity (Doppler
effect). The angular distribution of initial veloc-
ities arising from the former effect will depend
both on the polarization of the light and the nature
of the transition involved?%2°; the component of
the initial velocities from the latter effect will be
directed along the ion beam. The trajectories of
the electrons through the lenses used to collect
the detached electrons therefore will change ap-
preciably in switching fromI” to H". On the other
hand, comparison at two different wavelengths,
each a fixed amount in energy above the threshold
for detachment of the ion in question, reduces
the difference in energy of the electrons from the
two ions. Appropriate relocation of the region of
interaction of the ion and photon beams (Fig. 2)
further reduces the difference in trajectories of
the electrons from I_ and H™. This relocation is
achieved by translation of the light beam so that
the electrons remain near the axis of the electron
lens. Such a procedure requires knowledge con-
cerning the wavelength dependence of certain param-
eters, of course: the transmission of the quartz
and sapphire windows, the reflectivity of the black
thermopile coating, and the geometrical beam-
overlap factor. But variation in these parameters
is considered to be more accurately measured
than are the effects of severe dislocation of the
electron trajectories. The comparison of the
cross sections therefore has been made 0.5 eV
above each threshold: 347 nm for I” and 993nm for
H

INSTRUMENT

The instrument consists of an ion source and
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FIG. 2. Schematic of interaction chamber showing
the nearly horizontal ion and vertical electron beams
from I" (clear) and H~ (shaded). The photon beam is
focused onto the clear rectangular area of the I~ beam
near the vertical symmetry axis, and onto shaded
rectangular area of the H™ beam. The top and bottom
field-defining plates (~200 and -100 V respectively) are
separated by 3 cm.

sector-field magnetic mass analyzer, a light
source and monochromator, and collection optics
and multiplier for the detached electrons (Figs. 3
and 4). I" and H™ ions were formed in a magnet-
ically confined, hot-cathode arc discharge through
a mixture of iodine and ammonia vapor in a source
similar to the one employed by Seman and Brans-
comb. !¥ Negative-ion beams of approximately 1078
A were extracted from the source by a Septier lens3°
and focused onto the entrance slit of a 12-in (30-
cm) sector-field mass analyzer. The full mass
resolution of 1/300 with 1/2-mm slits was de-
graded to 1/60 by the spread in energy of the ions
emerging from the source. HI™ was not observed
under these conditions nor was it anticipated, be-
cause of its closed-shell-plus—-one structure. Ions
emerging from the exit slit of the mass analyzer
were focused by a quadrupole lens onto a rectangu-
lar area 1.6 mm X2, 5 mm.

Light from a commercial high-pressure arc-
discharge lamp was chopped at 2160 Hz and re-
solved by an /1.5 monochromator. Auxiliary
slits limited the size of the light beam to an area
only slightly larger than that traversed by the ion
beams. In the monochromator, a beam splitter
took approximately 10% of the resolved light for
monitoring by a thermopile throughout the ex-
periment. The ratio of power in the monitored
beam to that in the main beam as a function of
wavelength was determined in a separate exper-
iment by identical thermopiles constructed for
this purpose. For the 10nm resolution (full width
at half height) of this experiment, the photon image
size was limited to an area approximately 3.5 mm
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FIG. 3. Arrangement of ion-beam and photon-beam

optics.

X 2 mm atthe focus. The electrons formed in the
region of intersection of these two beams, approx-
imately 1.6 mm X2, 5mm X2, 0 mmwere acceler-
ated by a uniform field of 100 V/cm into an electron
lens which focused the beam onto the first dynode
of an electron multiplier. The signal from the
multiplier was amplified and detected at the
chopping frequency by a phase-sensitive amplifier.

SYSTEMATIC UNCERTAINTIES

The measurement of the ratios in Eq.(1)is sub-
ject to a variety of systematic uncertainties which
will seriously affect the final accuracy of the cross-
section determination. An attempt has been made
to determine the extent to which uncertainty in
each measurement affects the final results.

Electron Currents

It must be assured that essentially all photode-
tached electrons enter the multiplier and are re-
corded with known efficiency. Since we know both
the location of the region in which the electrons
are detached and the ambient field, we can calculate
the trajectories below the slit entrance (Figs. 2, 4).
Under the conditions of the experiment, all electrons
detached along a 3-mm equipotential line in the
100-V/cm field will pass the 7-mm aperture located
5.1 mm away. Transmission of the electrons has
been verified by closing the aperture and observing.
the attenuation of the electron current. Within the
measurement uncertainty of 1%, all photodetached
electrons are transmitted by the slit. Model cal-
culations for the lens performance between the slit
and the electron multiplier indicate that the lens
should perform approximately as desired. Elec-
trons from I~ formed close to threshold have been
utilized to form a small beam for scanning across
the multiplier surface and observing its response
(Fig. 5). The relative gain of the multiplier as a
function of location has thus been determined. A
combination of lateral translation of the source of
electrons by translation either of the ion beam or
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FIG. 4. Electron optics shown in plane perpendicular
to that of Fig. 1. Photons enter through window at
right; ions enter drawing perpendicular to it in the
vicinity of +, to the left of the window.

of the photon beam and scanning the electrons
across the multiplier permits one to examine the
lens behavior in detail and thus to verify the be-
havior of the model lens calculations.

As noted above, although the electrons from
both H™ and I” carried away the 0.5-eV energy
transmitted by the photons 0.5 eV above threshold,
the H™ electrons carried away a much greater frac-
tion of the 2500-eV kinetic energy of the ion than
did the I~ electrons. For the comparison of the
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FIG. 5. Response of electron multiplier as a function
of position of entry of electrons on the first dynode.
Locations of impingement of electrons from the two ion
beams are noted.

present experiment, the electrons from H~ there-
fore were formed 3 mm “upstream” from the
region of formation of the I" electrons (Fig. 2).
Thus they clear the slit discriminating against
other electrons and follow generally more similar
trajectories. Since the spatial spread of the elec-
trons from H™ was somewhat less than that of the
1™ electrons, the precision of this 3-mm trans-
lation was uncritical. The translation of the beam
at the multiplier, corresponding to a translation
of the electron “source,” was calculated to be to
approximately 10% of the full width of Fig. 4.

The ratio of the I and H™ electron current was
corrected for the 4.5% decrease in multiplier
gain, and a conservative uncertainty has been
taken to be the same size as the correction.

Ton Currents

The ion currents are measured with a Faraday
cup preceded by several sets of split repeller
electrodes. These electrodes serve three func-
tions: (1) to decrease the effect of the electron
collecting field on the ion trajectories; (2) to
scan the ion beam across the bottom of the Faraday
collector in order to test for elastically re-
flected ions®!; and (3) to return low-energy sec-
ondary electrons to the Faraday collector,

Low-energy secondaries were studied by varying
the voltage on the electrode immediately pre-
ceding the collector. Increasing the repeller
voltage from 0 to —15 V increased the measured
ion current about 5%, but no further increase in
voltage affected the measured current by more
than the measurement uncertainty of $%. This
electrode was maintained at —22 volts throughout
the experiment,

Scanning the beam across the sloping bottom of
the Faraday collector permits one to place an
upper limit of the order of 3% on the elastically
reflected ion current. The results of this test
were confirmed by deflecting the beam at the en-
trance to the collector with a small magnet. A
magnetic field sufficiently large to deflect the H™
beam from the entrance did not noticeably increase
the measured ion current.

Photon Flux

The conversion of measured power in the photon
beams at two different wavelengths to photon flux
contains four wavelength-dependent factors: (1)
the conversion of energy to number density:

(A\g- /M- ); (2) the ratio of power in the main
beam to that in the monitored beam at the two
wavelengths; (3) the photon-monitor quartz-win-
dow transmission at the two wavelengths; and
(4) the transmission at the two wavelengths of the
sapphire window of the interaction chamber.

The wavelengths are sufficiently well known that
the first ratio contributes negligibly to the un-
certainty.

The ratio of the fraction taken by the monitor-
beam splitter at the two wavelengths was deter-
mined by placing identical thermopiles at the main
image and monitor image. It was of more than
passing interest that this ratio, although smoothly
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varying with wavelength, displayed structure. This
structure implies that the photon beams were ap-
preciably polarized. Since the direction of de-
tachment is a function of the polarization of the
light as well as of the nature of the transition in-
volved, 28, 2° the angular distribution of the detached
electrons varies in an undetermined way with
wavelength. However, the previous arguments con-
cerning total collection and accurate measurement
of the electron beams were based on the assump-
tion of least-favorable angular distributions. The
indeterminacy of the photon polarization thus does
not increase the uncertainty in the measured elec-
tron currents, and hence knowledge of the polar-
ization of the light is not required.

_ With the f/1. 2 optics employed, % the differen-
tial transmission with wavelength for the inter-
action chamber window as measured at NBS

varied approximately 2% over the solid angle,

The average was taken and a 1% uncertainty placed
on it. The quartz thermopile window however

was hemispherical so that all rays entered es-
sentially perpendicular to its surface. The
transmission as a function of wavelength was sup-
plied by the manufacturer and an uncertainty of 1%
ascribed to the ratio at the two wavelengths. The
black coating was stated by the manufacturer to

be independent of wavelength to within 1% and

was considered to contribute negligibly to the
uncertainty.

Interaction Time

The ratio of the time spent in the light beam is
given, for ions of equal energy, by the ratio of
the square roots of the masses: My-1/2/My-1/2
This factor is so accurately®® known that it does
not increase the uncertainty in the determination of
the cross section. Although the kinetic energy of
the two ion beams was not directly measured, an
upper limit of the difference in this energy is
probably the spread in energy of the individual
beams, less than 1%. Since the interaction time is
influenced only as the square root of the energy,
it is considered to contribute negligibly to the
uncertainty.

Beam Overlap

The beam-overlap factor derives primarily
from the known nonuniformity of the light beam,
which varies with wavelength, and the finite un-
certainty in the uniformity of the ion beam. In
addition, the translation of the light beam be-
tween the I and H™ measurements also enters
since the electrostatic field in the interaction
region is sufficiently strong that the ion beam
deviates from a horizontal plane: The different
ion beams traverged slightly different regions of
the photon beam./ Thus, vertical ion-beam dis-
placement of 0.34 mm was associated with the
horizontal light-beam displacement of 3.0 mm.
The vertical variation of the light-beam intensity
at the necessary wavelengths was measured first
with a thermopile and later with a phototube, both
fitted with slits (Figs. 6 and 7). The ion beam was
explored by inserting a luminescent screen and ob-
serving the attenuation of the ion-beam current as
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FIG. 6. Vertical distribution of 347 nr light intensity;

the part traversed by the I” beam is marked.

the screen was gradually inserted. The ion beam
was thus determined to be uniform within 10%.
Since the light intensity is uniform to about 10% in
the region of overlap, the uncertainty in overlap
due to uncertainty in ion-beam uniformity is thus
of the order of 1% and is considered to be negligi-
ble. The 0.34-mm difference (20%) in vertical
position of the two ion beams and the change in the
form of the light beam with wavelength (Figs. 6
and 7) were calculated to require a 22. 5% beam-
overlap correction of the resulting electron signal.
Mislocation of either of the ion beams by 1 mm
would not change this factor by more than one-fourth
of the correction, or 5.6%. The uncertainty in

the beam-overlap factor is taken to be 5. 4%.
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FIG. 7. Vertical distribution of 993 nm light intensity;
the part traversed by the H™ beam is marked.
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The agreement of the three separate determina-
tions of the cross section within the standard de-
viations of their mean implies that any important
fluctuations in the beam overlap are statistical in
nature and can be taken to be included in the un-
certainty ascribed to reproducibility.

EXPERIMENTAL RESULTS

The uncertainties discussed above are independent
and quite conservative, and hence are unlikely to
add linearly in contributing to the total systematic

product of the measured ratios to the ratio of the
cross section is 0.1470+0.0115. The uncertainty
is the square root of the sum of the squares of the
uncertainties outlined above and an additional 2%
for uncertainty in linearity. The measured ratio
of cross sections as determined on three separate
days over a period of one month is given in Table 1.
N and M are the number of observations of I~ and
H ™ respectively on each day.

The uncertainties here represent the standard
deviation of the reported ratios based on the
propagation of error formula,

As noted above, the three most recent theoretical
values of the cross section for photodetachment of
H-1""1% agree with one another within 1% over
most of the energy range and with experiment
within the experimental uncertainty of 10%. The
value of Geltman at 993 nm, essentially identical
to those of Doughty, Fraser, and McEachran and
of John, is 3.74 X 10-7 cm?, Combining this
cross section with the present data leads to a
value of (2.9 + 0.4) X 10-17 cm? for the photodetach-
ment cross section of I" at 34Tnm, 0.5 eV
above threshold. This uncertainty assumes the H™
cross section to be exact and is calculated by
taking the square root of the sum of the squares
of systematic uncertainties and three standard de-
viations of the mean. This value is to be com-
pared with the filter determination®’: (2.1 +1.1)
x10- cm?, Combining the 10% uncertainty of
the cross section of H- with the 7. 8% systematic
uncertainty and 11.4%, three times the standard
deviation as the square root of the sum of the
squares leads to a cross section for I= at 347,

of (2.9 + 0.5 X 10-17 cm2, This number best
represents the present experimental results; it
has been used along with the previous relative
cross section® to construct Fig. 1.

This value at 347Tnm can now be used to place
the previously determined relative cross section?*

nm

TABLE I. Experimental determination of the ratio
U‘I"/ oy~ on different days with the number of individual
determinations on each day.

o-I_/ L Standard deviation N M
0.779 0.075 8 6
0.732 0. 047 5 8
0.767 0.029 6 12

on an absolute scale (Fig. 1). The relative-cross-
section curve, however, was not measured with
the same attention to sources of systematic error
of the present experiment. Hence, the accuracy
of the present normalized curve is, in the strict-
est sense, undetermined away from the normaliza-
tion point. Nevertheless, the fact that the present
measurement is within the 50% uncertainty of the
previous crossed-beam value?” can be construed to
imply that the relative-cross-section curve, de-
termined by the same charged-particle optics as
used in the determination of the previous absolute
value, is probablynot in error by more than this
amount. In fact, the major uncertainty in the
previous absolute value, in retrospect, is prob-
ably associated with the rather large difference

in electron energies involved (more than 3 eV).
Since the points on the present normalized curve
represent at most an energy of 0.5 eV different
from that of the normalizing point, the total

error is perhaps not much more than that of the
calibration point itself, + 19%.

This determination is nearly twice the recent
theoretical I~ calculation, 22 and indicates that
possibly for heavy negative ions, the determi-
nation of photodetachment cross sections has not
yet achieved the reliability demonstrated for the
first-row negative ions.
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Many-body perturbation theory, which has been used in previous atomic calculations, is
applied to the calculation of the hyperfine contact interaction in the oxygen atom. Large

cancellations have been found to occur between different types of diagrams.

Both core

polarization diagrams and also diagrams representing electron correlations have been
found to contribute significantly. The final value for | ¥ (0)] % s in good agreement with

that measured by Harvey.
I. INTRODUCTION AND REVIEW

Many-body perturbation theory, as developed by
Brueckner?! and Goldstone,? has been applied to the
calculation of many atomic properties such as corre-
lation energies, polarizabilities, and shielding fac-
tors.3—¢ The same methods developed to calculate
these properties are used in a straightforward man-
ner in this work to calculate the hyperfine contact
interaction in the oxygen atom. These methods
have also been used recently to calculate the hy-
perfine contact interaction of the lithium atom. 7

The contribution of the Fermi contact hyperfine
term to the Hamiltonian is given by?®

N
8T </ T

where u is the nuclear magnetic moment, L, is
the Bohr magneton eli/2mc, and Tis the nuclear

spin. The first-order contribution of Eq, (1) to
the energy may be obtained by evaluating

N
(ol 22 s, 6(F,) 1doy/ (ol ¥y @)
i=1

for the ground-state wave function [y, which is an
eigenstate of L%, S% L, and S, with eigenvalues My,
=+L and Mg=+S. Introducing the normalized state
ILS, Mg =S) = I/ by 14y )2, we can relate Eq. (2)
to the reduced matrix element®

(LSNZ, 8(F,)8; 11LS)
=(LS, Mg=SIZ, 6(F,)s ,, ILS,M =)
xV3/(SSS -51SS10),  (3a)

where (SSS —S8510) is a Clebsch-Gordan coefficient.®
For oxygen, which has a 3P ground state (L =1,S=1),
this coefficient is 2-%/2,



