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#### Abstract

The exact solution for a problem of $N$ identical two-level molecules interacting through a dipole coupling with a single-mode quantized radiation field at resonance is given. Approximate expressions for the eigenvectors and eigenvalues for the ground and low-lying excited states, as well as the most highly excited states, are developed and compared with the exact results.


## I. INTRODUCTION

AMOST fifteen years ago, Dicke ${ }^{1}$ pointed out the importance of treating a gas of radiating molecules as a single quantum system, in that the molecules are interacting with a common radiation field and should not be treated as independent. An independent molecule picture is wrong in principle as are many results obtained from it. Dicke's results were obtained in firstorder perturbation theory; many subsequent authors have considered other approximations to the $N$-mole-cule-radiation-field problem. ${ }^{2-4}$

Exact solutions to model problems have historically provided much insight into realistic physical systems, as well as affording a standard of comparison for approximation techniques. Further, the states obtained can be used as a basis set in which the state of a more realistic model may be expanded. For example, a recent analysis of a quantum coherent device by Scully and Lamb ${ }^{5}$ describes the system of $N$ molecules by a $2 \times 2$ matrix, instead of by one of dimension $2^{N}$; the states obtained in the present work may provide a convenient basis for an $N$-molecule analysis along similar lines, although no applications are given in the present paper.

Quantum electrodynamics has historically been developed in terms of the stationary number states of the free radiation-field Hamiltonian. The classical limit of quantum electrodynamics is one in which the quantum numbers are typically large as well as uncertain, and the photon number states are not a natural basis in this case. Glauber ${ }^{6}$ has discussed quantum states which form an overcomplete set which are well suited to treatment of the classical region. These states have a "classical" dispersion in photon number, where the dispersion is equal to the average photon number. It is interesting to see the same classical dispersion for many of the eigenstates of an $N$-molecule-radiation Hamiltonian as in the present analysis.
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## II. FORMULATION OF PROBLEM

The Hamiltonian which describes the interaction of N -identical two-level systems with a single-mode radiation field is taken as

$$
\begin{align*}
H & =R_{3}+a^{\dagger} a-\kappa^{*} a R_{+}-\kappa a^{\dagger} R_{-}  \tag{2.1a}\\
& =H_{0}-\kappa^{*} a R_{+}-\kappa a^{\dagger} R_{-} . \tag{2.1b}
\end{align*}
$$

The $N$ identical two-level systems (TLS) are assumed to have nonoverlapping space functions, and the energy separation of each TLS is equal to the mode frequency ( $\hbar=1$ ) of the electromagnetic field. $\kappa=|\kappa| e^{-i \phi_{1}}$ is the complex coupling constant divided by the mode frequency. The TLS are coupled to the single-mode radiation field in the dipole approximation, and all TLS are further assumed to be located at equivalent, fixed mode positions, or to be all confined to a container whose dimensions are small compared to the radiation wavelength. Terms have already been ignored in the dipole coupling in Eq. (2.1) which do not conserve energy in the first order of perturbation; their contribution is very small except for very high intensity fields. ${ }^{7}$ Their contribution can be considered as a perturbation after the eigenstates of $H$ are found.
States of the noninteracting system are defined ${ }^{1}$ such that

$$
\begin{gather*}
H_{0}|n\rangle|r, m\rangle=(m+n)|n\rangle|r, m\rangle,  \tag{2.2a}\\
R_{3}|r, m\rangle=\sum_{j=1}^{N} R_{j 3}|r, m\rangle=m|r, m\rangle,  \tag{2.2b}\\
R_{ \pm}|r, m\rangle=\sum_{j=1}^{N} R_{j \pm}|r, m\rangle \\
=e^{ \pm i \phi_{2}}[r(r+1)-m(m \pm 1)]^{1 / 2}|r, m \pm 1\rangle,
\end{gather*}
$$

$$
\begin{equation*}
a|n\rangle=e^{i \phi_{3}} \sqrt{ } n|n-1\rangle . \tag{2.2c}
\end{equation*}
$$

The eigenstates of $H_{0}$ have been chosen to be simultaneous eigenstates of $R^{2} \equiv R_{3}{ }^{2}+\left(R_{+} R_{-}+R_{-} R_{+}\right) / 2$,
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Fig. 1. Schematic of matrix representation of $H$.
analogous to the angular momentum formalism. The "cooperation number" $r$ satisfies

$$
\begin{equation*}
R^{2}|r, m\rangle=r(r+1)|r, m\rangle, \tag{2.3}
\end{equation*}
$$

with

$$
\begin{equation*}
|m| \leq r \leq N / 2 \tag{2.4}
\end{equation*}
$$

where $r$ and $m$ are either integers or half-integers. The operators in Eq. (2.1) also satisfy the commutation relations

$$
\begin{align*}
{\left[R_{3}, R_{ \pm}\right] } & = \pm R_{ \pm},  \tag{2.5a}\\
{\left[R_{+}, R_{-}\right] } & =2 R_{3},  \tag{2.5b}\\
{\left[a, a^{\dagger}\right] } & =1 . \tag{2.5c}
\end{align*}
$$

Since both $R^{2}$ and $H_{0}$ commute with $H$, the eigenstates of $H$ may be chosen to be eigenstates of these two operators as well, and the eigenstates may be labeled by $r$, the cooperation number, and $c$, the eigenvalue of $H_{0}$. For a given $r$ and $c$, the (in general) $2 r+1$ energy eigenvalues will then be symmetrically displaced about this constant $c$, where $-r \leq c<\infty$.
It is helpful to display the elements

$$
\langle n|\langle r, m| H\left|r^{\prime}, m^{\prime}\right\rangle\left|n^{\prime}\right\rangle
$$

as a matrix, where there is a grouping into an infinite number of blocks of dimension $2^{N}$ along the main diagonal. Each $2^{N}$ dimensional block in turn breaks up into smaller blocks along the main diagonal, their number and dimension determined according to the irreducible representations of the group $S U(2)$. This is shown schematically in Fig. 1. Only the shaded blocks have nonzero elements. There are $N!(2 r+1) /[(N / 2+r+1)!(N / 2-r)!]$ identical blocks for each value of $r$, and each smaller block is of dimension $2 r+1$. The values of $r$ range from $N / 2$ for the largest single shaded block at the top left-hand corner of the figure, down to either $r=0$, or $r=\frac{1}{2}$ depending
on whether $N$ is even or odd. For a given value of $r$, an integer change in $c$ corresponds to a change to an adjacent block of dimension $2^{N}$.

Figure 2 shows the elements of one of the shaded blocks of Fig. 1 of a particular $r$ value. The block has nonzero entries only along the diagonal and immediately adjacent to it. If the value of $c$ is such that $c<r$, then the block will have dimension less than $2 r+1$ and will be of dimension $c+r+1$ instead; thus, besides having an infinite number of blocks of dimension $2^{N}$, there will also be $N$ large blocks of dimension smaller than $2^{N}$.
Denote eigenstates of $H$ as $|r, c, j\rangle$. Then

$$
\begin{equation*}
H|r, c, j\rangle=\lambda_{r, c, j}|r, c, j\rangle, \tag{2.6}
\end{equation*}
$$

where $j$ takes on the $2 r+1$ values $0,1,2, \cdots, 2 r$, if $c \geq r$, or the $c+r+1$ values $0,1, \cdots, c+r$ if $c<r$. Recalling that the states $|r, c, j\rangle$ are eigenstates of $H$, $H_{0}$, and $R^{2}$, and that $m=c-n$ varies between $r$ and $-r$,

$$
\begin{equation*}
|r, c, j\rangle=\sum_{n=c-r}^{c+r} A_{n}^{(r, c, j)}|n\rangle|r, c-n\rangle, \tag{2.7}
\end{equation*}
$$

where, from Eqs. (2.1), (2.2), and (2.5) the $A_{n}^{(r, c, i)}$ satisfy the difference equation

$$
\begin{array}{r}
-|\kappa| e^{i \phi} n^{1 / 2} C_{r, c-n} A_{n-1}^{(r, c, j)}+\left(c-\lambda_{r, c, j}\right) A_{n}^{(r, c, c)} \\
-|\kappa| e^{-i \phi}(n+1)^{1 / 2} C_{r, c-n-1} A_{n+1}(r, c, j)=0, \tag{2.8}
\end{array}
$$

where

$$
\begin{equation*}
\phi \equiv \phi_{1}+\phi_{2}+\phi_{3} \tag{2.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{r, c-n} \equiv[r(r+1)-(c-n)(c-n+1)]^{1 / 2} . \tag{2.9b}
\end{equation*}
$$

The $A_{n}{ }^{(r, c, r)}$ satisfy the end conditions

$$
\begin{equation*}
A_{r+c+1}{ }^{(r, c, c j)}=A_{c-r-1}^{(r, c, j)}=0 \quad c \geq r \tag{2.10a}
\end{equation*}
$$



Fig. 2. Submatrix for given $r$ and $c$.
and

$$
\begin{equation*}
A_{r+c+1}{ }^{(r, c, j)}=A_{-1}(r, c, j)=0 \quad c<r . \tag{2.10b}
\end{equation*}
$$

It is very convenient to define $B_{n}$ 's so that

$$
\begin{equation*}
A_{n}=\frac{\left(q e^{i \phi}\right) n B_{n}}{\sqrt{ }(n!) C_{c-1} C_{c-2} \cdots C_{c-n}} \quad c<r \tag{2.11a}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n}=\frac{\left(q e^{i \phi}\right)^{n} B_{n}}{\sqrt{ }(n!) C_{r-1} C_{r-2} \cdots C_{c-n}}, \quad c \geq r \tag{2.11b}
\end{equation*}
$$

where

$$
\begin{equation*}
q=(c-\lambda) / 2|\kappa|, \tag{2.12}
\end{equation*}
$$

and the superscripts (subscripts) ( $r, c, j$ ) have been dropped for simplicity whenever this does not cause confusion. Only the $r$ subscript will be suppressed in the $C_{r, c-n}$ to conform to Fig. 2. The $q$ 's are now the effective eigenvalues, the largest value of $q$ for a given value of $r$ and $c$ corresponding to the ground state of the system. $B_{n}$ satisfies the difference equation

$$
\begin{equation*}
q^{2} B_{n+1}-2 q^{2} B_{n}+n C_{c-n}{ }^{2} B_{n-1}=0 . \tag{2.13}
\end{equation*}
$$

## III. EXACT SOLUTION

The exact solution of Eq. (2.13) (non-normalized) can be seen to be
$B_{n}=2^{n} \sum_{l=0}^{n / 2}(2 q)^{-22 l_{l}}{ }^{(n-1)}(-1)^{l}, \quad c \leq r$
$B_{n}=2^{n} q^{r-c} \sum_{l=0}^{(r+n-c) / 2}(2 q)^{-2 l l_{l}(n-1)}(-1)^{l} \quad c>r$.
The $\delta_{l}{ }^{(n-1)}$ are the sums of all products of $\mathfrak{C}_{m}$ 's where $\mathfrak{C}_{m} \equiv m C_{c-m}{ }^{2}, l$ at a time, $\mathfrak{C}_{n-1}$ being the maximum, and no "nearest neighbors" are included in the products. This definition may be clarified by the examples

$$
\begin{gathered}
S_{3}{ }^{(6)}=\mathfrak{C}_{1} \mathfrak{C}_{3} \mathfrak{C}_{5}+\mathfrak{C}_{1} \mathfrak{C}_{3} \mathfrak{C}_{6}+\mathfrak{C}_{1} \mathfrak{C}_{4} \mathfrak{C}_{6}+\mathfrak{C}_{2} \mathfrak{C}_{4} \mathfrak{C}_{6}, \\
S_{3}\left(\mathbf{b )}=\mathfrak{C}_{1} \mathfrak{C}_{3} \mathfrak{C}_{5}, \quad \mathrm{~S}_{2}^{(4)}=\mathfrak{C}_{1} \mathfrak{C}_{3}+\mathfrak{C}_{1} \mathfrak{C}_{4}+\mathfrak{C}_{2} \mathfrak{C}_{4},\right. \\
\mathrm{S}_{0}^{(n)} \equiv 1, \quad \text { and } \quad \mathrm{S}_{l}{ }^{(n)}=0 \quad \text { if } \quad l>\frac{1}{2}(n+1), \text { e.g., } S_{3}^{(4)}=0 .
\end{gathered}
$$

The $S_{l}{ }^{(n)}$ can be seen to obey, by induction or inspection, the useful recursion relation

$$
\begin{equation*}
\mathrm{S}_{l}{ }^{(n)}=\mathrm{S}_{l}{ }^{(n-1)}+\mathrm{C}_{n} \mathrm{~S}_{l-1}{ }^{(n-2)} \tag{3.2}
\end{equation*}
$$

The exact eigenvalues, or equivalently the $q$ 's are determined from the conditions

$$
\begin{array}{ll}
B_{r+c+1}=B_{c-r-1}=0, & c \geq r \\
B_{r+c+1}=B_{-1}=0 & c<r . \tag{3.3b}
\end{array}
$$

These are polynomials in $2 q$ of degree $2 r+1$ ( $2 r$ if $r$ is an integer) if $c \geq r$ (and there is one root $q=0$ if $r$ is an integer) and of degree $r+c+1$ ( $r+c$ if $r$ is an integer) if $c<r$ (and again there is a root $q=0$ if $r$ is


Fic. 3. Selected eigenvectors $A_{n} n^{(r .0 i)}$.
an integer). Whenever $r$ is an integer, the solution corresponding to $q=0$ is to be found directly from the equation for the $A_{n}$, and is given by
$A_{n}=(-1)^{n / 2} \oint_{n / 2}(n-1) / \sqrt{ }(n!) C_{c-1} C_{c-2} \cdots C_{c-n}$, $n$ even, $0 \leq n \leq c+r$
$A_{n}=0$,

$$
\begin{equation*}
n \text { odd, } 0 \leq n \leq c+r \tag{3.4a}
\end{equation*}
$$

and

$$
\begin{array}{rll}
A_{n}=(-1)^{(r+n-c) / 2} S_{(r+n-c) / 2}^{(n-1)} / \sqrt{ }(n!) C_{r-1} C_{r-2} \cdots C_{c-n}, \\
& n-(c-r) \text { even, } c-r \leq n \leq c+r & (3.4 \mathrm{c}) \\
A_{n}=0, & n-(c-r) \text { odd, } c-r \leq n \leq c+r . & (3.4 \mathrm{~d}) \tag{3.4d}
\end{array}
$$

A high speed computer was used to calculate $A_{n}^{(r, c, j)}$. Figure 3 shows $A_{n}^{(r, c, j)}$ as a function of $n$ for several representative values of $r, c$, and $j$. The value $j=0$ corresponds to the ground state, $j=1$ to the first excited state, and $j=2 r$ to the most highly excited state. The value $q_{0}$ corresponds to the ground state, and is the largest value of $q$. The $q$ 's are such that $q_{2 r}=-q_{0}$, $q_{2 r-1}=-q_{1}$, and so on, symmetrically displacing the $q$-values about zero. The states $A_{n}{ }^{(j)}, j=2 r, 2 r-1, \cdots$, $r+1$, if $r$ is an integer (or $r+\frac{1}{2}$ if $r$ is an half-integer) are found from the states $A_{n}{ }^{(j)}, j=0,1, \cdots, r-1$ (or $r-\frac{1}{2}$ if $r$ is a half-integer) by replacing $q$ by $-q$


Fig. 4. $A_{n}{ }^{(25,2500, j)}, j=0,1, \cdots, 4 ;$ and $\left|A_{n}^{(25,2500,25)}\right|^{2}$.
(or $\phi$ by $\phi+\pi$ ) in Eq. (2.11). The phase $\phi$ has been taken as zero for the plots of Figs. 3 and 4. Approximate analytical expressions will now be obtained for the eigenvalues and eigenvectors and compared with the exact results of this section.

## IV. APPROXIMATE ANALYTICAL SOLUTIONS

In this section, approximate expressions will be obtained which are quite accurate for the ground and low-lying excited states (and, because of the symmetry about $q=0$, for the most highly excited states and eigenvalues as well). Toward this end Eq. (2.13) may be rewritten in the form

$$
\begin{equation*}
B_{n+1}+B_{n-1}-2 B_{n}+\left\{\left(n C_{c-n}^{2}-q^{2}\right) / q^{2}\right\} B_{n-1}=0 \tag{4.1}
\end{equation*}
$$

If $\Delta B_{n} \equiv B_{n+1}-B_{n}$, then $\Delta^{2} B_{n}=B_{n+2}+B_{n}-2 B_{n+1}$, so that (4.1) is written as

$$
\begin{equation*}
\Delta^{2} B_{n-1}+\left\{\left(n C_{c-n}^{2}-q^{2}\right) / q^{2}\right\} B_{n-1}=0 \tag{4.2}
\end{equation*}
$$



Fig. 5. Schematic of cubic $F(n)$ versus $n$.

Two different approximations will be made at this point. First, let $\Delta^{2} \rightarrow d^{2} / d n^{2}$, which will be accurate for large enough values of $r$, when $n$ takes on a sufficient number of values to make this replacement sensibleclearly it will not be for $r=\frac{1}{2}$, for example, when there are only two values of $n$ for a given $c$. Also this approximation is not expected to be accurate for large $j$ when $B_{n}$ oscillates rapidly as $n$ varies; for example, from Eq. (3.4a) it can be seen that $A_{n}$ changes sign on every other value of $n$ for the eigenvalue corresponding to $j=r$.

The second approximation which is made in Eq. (4.2) is most easily seen by reference to Fig. 5. This figure shows the cubic equation, considered as a continuous function of $n$ :

$$
\begin{align*}
F(n)=-n C_{c-n}^{2}+q^{2} & =n^{3}-(2 c+1) n^{2} \\
& -[r(r+1)-c(c+1)] n+q^{2} \tag{4.3}
\end{align*}
$$

The minimum of $F(n)$ is at $n_{0}$, obtained from $F^{\prime}\left(n_{0}\right)=0$, namely

$$
\begin{equation*}
n_{0}=\frac{1}{3}(2 c+1)+\frac{1}{3}[3 r(r+1)+c(c+1)+1]^{1 / 2} \tag{4.4}
\end{equation*}
$$



Fig. 6. Eigenvalues.
Note that the minimum position does not depend on the eigenvalue $q$. Writing $F(n)$ as a function of $\left(n-n_{0}\right)$ gives

$$
\begin{equation*}
F(n)=-\alpha_{1}+q^{2}+\alpha_{2}\left(n-n_{0}\right)^{2}+\left(n-n_{0}\right)^{3} \tag{4.5}
\end{equation*}
$$

where the $\alpha$ 's are defined by

$$
\begin{align*}
& \alpha_{1}=n_{0} C_{c-n_{0}}^{2}  \tag{4.6a}\\
& \alpha_{2}=[3 r(r+1)+c(c+1)+1]^{1 / 2} \tag{4.6b}
\end{align*}
$$

For all $\left(n-n_{0}\right)$ such that $\left|n-n_{0}\right| \ll \alpha_{2}$, discarding the cubic term will be a good approximation. For example, it turns out that the dispersion of the ground state is less than $\sqrt{ } n_{0}$, which means that the maximum $\left|n-n_{0}\right|$ is about $\sqrt{ } n_{0} ;$ but $\alpha_{2}$ is of order $n_{0}$ (or greater) so that for large $n_{0}$ this is clearly a valid approximation, at least for the ground state, and, as it develops, for a number of the first excited states as well.

With these two approximations, Eq. (4.2) becomes

$$
\begin{equation*}
\frac{d^{2} B_{n-1}}{d n^{2}}+\left\{\frac{\alpha_{1}-q^{2}}{q^{2}}-\frac{\alpha_{2}}{q^{2}}\left(n-n_{0}\right)^{2}\right\} B_{n-1}=0 \tag{4.7}
\end{equation*}
$$

Table I. Some limiting cases.

|  | $\begin{gathered} c=-r+\epsilon \epsilon \\ r \gg \epsilon \gg 1 \end{gathered}$ | $r \ggg>1$ | $r=c \gg 1$ | $c \gg r \gg 1$ |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{2}$ | $2 r\left(1-\frac{1}{4} \epsilon / r\right)$ | $\sqrt{3} r\left(1+\frac{1}{6} c^{2} / r^{2}\right)$ | $2 c$ | $c\left(1+\frac{3}{2} r^{2} / c^{2}\right)$ |
| $n_{0}$ | $\frac{1}{2} \epsilon$ | $(r / \sqrt{3})(1+2 c / \sqrt{3} r)$ | $\frac{4}{3} c$ | $c\left(1+\frac{1}{2} r^{2} / c^{2}\right)$ |
| $C_{c-n_{0}}$ | $\left[\epsilon\left(r-\frac{1}{3} \epsilon\right)\right]^{1 / 2}$ | $\left(\frac{2}{3}\right)^{1 / 2} r(1+c / 2 \sqrt{3} r)$ | ${ }_{3}^{2} \sqrt{2} c$ | $r$ |
| $\alpha_{1}$ | $\frac{1}{2} \epsilon^{2}\left(r-\frac{1}{3} \epsilon\right)$ | $(2 / 3 \sqrt{3}) r^{3}(1+\sqrt{3} / r)$ | $(32 / 27) c^{3}$ | $r^{2} c\left(1+\frac{1}{2} r^{2} / c^{2}\right)$ |
| $q_{0}$ | $\epsilon\left[\frac{1}{2}\left(r-\frac{1}{3} \epsilon\right)\right]^{1 / 2}$ | $3^{1 / 4}\left(\frac{1}{3} \sqrt{2}\right) r^{3 / 2}$ | $\frac{4}{3}\left(\frac{2}{3}\right)^{1 / 2} 2^{3 / 2}$ | $r c^{1 / 2}$ |
| $\sigma^{2}$ | ${ }^{\frac{1}{3}} n_{0}$ | $n_{0}(1+\sqrt{ } 6)$ | $n_{0} /(1+2 \sqrt{3})$ | $\frac{1}{2} r$ |

Making the change of variable,

$$
\begin{equation*}
t=\left(\alpha_{2} / q^{2}\right)^{1 / 4}\left(n-n_{0}\right) \tag{4.8}
\end{equation*}
$$

in Eq. (4.7) gives

$$
\begin{equation*}
\left\{\frac{d^{2}}{d t^{2}}+\left[\frac{\alpha_{1}-q^{2}}{\left(\alpha_{2}\right)^{1 / 2} q}-t^{2}\right]\right\} B(t)=0 \tag{4.9}
\end{equation*}
$$

This is in standard form for the harmonic oscillator, ${ }^{8}$ and if we apply the usual boundary condition that $B$ vanish as $t \rightarrow \pm \infty$, then

$$
\begin{align*}
\left(\alpha_{1}-q^{2}\right) /\left(\alpha_{2}\right)^{1 / 2} q & =2 j+1, \\
& j=0,1, \cdots, r-1, \\
& r \text { integer }  \tag{4.10}\\
j=0,1, \cdots, r-\frac{1}{2}, & r \text { half-integer. }
\end{align*}
$$

Solving the quadratic for $q$,

$$
\begin{equation*}
q_{j}=-\left(\alpha_{2}\right)^{1 / 2}\left(j+\frac{1}{2}\right)+\left[\left(j+\frac{1}{2}\right)^{2} \alpha_{2}+\alpha_{1}\right]^{1 / 2} \tag{4.11}
\end{equation*}
$$

which gives the approximate eigenvalues for $j$ positive, $\leq r$. For $j>r$, the eigenvalues are again to be given as explained below Eq. (3.4d) ; they are the negative of the values for $j<r$.

Also $B_{j}(t)=e^{-t^{2} / 2} H_{j}(t)$, where $H_{j}(t)$ is the Hermite polynomial of order $j$. Then

$$
\begin{align*}
B_{n-1}^{(j)}=\{ & \left.\exp \left[-\left(\alpha_{2}\right)^{1 / 2}\left(n-n_{0}\right)^{2} / 2 q_{j}\right]\right\} \\
& \times H_{j}\left[\left(\alpha_{2} / q_{j}^{2}\right)^{1 / 4}\left(n-n_{0}\right)\right] \tag{4.12}
\end{align*}
$$

All graphs which show eigenvectors are computed from the exact results and are normalized. The phase $\phi$ has been set equal to zero. In Fig. 6, exact eigenvalues are compared with those computed from Eq. (4.11). The lack of agreement between the exact and the approximate results in the region $j \sim r$ is due to the use of harmonic-oscillator boundary conditions [below Eq. (4.9)] and the replacement of the second difference by the second differential, rather than neglect of the cubic term in Eq. (4.5). A second-order perturbation calculation on the cubic term indicates that inclusion of this term will correct the eigenvalues in the wrong direction and by a negligible amount.

[^2]For all values of $c$ and $r(r \gg 1)$ except for $c$ of the order of $r$, the eigenvalues are very closely linear in the index $j$, and the eigenvectors resemble the familiar harmonic-oscillator eigenfunctions for all states (Fig. 4, especially the lower right-hand corner which gives the squared eigenvector for $j=25$ ). The expression $q_{0}=$ $-\frac{1}{2}\left(\alpha_{2}\right)^{1 / 2}+\left(\frac{1}{4} \alpha_{2}+\alpha_{1}\right)^{1 / 2}$ is accurate to about $0.1 \%$ for all cases considered.
In all cases, the average value $\left\langle R_{3}\right\rangle$ is negative in the ground state for specified $r$ and $c$, and approaches zero for $c \gg r \gg 1$.

## V. DISPERSION IN PHOTON NUMBER IN THE GROUND STATE

Table I lists limiting forms for ready reference of several previously defined quantities, as well as $\sigma^{2}$, the dispersion in the ground state. From the Table, it is readily seen, for all four limiting regions considered, that $q_{0} / C_{c-n_{0}}$ is very closely equal to $\left(n_{0}\right)^{1 / 2}$. This is also a statement that $\alpha_{2} \ll \alpha_{1}$, for these limits, and so $q_{0}=-\frac{1}{2}\left(\alpha_{2}\right)^{1 / 2}+\left(\frac{1}{4} \alpha_{2}+\alpha_{1}\right)^{1 / 2} \approx\left(\alpha_{1}\right)^{1 / 2}$. Then $q_{0}$ can also be written as $q_{0}=\sqrt{2} n_{0}\left\{\left[\left(r+\frac{1}{2}\right)^{2}+n_{0}{ }^{2}\right]^{1 / 2}-n_{0}\right\}^{1 / 2}$ from which it is clear that $q_{0} \leq(2 r+1)^{1 / 2} n_{0}$. For the first two columns of Table 1, this is a good approximation. For $c \gg r \gg 1, C_{c \rightarrow n_{0}} \rightarrow r$, and then $q_{0} \rightarrow\left(n_{0}\right)^{1 / 2} r$. In the ground state, with negligible approximation, the product of $C_{n}$ 's which appear in the denominator of Eq. (2.11) can be written

$$
\begin{equation*}
C_{c-1} C_{c-2} \cdots C_{c-n} \approx C_{c-n_{0}}{ }^{n} \propto C_{r-1} C_{r-2} \cdots C_{c-n} \tag{5.1}
\end{equation*}
$$

So now the non-normalized $A_{n}{ }^{(r, c, 0)}\left[\right.$ since $\left.H_{0}(t)=1\right]$ are

$$
\begin{equation*}
A_{n}{ }^{(0)} \cong \frac{\left(q_{0} / C_{c-n_{0}}\right)^{n} e^{i n \phi}}{(n!)^{1 / 2}} \exp \left[-\left(n-n_{0}\right)^{2}\left(\alpha_{2}\right)^{1 / 2} / 2 q_{0}\right] \tag{5.2}
\end{equation*}
$$

Since $q_{0} / C_{c-n_{0}} \cong\left(n_{0}\right)^{1 / 2} \gg 1$, this may be well approximated by

$$
\begin{equation*}
A_{n}{ }^{(0)} \cong \exp \left\{-\frac{\left(n-n_{0}\right)^{2}}{4 n_{0}}\left[1+\frac{2\left(\alpha_{2}\right)^{1 / 2} n_{0}}{q_{0}}\right]\right\} e^{i n \phi} \tag{5.3}
\end{equation*}
$$

Then the dispersion in photon number in the ground
state is

$$
\sigma^{2}=\left\langle\left(n-n_{0}\right)^{2}\right\rangle=\sum\left|A_{n}^{(0)}\right|^{2}\left(n-n_{0}\right)^{2} / \sum\left|A_{n}{ }^{(0)}\right|^{2}
$$

or, using Eq. (5.3),

$$
\begin{equation*}
\sigma^{2}=\frac{n_{0}}{1+2\left(\alpha^{2}\right)^{1 / 2} n_{0} / q_{0}} . \tag{5.4}
\end{equation*}
$$

The bottom row of Table I shows $\sigma^{2}$ for four limiting cases. The dispersion [Eq. (5.4)] is in every case smaller than the classical dispersion obtained from a Poisson distribution, namely $\sigma^{2}=n_{0},{ }^{6}$ although for $r \gtrsim c$ the dispersion is of order $n_{0}$, the average photon number. When the amount of energy in the electromagnetic field greatly exceeds the amount of energy available to
the uncoupled atoms, $c \gg r$, then the dispersion is much less than the average photon number, $n_{0} \cong c$, and is $\sim r$ instead.

Note added in proof. Figure 3 should have $2 q$ everywhere instead of $q$, as in Fig. 4. Also, Fig. 5 defines $-F(n), \operatorname{not} F(n)$.
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#### Abstract

The proton spin-lattice relaxation in solid $\mathrm{CH}_{3} \mathrm{CN}$, and in 1:6 and 1:10 solid solutions of $\mathrm{CH}_{3} \mathrm{CN}$ in $\mathrm{CD}_{3} \mathrm{CN}$, has been measured by pulsed NMR techniques at a frequency of 30.0 MHz , for temperatures between 79.5 and $173^{\circ} \mathrm{K}$. The relaxation is nonexponential at the higher temperatures, and exponential only at the lowest temperature. The experimental results for $1: 6$ solutions are compared with the relaxation previously predicted by a calculation based on the assumptions that (1) the relaxation is due to intramolecular dipole-dipole interactions between protons, which are time-dependent because of hindered rotations of the methyl groups, (2) the axes of hindered rotation are randomly oriented, and (3) the correlation time for reorientation is the same for all methyl groups at the same temperature. The distinctly nonexponential relaxation predicted by the theory is due to the inclusion of the effects of the cross correlations of the intramolecular dipole-dipole interactions. The agreement between the experimental results and the calculations is fairly good, the discrepancy being attributable to the effects of other relaxation mechanisms, such as intermolecular dipole-dipole interactions. The results provide the first experimental evidence of nonexponential spin-lattice relaxation produced by the effects of cross correlations of dipoledipole interactions.


## I. INTRODUCTION

TIHE nuclear magnetic relaxation of spin- $\frac{1}{2}$ nuclei is due in many cases mainly to nuclear magnetic dipole-dipole interactions, which are time-dependent as a result of the motion of the nuclei. The calculation of the nuclear magnetic relaxation involves certain correlation functions of each dipole-dipole interaction with itself (autocorrelations) and with other dipole-dipole interactions (cross correlations). If the cross-correlation terms are omitted, the calculated relaxations of the longitudinal and transverse components of the nuclear magnetization are simple exponential decays. ${ }^{1}$ If the cross-correlation terms are included in the calculation,

[^3]the longitudinal relaxation is found, in general, to be the sum of more than one decaying exponential.

Calculations of the relaxation of systems of three and four identical spin- $\frac{1}{2}$ nuclei in molecules undergoing isotropic rotational Brownian motion have shown that there is little difference in the relaxation predicted when cross correlations are included and the exponential relaxation predicted when cross correlations are omitted. ${ }^{2-6}$

One situation for which the inclusion of cross correlations in the calculation has led to the prediction of a distinctly nonexponential spin-lattice relaxation is the case of three identical spin- $\frac{1}{2}$ nuclei at the corners of an equilateral triangle which undergoes hindered rotations
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