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model the —,'+ state in "0at 6.38 MeV and the —,'+ state
at 7.30 MeV are interpreted in terms of three-particle
two-hole and Ave-particle four-hole excitations. Al-

though this approach gives reasonable agreement with
experiment, there are difliculties. For example, even
though they carry the expansion to obtain core excita-
tions in even numbers of particle and hole states
through four-particle four-hole states, they find more
terms must be included to obtain correct transition
rates between states or to obtain the correct quadrupole
moment of "0in its ground state. The approach' based
on the cluster model has no trouble in giving these
transition rates and the quadrupole moment correctly;
moreover, it gives an adequate description of the posi-
tion and widths of the states of "0below 5.2 MeV. The
theoretical problem associated with the cluster model
is that of ending its connection with the shell model
which, because of its successful correlation of so many
properties of nuclei, is generally believed to be the basic
starting point for any description of nuclei. That there

is such a connection between the cluster model and the
shell model has been recognized for a long time.-'4-In a
recent review paper, this connection is explored in some
detail. "
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Cross sections were measured at Ave angles for alpha-particle groups from the reaction»C('sO, n)s4Mg.
The measurements were made with 40—50-keV resolution over energy intervals as long as 9.9 MeV (c.m.).
The data provided large samples for fluctuation analyses over compound-nucleus excitation energies from
about 25 to 35 MeV. The average coherence width, which is dominated by compound states with J~10,
was found to be about 118keV. It does not vary significantly with exit channel, angle, or excitation energy
in the compound nucleus. Most of the data are well represented by the simple Ericson —Brink-Stephen
statistical model and show no significant direct-interaction component. A pronounced peak appearing in
several of the excitation functions near 31.8-MeV bombarding energy is not consistent with this model.

I. I5TRODUCTION
' ~OR a sirnpliied stochastic model of the compound

nucleus at high excitation energies, Ericson" and
Brink. and Stephen' have shown that interference among
overlapping compound levels will cause cross sections
to fluctuate rapidly as a function of energy. Statistical
analysis of the deviations from average behavior en-

ables one to determine certain average properties of the
compound system that are dificult or impossible to
obtain otherwise, for example, the width I' of the com-
pound states.

f Research sponsored by the U. S. Atomic Energy Commission
under contract with the Union Carbide Corporation.

*Temporary employee from Tulane University; partial support
received from Oak, Ridge Associated Universities.

f. On leave 1963—1965 from the University of Groningen, The
Netherlands.' T. Ericson, Phys. Rev. Letters 5, 430 (1960).

'T. Ericson, Ann. Phys. (N. Y.) 23, 390 (1963).' D. M. Brink and R. O. Stephen, Phys. Letters 5, 77 (1963).

The present report describes measurements and
statistical analyses of excitation functions for
"C("O.n)'4Mg for alpha-particle groups going to the
low-lying levels of "Mg. The excitation energies of the
"Si compound nucleus were in the range from 25.6 to
35.5 MeV. Data were taken at intervals of 43 keV
(center-of-mass) with an energy resolution of 40-50
keV (c.m.). The excitation functions were obtained at
6ve laboratory angles, nominally 0', 20', 69', 149', and
178'. Much more complete angular distributions were
measured earlier at a number of energies; these are de-
scribed in the following paper. ' Reference 4 also con-
tains data taken with 15-keV resolution to check for
narrower structure (none was found).

A summary of the excitation-function measurements
is given in Table I. The alpha-particle groups studied

4 M. L. Halbert, F. E. Durham, C. D. Moak, and A. Zucker,
following paper, Phys. Rev. 162, 919 (1967).
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TAM.E I. Summary of experimental measurements. All energies are in MeV.

Nominal
lab angle

Bombarding
energy span

Center-of-mass
energy span

28Sj

excitation
energy span

Groups
studied

Mean center-of-mass angles
Lowest "0 Highest "0

energy energy
0'

20'

149'

178'

20.6-43.7
20.6-43.7
20.6-43.7
20.6—43.7
20.6-43.7
20.6-43.7
20.6—43.7
20.6-43.7
20.6—43.7
22.6-43.7
21.0-37.9
21.0—37.9
21.0—37.9
21.0—37.9
21.0-37.9
21.0—27.5
21.0—27.5
21.0—27.5
33.0—37.9 .

33.0—37.9
33.0—37.9
21.0—27.5
21.0—27.5
21.0—27.5
33.0—3/.9
33.0—37.9

8.84-18.75
8.84-18.75
8.84-18.75
8.84—18.75
8.84-18.75
8.84-18.75
8.84-18.75
8.84-18.75
8.84—18.75
9.70-18.75
9.00-16.24
9.00—16.24
9.00-16.24
9.00-16.24
9.00—16.24
9.00-11.79
9.00—11.79
9.00—11.79

14.14—16.24
14.14—16.24
14.14-16.24
9.00-11.79
9.00-11./9
9.00—11.79

14.14-16.24
14.14-16.24

25.,6-35.,5
25.6-35.5
25.6-35.5
25.6-35.5
25.6-35.5
25.6-35.5
25.6-35.5
25.6-35.5
25.6-35.5
26.5—35.5
25.8-33.0
25.8—33.0
25.8—33.0
25.8—33.0
25.8—33.0
25.8—28.5
25.8—28.5
25.8—28.5
30.9—33.0
30.9—33.0
30.9—33.0
25.8—28,5
25.8—28.5
25.8—28.5
30.9—33.0
30.9—33.0

Q!p

Q'2+Q'3
CXS

A6

Ap

Q.l
Q'2+Q'3
Q,'4

~&r +~p
Q.'p

Q|y

Q'2+Q'a
Q!4

&5+Q.'6

Q!p

Q!y

CX2+Q'3
Q'. p

Al

Q!2+QS

Clp

Q!y

4X2+Q'3
Q.'p

Q!y

1.5'
1.5'
1.5'
1.6
1.6'

27.0'
27.3'
28.2'
28.6'
29.0'
88.4'
89.4'
91.8'
92.9'
94.1'

159.6'
160.1
161.3'
160.5'
160.9'
161.9'
179.0'
179.1'
179.1'
179.1
179.1'

1.5'
1.5'
1.5'
1.6'
1.6'

2 "/.9'
28.2'
28.7'
28.9'
29.1'
90.7'
91.4'
93.1'
93.9
94.5'

160.1'
160.6'
161.7'
160.8'
161.1'
162.0'
179.1
179.1'
179.1'
179,1'
179.1'

correspond to the following well-known levels of "Mg:

ground state 0+,
1.37-MeV level 2+,
4.12-MeV level 4+,
4.23-MeV level 2+,
$.22-MeV level 3+,
6.00-MeV level 4+,
6.44-MeV level 0+.

The n~ and ot& groups were unresolved. The 0,5 and n6

could be resolved at 0', but not at other angles because
of the kinematic variation of particle energy acro'ss the
aperture of the counter.

The longest energy spans, about 84 F, are for the 0'
and 20' data. The 69 data cover about 61 F. The
availability of data over such long intervals minimizes
corrections for 6nite-sample effects' 7 and thereby in-
creases the reliability of the parameters extracted by
the statistical analysis. Other excitation function data
for much smaller samples were presented earlier. ' The
strong inQuence of the hnite-sample eGects was not
then realized, and the conclusion reached at that time
about the percentage of direct interaction is not valid.
The present results show that the reaction proceeds
predominantly via a compound nucleus.

'M. Sohning, in Comptes Rendus du Congas International de
I'hys~gue Sucleaire, edited by P. Gugenberger (Centre National
de Recherche Scientihque, Paris, 1964), Vol. II, p. 697; T. Mayer-
Kucguk, , Hercegnovi Lectures, 1964 (unpublished).' I. Hall, Phys. Letters 10, 199 (1964).

'%. R. Gibbs, Phys. Rev. 139, 81185 (1965).
s M. L. Halbert, F. K. Durham, C. D. Moak, and P. Zucker,

Nucl. Phys. 47, 353 (1963l.

II. EXPERIMENTAL METHOD

The Oak Ridge tandem accelerator produced the "0
beams; the 4+ beam was used up to about 33 MeV, the
5+ beam to 41 MeV, and the 6+ beam at higher energies.
The targets were self-supporting evaporated Alms of
natural carbon.

Alpha particles from the target were detected in
silicon surface-barrier counters. Two detectors were
used simultaneously to take data at 0' and 20' for bom-
barding energies from 20.6 to 43.7 MeV, over the course
of two runs several months apart. Later, a single counter
at 69' was used for the 27.6—32.9-MeV span. Finally,
counters at 69', 149', and 178' were used simultane-
ously for measurements from 21.0 to 27.5 MeV and 33.0
to 37.9 MeU. The sensitive depth of each detector was
adjusted so that proton and deuteron pulses did not
appear in the region of interest. A portion of a zero-
degree spectrum is shown in Fig. 1.At 20', the counter
bias was inadvertently left too high as the beam energy
was being reduced, and the ns+as peak fell within the
proton-deuteron region of the spectrum. Thus the 20'
data could not be used below 22.6-MeV bombarding
energy.

Thin nickel foils were placed in front of the detectors
to stop scattered "0 and other heavy ions. These were
4 to lp mg/cm' thick, the thicker ones being used at
forward angles. At back angles the alpha-particle
energies were only a few MeV, and their range was com-
parable with that of "0 ions back-scattered from the
beam stopper (see below). For this reason it was not.
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possible to obtain data at 178' on the n&+ns group at
the higher bombarding energies.

For the 0' and 20' data, the beam direction was de-
termined to 0.1' by taking advantage of the strong
angular dependence of the cross sections. 4 The counting
rate was measured for several alpha groups at angles
near the expected 0' position; the true zero angle cor-
responded to an extremum in the counting rates versus
angle. The angles for the 69' and 149' detectors were
measured with a protractor to ao accuracy of about
~1'. The detector placed at the nominal 178' angle
was an annulus with a central hole of 4-mm diam
through which the beam entered the target chamber.
The sensitive area of this detector was actually centered
at an angle of 178.5', with a half-angle of 0.5'. The de-
tector centered at 0' subtended a cone of half-angle
1.6', corresponding to an average angle of 1.1' for the
nominal 0' excitation function. The detectors at 20',
69', and 149' had circular apertures which subtended
half-angles of approximately 2'. The effective center-
of-mass angles for all the detectors are given in Table I
for the various excited states and bombarding energies.

The target thickness was crucial in determining the
entrance-channel energy resolution. The initial thick-
ness of each target was determined by means of an
optical densitometer. s Typical values were 8-12pg/cm'.
When new targets were installed, intercomparisons of
counting rates at a standard energy were made to es-
tablish the relative thicknesses; the results were in
agreement with the optical-density measurements. For
the 0' and. 20' data, the target was perpendicular to the
beam. The other data were taken with the normal to
the target plane. making an angle of 12 or 13' with the
beam direction.

Buildup of carbon on the portion of.the target struck
by the beam was a serious problem. Typically, after 2—,

'
hours of bombardment by 200 nA of "0'+, the increase
in counting rate at a given energy was about 30%. To
maintain adequate energy resolution, it was necessary
to expose a fresh target area at frequent intervals. The
buildup was checked every 2 to 4 h, after each series
of about ten successive energies had been run, by re-
turning to a standard beam energy and comparing the
alpha-particle yields before and after each series. In
calculating the cross sections, it was assumed that the
rate of buiMup was constant within each series.

The effective target thicknesses thus ranged from 8 to
16 pg/cm'. The stopping power curves given by
Northcli6e' for "0 in carbon indicate an energy loss
ranging from 9.0 keV/pg-cm' at 20 MeV to 6.7 keV/
pg-cm' at 40 MeV. The spread in bombarding energy
due to target thickness thus varied from 54 keV (23
keV c.m. ) near 40 MeV for the thinnest targets to 154
keV (66-keV c.m. ) for a few runs at low energies. The
average energy resolution was about 45 keV (c.m.).

Nonuniformity of the target would inQuence the
eGective energy resolution. Exploration with the optical
densitometer with a spatial resolution comparable to
the area of the beam spot showed that the targets were
uniform within 10 or 20%. Examination of foils under
a microscope with several magnifications up to 250&&
revealed no irregularities.

In some of the spectra a very small peak (5—10
counts) was seen above the ne group. This peak may be
due to ground-state alphas from reactions with "0 im-
purity in the target. It is important to ascertain
whether the impurity might cause an error in the esti-

' L, C. Nozthcliffe, Ann. Rev. Kucl. Sci. 13, 69 (IW3).
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mate of target thickness. Elastic scattering from fresh
targets showed no scattering peak. from oxygen im-

purity. The buildup of oxygen during a series of runs is
dificult to estimate accurately because of the very low
counting rates, but it does not appear to be larger than
that for the carbon. Consequently, the energy loss in
the target estimated above for the carbon alone should
be sufficiently accurate.

To stop the beam, nickel foils totaling 10 to 20
mg/cm' were attached to the target frame immediately
behind the carbon foil. The entire assembly was insu-
lated from ground and connected to the current inte-
grator. Therefore, the change in average charge of the
"0 ions as they passed through the carbon was of no
concern. Secondary electrons were collected by main-
taining the target assembly and beam stopper at a po-
tential of +300 V. In addition, permanent magnets
were placed on the top of the scattering chamber to aid
in electron collection. The accuracy of beam-current
integration was better than 5%.

The absolute cross sections are believed to be accu-
rate to about &25%%uz. The dominant contribution to
this estimated error is the uncertainty in target thick. —

ness. Random errors due to counting statistics for the
data at 0', 20', 69', 149', and 178' may be estimated
from the relation that 1 mb(sr corresponds to approxi-
mately 400, 400., 1000, 500, and 250 counts, respectively.

The data were obtained in several runs over a period
of more than a year. The analyzing magnet governing
the beam energy was not precisely calibrated and de-
viations of about 100 keV in the nominal beam energy

were noted from run to tun. These shifts were detected
by comparing plots of excitation functions which
partially overlapped previously obtained data at the
same angle. Because of the strong fluctuations in all the
cross sections at 0', the various portions of the data
could easily be tied together to within 10 keV. It was
decided to standardize on the energy scale of the angu-
lar-distribution data4 near 31 MeV because those data
mere actually obtained first. The angular distributions
included measurements at 20' but not at O'. Therefore,
the 20' data obtained simultaneously with the 0' data
were used to shift the entire 0' and 20' excitation func-
tions to agree with the energy scale of Ref. 4; the re-
quired shift was +30 keV.

For the data obtained later at 69', 149', and 178',
adjustment to the energy scale of Ref. 4 is more diffi-
cult. The angle is known best for the 178' data, but the
angular distributions do not extend to such large angles.
Slight differences in the choice of laboratory angle
between the data of Ref. 4 and the present results plus
the uncertainty of about 1', make it impossible to
match the two scales exactly. However, it seems that
the two scales are consistent within 100 keV.

III. RESULTS

The alpha-particle excitation functions at the ~ve
angles are given in Figs. 2—6. The points shown are
center-of-mass cross sections. The data were obtained
at Axed laboratory angle; the corresponding center-of-
mass angle depends on energy, as shown in Table I. The
largest effect is at 69' (lab) for n, .
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IV. ANALYSIS AND DISCUSSION

A. Basis of Fluctuation Analysis

The Quotations contain useful information about
certain average properties of the participating com-

pound states. The coherence width of the fluctuations
has been shown to be equal to the average decay width
r of the compound states. ' The nonQuctuating fraction

y of the cross section (identified as the direct-interaction
component) can be determined by a statistical analysis.
To extract these quantities from the data, we compare
the experimental results with theoretical predictions
based on the following simplified model of the com-

pound states, due to Ericson' and Brink and Stephen. '
The reaction amplitude is assumed to be a sum of

uncorrelated, strongly overlapping Breit-Wigner reso-
nances of average width F, plus a nonQuctuating term.
The real and imaginary parts of the resonance ampli-

tudes are assumed independent and normally dis-

tributed with mean values of zero. The system is as-

sumed to be stationary —that is, the expectation value
of an energy average is independent of where the range
of averaging begins.

This model is a member of the class of "S-matrix
models" discussed recently by Moldauer. ' That is, the
assumptions about the resonance amplitudes needed
for evaluation of the statistical properties of the S
matrix are chosen in part for compu. ational convenience
and may not be completely realistic. The "R-matrix
models, '" on the other hand, are those in which well-
established statistical properties of the compound states
are used to generate the pole expansion of the S matrix
by means of the R-matrix theory. Certain results differ
markedly from those of the simplified model if strongly
absorbed channels are involved. "Under these circum-
stances the excitation functions will occasionally show
peaks considerably stronger and broader than the
average. These peaks tend to occur at the same energy
in several exit channels, and they are associated with a
definite angular momentum. Calculations with the R-
matrix models are very complicated and at present
quantitative predictions have not been developed to
the same extent as for the Ericson —Brink-Stephen model.

"P.A. Moldauer, Phys. Rev. Letters 1S, 249 (1967).
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Therefore only brief references to the more accurate
class of models appear in the following discussion.

The strong-overlap condition is stated by F»D,
where D is the average spacing of the compound-
system resonances. The question arises as to the value
of r/D in the ' Si compound system studied herc and
the sects of incomplete overlap on the quantities de-

rived from the fluctuation analysis. These matters are
treated in Appendix A; it is concluded there that F/D
is su%ciently large for these effects to be unimportant.

For nonzero spins in the entrance or exit channels,
one considers in this simple model S such amplitudes
of equal intensity, each statistically independent of the
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TABLE II. Results for full energy ranges for each alpha-particle group. N is the estimated number of effective channels. Fg
includes corrections for hnite-sample and energy-resolution sects. M is the number of maxima in each excitation function.

Angle
(lab)

00

20'

69'

149'

178'

Group

«Xp

«X1

«X2+«X3

«Xp

«X]

«Xg+«X3

«X4

«XG+ «XG

«Xp

«Xg+«X 3

«X4

«XG+«XG

«Xp

«Xp

«Xl

«X 1

«Xg+«X3

«Xi/+«Xg

«Xp

«Xp

«X]

«Xl

«X2+«X3

1
1
2
1
1

1
3
8
3
6
1
3
8
3
6
1
1
3
3
8
8
1
1
1
1
2

Bombarding
energy

span (MeV)

20.6-43.7
20.6-43.7
20.6-43.7
20.6-43.7
20.6-43.7
20.6—43.7
20.6-43.7
20.6-43.7
20.6-43.7
22.6-43.7
21.0—37.9
21.0-37.9
21.0—37.9
21.0-37.9
21.0—37.9
21.0-27.5
33.0—37.9
21.0-27.5
33.0-37.9
21.0-27.5
33.0—27.9
21.0-27.5
33.0—37.9
21.0-27.5
33.0-37.9
21.0—27.5

1.37
1.33
3.69
1.47
1.36
0.14
0.52
1.44
0.44
1.09
0.11
0.27
0.71
0.30
0.57
0.32
0.46
1.76
1.67
2.30
3.45
3.73
4.11
2.73
4.96
4,34

105
125
129
133
201
108
180
300
410
204
110
126
86

111
139
123
114
74

110
105
86
95
95

116
131
174

108
129
131
137
207
111
182
301
414
206
116
129
87

114
142
146
143
83

128
114
98

113
119
138
164
198

Autocorrelation widths
cross section .Observed Corrected

(rnb/sr) I',~(keV) 1'g(keV)

41~2
42+1
38+3
40+4
37+6
38~4
40+4
42+3
41~4
39+4
30+3
30+3
29+4
32~4
34~5
11+1
8~1

11&2
6m i

15~2
10~2
11+1
7&1

14~2
5&1

12~2

re�(keV)

109
106
118
112
121
118
110
103
108
102
109
107
109
101
94

112
115
110
151
79
89

112
131
88

183
102

others. The fluctuations are at a maximum for X= 1

and are damped as E increases. An approximation to i'II'

for diGerential cross sections may be obtained by
counting the number of magnetic substates which can
contribute (+m and —m are counted only once). This
assumes that the "basic cross sections"" are indepen-
dent and of equal intensity. Limitations on the accuracy
of such an estimate have been discussed recently by
Gibbs"; in the present case the angular momenta in-
volved, 10, are high enough4 that these limitations do
not apply. In "C("0,n)s4Mg, all initial and final spins
are zero except for some excited levels of the residual
nucleus. If the excited level of '4Mg has spin j and parity
(—)"', then the above approximation leads to E=j+1.
For unnatural-parity levels )parity = (—)&'+'j, the
m=0 component vanishes at all angles, "and then E=j.
These iV values apply to intermediate angles. At 0' and
180, all nz&0 cross sections vanish so that X= 1. Un-
natural-parity levels give no yield at 0' or 180 ii, i3

The values of E estimated in this way are given in
Table II. For the ns+ns and ns+ns groups, the 1V values
for the individual levels were added together. This pro-
cedure is valid if the cross sections for theindividual
levels are equal. Some justi6cation for this assumption
is furnished by the resolved 0.& and 0,6 data at 0'. their
average cross sections are, in fact, nearly equal. The
ns+ns group at 0' is somewhat more than twice as
intense as the other groups.

"J.P. Bondorf and R. B.Leachman, Kgl. Danske Videnskab.
Selskab, Mat. Fys. Medd. 34, No. 19 (1965).

"W. R. Gibbs, Phys. Rev. 153, 1206 t', 1967).
"A. E. Litherland, Can. J. Phys. 39, 1243 (1961).

For the "zero-degree" data, the effective angle is
actually about 1.5' (c.m. ), as shown in Table I. There-
fore, m values other than m=0 can contribute to the
measured yieMs, A small peak due to the unnatural-
parity n4 group can, in fact, be seen at some energies
(see Fig. 1). The effective E values for the other levels
of nonzero spin should consequently be somewhat
larger than unity. The increase in 1V for a 2+ state was
estimated for the term in the reaction amplitude corre-
sponding to a total angular momentum of 10. The
nz= +1 contributions are the erst to become significant
as 8 increases since Fi (8,y)~(sin8) for small 8. The
sum of the ms=~i terms relative to the one for m=0
was obtained by multiplying the relevant vector-addi-
tion coeKcients and spherical harmonics, and then
adding the products for all the possible / values. This
procedure implies that the elements of the collision
matrix are not dependent on the angular-momentum
quantum numbers. This assumption is not true, of
course, but the magnitude of E near 8=0 is rather in-
sensitive to it. At 1.5' the effective Evalue was found to
be 1.04. This result was checked by the following simple
consideration. For y=0, the angular cross-correlation
function is equal to 1/X, «.i4 If we use the surface-
emission-model prediction" of this function with the
observed' coherence angle of 6.2', the value for N, f f at,

1.5' is again 1.04. The effect is thus small, and E for the
"zero-degree" data will be taken equal to unity in the

'4 D. M. Brink, R. O. Stephen, and N. %. Tanner, Nucl. Phys.
54, 575 (1964).
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that the average coherence angle averaged over all the
alpha-particle groups is 6.2' near the midpoint of these
excitation functions. The excitation functions at 149'
and 178' are the two which come closest in center-of-
mass angle. Their 19' (c.m.) separation is three times
the coherence angle, and is probably suKcient to
guarantee that the results from these two excitation
functions are substantially independent. The next
closest pair of angles (0' and 20' lab) are more than 4.5
coherence angles apart.

In what follows, the expectation value of the sto-
chastic variable Z will be designated by Z or by 8(Z}.
Its variance (square of its standard deviation) is de-
fined by

0.4:
y0.5

0.2

O.f

I

a2+ a3

varZ= 8(Z'}—Z'

The relative standard deviation is

RSD (Z) = (varZ)'"/Z

(2)

(3)

-0.1
o.8 "~
0.6

0.4

0.2

-0.2
0.8

0.6

0,4

as

ao

An energy average over the interval I will be designated
by (Z) ~

B. Determination of 1

The value of I' was obtained in two ways, from the
autocorrelation width' and from the number of maxima
per unit energy. '

The autocorrelation function is defined by the
expression

8(o (E)o (E+e)}/[8(o(E)}]'—1.

0,2

-0,2
0 400 600

e (kev)

FH". 7. Autocorrelation functions for the data at 0'.

rest of this paper. The same simplification will be made
for the 178' data.

Effects arising from the finite length I of excitation
functions are characterized by the sample-size parame-
ter e representing the effective number of statistically
independent pieces of data in this energy interval. As
outlined in Appendix 8, the sample size is given to a
very good approximation by

n=I/(mI')+1.

All the finite-sample corrections were made with the
initial guess that I =115 keV. The over-all average of
the experimental results came out sufficiently close to
this to make iteration unnecessary.

It is sometimes useful to combine results at different
angles. The question arises of whether the data being
combined are statistically independent. The coherence
angle, a measure of the angular cross correlation of the
fluctuations, "provides an answer. It is shown in Ref. 4

The expectation values called for cannot be obtained
from finite samples of experimental data, so it is neces-
sary to introduce some estimate of the autocorrelation
function. The following expression, similar to one sug-
gested by Bohning, ' was used as an estimator of the
autocorrelation function:

(~(E)~(E+e) )r
R(e) = —1.

(~(E))r (o(E))r.

In this paper, 0- will always refer to a differential cross
section per unit solid angle. The intervals I~ and I2
are (E&, E2 e) and (E&+e, E—2), respectively, where E&

and E2 are the lowest. and highest energies under
consldel atloIl.

For the simplified model described above, the expec-
tation value of (4), B(e), approaches a Lorentzian with
width at half-maximum of I' as the ener'gy span,
E2—E», increases without limit. ' For finite excitation
functions, R(e) shows an undershoot. e Consequently, :

the observed autocorrelation width tends to be smaller
than the true I and a correction must be made. Further-
more, finite sample size leads to a spread of values
about Ei(e). This distribution of values of R(e) mani-
fests itself in part by oscillations' of E(e) for large e. It
may be mentioned that even these oscillations contain
information about the average properties of the system:
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TAsLz III. Relative standard deviations of 1'M and Pg. The expected values were obtained from Ref. 17 for Pjr and from (B19)
for I'z. Values of RSD(P&) in parentheses were obtained by omission of excessively large values.

Angle
(lab)

00

20'

69'
149'

178

Bombarding
energy

span (MeV)

20.6—43.7

20.6-43 7b

21.0—37.5
21.0—27.5
33.0-37.9
21.0—27.5
33.0-37.9

0.05

0.06
0.15
0.22
0.10
0.17

0.07

0.08
0.14
0.17
0.14
0.17

RSD(ref)
Experimental Expected

0.05 0.07 0.24
(0.09)s
0.43

(0 24)0
0.15
0.23
0.15
0.24
0.16

0.13
(0.13)..
0.11

(0.12)c
0.13
0.20
0.23
0.23
0.27

RSD (I'z)
Experimental Expected

a Omitting a6.
b Interval for as+ag is 22.6-43.7 MeV.
o Omitting a2+ag, a4, and as+ac.

They have been used to extract I' from experimental
data. "

Examples of portions of the autocorrelation functions
for small ~ are given in Fig. 7; these are for the zero-
degree data. The undershoot and oscillations are evident
even for these relatively long intervals (~84'). The
0.6 curve does not cross the axis; this may be due to the
nonstationary character of its excitation function. " It
is evident from Fig. 2 that the no cross section at high
energies tends to be smaller than at low energies. The
effect of a slow variation of the average cross section has
been studied in some detail' "and it can be eliminated.
In this work such eGects were encountered occasionally,
but no attempt was made to correct the data system-
atically because the peak-counting method provides
more reliable values of I' with less effort, as will be
discussed later.

The experimentally observed autocorrelation widths,
I',b„are given in Table II. These are the values of e for
which E(e)/R(0) =-', . Before equating these to the com-
pound-state width F, two corrections must be made.
The experimental energy resolution DE=45 keV (c.m.)
increases l,b, by 3.8%, according to the following
expression"' '

1kB'
I'.b,—I' 1+— + ~ ~ ~

4 I'

The other correction is for the 6nite-sample bias re-
ferred to above. Appendix 8 contains a discussion of this
effect. The observed autocorrelation widths were cor-
rected by using (B13).For 1V=i, the bias is 30% for
the shortest interval and 7% for the longest. The effect
is smaller for E&1.

The results corrected for these two eGects are desig-
nated by 1& and are listed in Table II. Four values
seem excessively large. Two of these might be due to

"H. K. Vonach, A. Katsanos, and J. R. Huizenga, Phys. Rev.
Letters 13, 88 (1964)."B.W. Allardyce ef al , Phys. Letters 18, 1.40 (1965).

~' A. Van der Woude, Nucl. Phys. 80, 14 (1966).
18 D W. Lang, 5ucl. Phys. 72, 461 (1965).

nonstationary cross sections (ns at 0' and ns+rrs at 20').
The other two as+as and n4 at 20', show the influence
of nonstatistical anomalies in the excitation function;
these will be discussed later.

The peak-counting method' of determining I' is based
on the expression

I' jr =Ibr'/2M,

where I is the energy interval and 3I is the number of
maxima. The values of 3E are given in Table II for all
the excitation functions. The tabulated errors on M are
subjective estimates of the uncertainties arising from
experimental problems such as counting statistics. The
values of bz are given in Appendix C; they include
corrections"" for energy resolution and spacing of ex-
perimental points. Finite-sample eGects do not influence
the b~. '~

The results of Table II reveal no consistent trend of
I' with alpha-particle group. As a working hypothesis
we assume that I' is the same for all groups. |A'e test this
hypothesis by comparing the rms deviations of the ex-
perimental values from their average with the expected
standard deviations given by (B19) for I ~ and Ref. 17
for I ~. This comparison is given in Table III. The
standard deviation of I'z predicted by (B19)varies with
S; an average was used for the entries in Table III.
For I ~, the relative standard deviation was shown in
Ref. 17 to be the same for 1V= 1, 2, and 3; accordingly we
will use the /=1 results of Ref. 17 for all cV.

Table III shows that the measured and expected
standard deviations are in agreement, so there is no evi-
dence for a variation of I' with alpha-particle group.
Recent results of the Milan group' on "Mg(d, p) for
deuterons from 1.5 to 3.0 MeV do show a small variation
in I for different proton groups. The effect may be due
to the large differences in channel spin and/or energy
in going from one group to the next. For "C("0,rr) dif-
ferences in spin and channel energy for the various exit
channels are small in comparison with the amounts

P. G. Bizzeti and P. R. Maurenzig, Nuovo Cimento 478, 29
(1967).

'e V. Bobyr e$ a/ , Energia Nucl. (Mil.an) 13, 420 (1966).



908 H A I 8 E I» T, D t) R H A M, AN D vxN DER WOU DE

TABr,E IV. Values of F. in keV averaged over alpha-particle groups at each angle, for three interval, ls of bombarding energy. The
standard deviation. is given for each. Four anomalously large values of I'g were omitted. In the averages over angles each alpha group
was given equal weight.

Angle
(lab)

21.0-27.5 MeV 27.6-32.9 MeV 33.0-37.9 MeV
Fg

00
20'
D9'

149'
178'

109~12
113+10
107+8
100~15
101+10

122~16
131+24
126&36
114~26
149m 36

118&26
108~14
113+20

113~19
145+48
96&24

114+14
99+8
92~11

118~26
157~26

138~17
141+52
111+19
123~19
141+23

Average
over angles

SSi
excitation
energy

DominantJ value'

107~12 128~31

8 or 9

27.1 MeV

113+21

29.7 MeV

10

118~37 109+25

32.0 MeV

130m 33

150

50

0
150

33.0-37.9 MeV
I

)50

27.6-32.9 MeV
t

50

0
0

2).0- 27.5 MeV

30 -- 60 90 )20 )50
CENTER-OF- MASS ANGLE (deg)

ieo

Fro. 8. Coherence widths averaged over alpha-particle groups
for three energy regions. The dots are for 1~ and the open circles
for I.'g. The dashed lines give the averages of F~ for all groups and
angles. The hatched areas indicate the range expected for plus or
minus one standard deviation of F~ as given in Ref. 17.

a See Ref. 22.

available in the final system. The diRerences in trans-
mission coe%cients and phase space factors are corre-
spondingly smaller, and it is therefore not surprising
that F shows no variation.

It may be noted from Table III that for a given
sample size, RSD (I'sr) (RSD (F~); this effect was noted
earlier for synthetic excitation functions. " The peak
count is insensitive to eRects of nonstationary cross
sections and finite-sample eRects. Furthermore, analysis
of synthetic excitation functions shows that I & is cor-
related with R(0), tending to be large when R(0) is
large" ";Fsr' is uncorrelated with R(0)."Thus, not only
is the peak-counting method a simpler and quicker

method of obtaining F, but it is also more reliable. Of
course, if counting statistics are poor spurious maxima
may appear, especially if the fluctuations are highly
damped. This problem is treated in Ref. 19. It did not
appear to be serious for the present data.

The variation of F with angle and energy is of con-
siderable interest. To highlight these features, F~ and
F~ were obtained at all five angles for three energy
intervals determined by the segments of the 149' and
178' (lab) excitation functions. The numbers were
then averaged over the alpha-particle groups in each
interval, and the results are given in Table IV and
Fig. 8. These are based on 55 values of F~ and 51 for
F&—four excessively large values of Fz were not used.
Figure 8 also shows averages of F~ over groups and
angles, and the expected standard deviation of F~ as
given by van der froude. "

The variation of F with angle is very small. The angle
independence is explained in the following paper4; in
brief, the spin population of the compound states tends
to be so strongly peaked near on J value that contribu-
tions from the dominant spin overwhelm those from
other states. Thus, the tabulated F values are sub-
stantially equal to F~ for the appropriate J value. This
feature is unusual —ordinarily, measured F values are
weighted averages over the individual FJ, and unfolding
the J dependence is dificult. The dominant J values
for the three energy ranges, calculated by the statistical
model, "are given in Table IV.

The variation of F with excitation energy shown by
the averages over angles in Table IV is also very slight.
A more exacting test for such a variation may be ob-
tained from the results in Table V, based on halving
the longest excitation functions, those at 0' and 20'.
The increase of 1'sr from the lower half (mean excitation
energy 28.1 MeV) to the upper half (33.0 MeV)
averages about (6+12)%;the variation of F~ is similar
but with larger uncertainty.

%e conclude that for our data F does not vary sig-

"P.J. Dallimore and I. Hall, Nucl. Phys. SS, 193 (1966). "E.Vogt and D. McPherson (private communication).
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l.Q

Q.B

a

0,4

0,2
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1.0

0.8

I

QO
Qi QP+ Q3

0,6
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y=0.70

0,2 ~j~N
y=0.40~ ~

I

La ~-

0.5 1.0 1.5 2.0 2,5 0. . .0,5. 1.0 2.5 0 OP ' 1.0 1.5 2.0 2,5

FIG. 9. Probability distributions for the data at O'. The full curves are theoretical predictions for the appropriate
N values with y=0. The dashed cur'ves are for other values of y.

ni6cantly with excitation energy. A similar trend was
observed in the reaction s7Al(P, rr)'4Mg from 22.1 to
30.6-MeV excitation energy'~: the value of I' increases
only slightly, from about 60 keV to about 80 keV.
Recent work on '4Mg(n, n') from 27.8- to 32.5-MeV ex-
citation energy shows also a small ( 30%) increase in
I' with energy. "Likewise, in the reaction ssSi(n, P) for
neutron energies from 5.9 to 9.1 MeV (14 to 17 MeV in
the compound system), the average number of maxima
in the lower half of the energy range is practically equal
to the number in the upper half. '4 showing that I' does
not change signi6cantly.

On the other hand, the value of I' measured in the
reaction "Al(n, p) doubles in going from 15- to 17-MeV
excitation, and theoretical calculations follow this trend
very well. 's The reaction "Al(d, n) behaves in a similar
fashion: For 2-MeV deuterons (=20-MeV excitation)
I' is about 40 keV" while for 5-MeV deuterons (=23
MeV excitation) it is 1.5—2 times larger. "Again, this
trend is predicted by statistical-model calculations. "
Perhaps the largest change of I' with energy thus far
reported is that for "P(p, n): I' increases from 11+1

~' L. W. Put, J. D. A. Roeders, and A. van der Woude, in Pro-
ceedings of the International Conference on nuclear Physics, Gatlin-
burg, Tennessee, 1966, edited by R. L. Seeker, C. D. Goodman,
P. L. Stelson, and A. Zucker (Academic Press Inc. , New York,
1967); (private communication).

24 G. Andersson-Lindstrom and E. Rossle, Phys. Letters 5, 71
(1963).

ss G. Dearnaley et al. , Phys. Rev. 139, B1170 (1963).
"E. Gadioli, G. M. Marcazzan, and G. Pappalardo, Phys.

Letters ll, 130 (1964).
~' Y. Cassagnou et al., Phys. Letters 8, 276 (1964).
"Y.Cassagnou et ul , Phys. Letters 6,. 209 (1963).

TAsLE V. Values of r in keV averaged over alpha groups for
the 0' and 20' excitation functions divided into halves. Certain
data were omitted from the rg averages, as indicated. The ex~+ale
data at 20' begin at 22.6 MeV.

Angle
(iab)

po
20'

Bombarding energy span
20.6-32.2 MeV 32.2-43.7 MeV

r~ ref

104~7 137~37 121+6 149~9
110~9 129~33' 106~6 139~40b

Averages 107~8 134~36
over
angles

113~10 145~28

Omitting a9+as and a«
b Omitting a6+aii.

~ R. B. Leachman, P. Fessengen, and W. R. Gibbs (to be
pubhshed).

to 95&15 keV from about 14- to 29-MeV excitation. "
The last-mentioned work also includes a measurement
of I' for the "S compound system at 29 MeV with the
reaction "0("0,n), namely 73+7 keV. These results
for "Scontrast with the results for "Si in which I' from
the oxygen-induced reaction is larger than from the
(p, n) reaction. No explanation has thus far been dis-
cavered for these remarkable dissimilarities in the be-
havior of I'.

The average of all the I'~ values for the three inter-
vals of Table IV is 109.4&20.1 keV, while for the 51
acceptable F~ values the average is 126.1+33.9 keV.
These error estimates are merely the standard devia-
tions of the numbers being averaged. The weighted
mean of these numbers is 11'?.8&17.3 keV.
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0.8
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0.8
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0.4 a0

0
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FIG. 10. Probability distributions for the data at 20' (lab). The curves are y=0 predictions for the indicated values of E.

C. Determination of y from Distribution Functions

For the simplified nuclear model under consideration,
Kricson" and Stephen" have shown that the distribu-
tion of a Quctuating cross section about its mean value
(o) may be characterized very simply by X and y. For
y=0 one obtains a X' distribution of 2E degrees of free-
dom for the variable o/(Ir). The x' distribution is simply
an exponential for X=1.When 2V) 1, the distribution

is peaked at Ir/(o) = 1—1/E. For y/0, the distributions
are more sharply concentrated near Ir/(Ir) = 1, the peak-
ing becoming more pronounced as y increases.

In Figs. 9—13, the probability distributions are pre-
sented for all the data at the various angles. For the
149' and 178' data, the upper and lower portions of the
excitation functions were combined. The theoretical
distributions for y=0 are shown by the full curves;

3.25

$,0

075-— p i/ ps

0.50

0,25

0
(.4

),2

$.0

ao a2+ a~
I

0,4

0.2

0
0 Q4 Q,8 f,2 f,6 2A) 2.4 0 0,4 0,8 t.6 2.0 2.4 0 OA Q8 3.2 (.6 2.0 2.4

FIG. 11.Probability distributions for the data at 69' (lab). The curves are y=.o predictions for the indicated values of E.

'0 T. Ericson, Phys. Letters 4, 258 (1963)."R.O. Stephen, thesis, Oxford University, 1963 (unpublished).
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i.o

0.8

l |
Ee =2).0 -27.5 MeVleo

+ 33.0-37,9 MeV

00

+~~s

l

O2+ O3

0.6
Q.

04—

y = 0.70
y=0

0.2

0
0 0.5 &oo $.5 0.5

I

L5 2.0 2.5 0 0.5 1.0 f.5 2.0 2.5

Pro. 12. Probability distributions for the data at 149' (lab). The 21.0-27.3 and 33.0—37.9 MeV segments of the excitation functions
were combined. The full curves are y =0 predictioris for the indicated values of N, while the dashed curve for nI shows the y= 0.70 pre-
diction for N =3.The dotted curves for n0 and 0.,+&II,3 show the y =0 6nite-sample distribution predicted for sample size n = 16.

most of the experimental histograms are consistent with
these y=0 distributions. The most pronounced excep-
tions to the general y=0 conclusion are the n~ data at
149' and 178', and rrs+ns at 178'. The rrs distribution at
178' is fit equally poorly by y=0 and y=0.7; this is
probably a consequence of the large peak in the excita-
tion function (Fig. 6) near 25-MeV bombarding energy.
The rrs+ns and ot4 distributions at 20 are similar to rre

at 178'—the 6ts are poor for all choices of y, and there
are too many large cross sections. Again, this can be
traced to the large peaks evident in the excitation func-
tions (Fig. 3); these peaks will be discussed later.

The effect of a finite sample on the theoretical distri-
bution function has been calculated by Gibbs" for y= 0.
The effect is quite small for the sample sizes of interest
here. The dotted curves given in Fig. 12 for no and
as+ns are the finite-sample distribution functions for
E= 1 and E=8. The sampLe size is v= 16 for the energy
intervals combined in Fig. 12. The largest effect for the

present data occurs with the 21.0-2'7.5-MeV interval for
rrs+ns at 178', for which 6=9. The dotted curve in the
right-hand section of Fig. 13 shows the corrected dis-
tribution. It is clear that for the present data the finite-
sample effect is insignihcant. It may be useful to state
an empirical observation: The y=0 distribution for
sample size m&4 is very similar to the distribution for
ininite samples having y=e "'.

D. Determination of y from R(0)

For e=0, Eq. (4) becomes

(7)

The quantity R(0) is thus a measure of the strength of
the Quctuations. For infinite samples its expectation
value is'

(8)

&.0

0.8

b 06

0.4 -7I

E = 21.0 -27,5. MeV
&so

+ 33.0 -37.9 MeV
I

OO
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-+~y=o
v

//

/
/ I'I

I

E&e 2&.0 -27.5 MeV
0

t

O2+O3

Pp
y= 0.70

«y=0.50
r=o

02—

0
0 0,5 ).0 2.0 2.5 0 0.5 &0 )D 15

~/&cr&

2.0

FIG. 13. Probability distributions for the data at 178' (lab). The 21.0—27.5 and 33.0-37.9 MeV segments of the excitation functions
were combined. The curves shower theoretical predictions for various choices of y for the indicated values-of N. The dotted curve for
n&+OI3 shows the y =0 6nite-sample distribution predicted for sample size m=9.

as W. R. Gibbs, Los Alamos Scientific Laboratory Rept. No. LA-3266 (unpublished).
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Tanzx VI. Experimental values oj E(0)1 compared with the finite-sample expectation values and standard
deviations. The quantity Q is defined by (9).

Angle
(Iab)

00

20'

149'

178'.

Bombarding
energy

span (MeV)

20.6-43.7
20.6-43.7
20.6-43.7
20.6-43.7
20.6-43.7
20.6—43.7
20.6-43.7
20.6-43.7
20.6-43.7

. 22.6-43.7
21.0—37.9
21.0-37.9
21.0—37.9
21.0—37.9
21.0—37.9
21.0—27.5
21.0-27.5
21.0—27.5
33.0—37.9
33.0—37.9
33.0—37.9
21.0—27.5
21.0—27.5
21.0—27.5
33.0—37.9
33.0-37.9

28.4
28.4
28.4
28.4
28.4
28.4
28.4
28.4
28.4
26.0
20.9
20.9
20.9
20.9
20.9

8.7
8.7
8.7
6.8
6.8
6.8
8.7
8.7
8.7
6.8
6.8

Group

Ap

A2+A3
Ag

A6

AO

A1

A2+Ag
A4

Au+A(i

Ap

A1.

A2+Ag
A4

Ar&+A6

Ap

A1

A2+Ag
Ap

A1

A2+A3

Ap

A1

A/+A&
Ap

A1

E(0)

0.654
0.843
0.397
0.927
1.060
0.710
0.352
0.317
0,854
0.253
1.062
0.311
0.092
0.262
0.152
1.214
0.142
0.093
0.574
0.198
0.089
1.592
0.378
0,267
0.516
0,506

E!(0)

0.932~0.247
0.932~0.247
0.474~0.109
0.932&0.247
0.932~0.247
0.932+0.247
0.318+0.069
0.120~0.024
0.318~0.069
0.159~0.034
0.908+0.281
0.312+0.079
0.118~0.027
0.312~0.079
0.157~0.037
0.794~0.381
0.284~0.111
0.109+0.039
0.744+0.403
0.271~0.120
0.105+0.043
0.794~0.381
0,794~0.381
0.419+0.174
0.744+0.403
0,744+0.403

—1.12—0.36—0.71—0.02
0.52

—0.90
0.49
8.24
7.78
2.78
0.54—0.02—0.96—0.64—0.15
1.10—1.28—0.41—0.42
0.61—0.36
2.10—1.09—0.87—0.57

—0.47

Recently it has been pointed out" ~ that an additional
term should appear in the above expression, but this
term vanishes if the Quctuating parts of the cross sec-
tions in the Ã channels contribute equally, as has
already been assumed in this paper.

For finite samples, R(0) is biased toward values
smaller than those given by (8). Appendix 3 presents
various estimates of B(0) in comparison with results
from synthetic excitation functions; we use the estimate
(87). In examining experimental results it is also neces-
sary to have estimates of the expected spread of values
about R(0) due to the sample size. We take these from
(810). It is convenient to introduce the variable Q ex-
pressing the deviation of the experimental value of E(0)
from the expectation value in terms of the expected
standard deviation

Q= L&(0)—~(0))/(varL~(0)))'" (9)

This variable depends on y; for the choice of y which
correctly describes the real situation, the distribution of
Q values should have incan value zero and unit standard
deviation.

Table VI presents R(0) and related quantities for all
the data. Most of the experimental values are within
one or two standard deviations of the expectation value.
This indicates that y=0 describes most of:.the data
adequately. The exceptions are discussed in the next
section.

The energy spans in Table VI are of grossly unequal
length. To obtain approximately equal samples, the

33 W. von Witsch et e/. , Nucl. Phys. SO, 394 (1966).

data at. 0', 20', and 69' were segmented to correspond to
the energy spans of the back-angle data. The mean
value and standard deviation of the resulting 55 values
of Q are 0.01&1.05, in agreement with expectation for
y=0. If the 20' data showing the anomalies discussed
below are excluded, the result is —0.09&0.91, still in
good agreement with the y=0 expectation.

E. AnomaIies at 31.8 MeV

Two remarkable- exceptions to the general y=0
trend stand out in Table VI: E(0) for ns+ns and n4 at
20' ( 28' c.n..) differs from the expectation value by
8.2 and 7.8 standard deviations, respectively. Chance
occurrence of such large deviations is extremely im-
probable. Furthermore, as was pointed out earlier, the
excitation functions for these two groups (Fig. 3) show
extremely large peaks near 31.8-MeV bombarding
energy, about 3.4 and 4.9 times the average cross
section for ns+ns and n4, respectively. According to the
Fricson —Brink. -Stephen model, the predicted y=0 dis-
tributions assign probabilities of 1.4/10 ' and1. 3/10 '
for chance occurrence of such large cross sections. The
width of these peaks is large, 5 or 6 F, and therefore
each should be regarded as two substantially indepen-
dent pieces of data. The probabilities are then of the
order of 10 '. If y&0, they are'even smaller. Further-
more, the peaks occur at the same energy for both
groups. We conclude that it is extremely unlikely that
the peaks represent merely random fluctuations within
our simpli6ed model.
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The 31.8-MeV behavior of the excitation functions at
other angles does not seem unusual. At 0' and 69',
peaks appear in the n~+n~ and a few other excitation
functions at 31.8 MeV, but 0/(0) is within normal sta-
tistical limits. The 149' and 178' excitation functions
for n2+n3 and n4 do not cover energies in this neighbor-
hood. The angular distributions of Ref. 4 do span these
energies, but a careful examination of these data did not
lead to any simple conclusions about the angular distri-
bution of the 31.8-MeV anomalies.

To study the anomalous peaks further, the measured.
cross sections at 0', 20', and 69' were summed over a11

the alpha-particle groups to damp the Quctuations.
Figure 14 shows the results. The average trend of the
cross sections is a slow increase and then a slow decrease
with energy. These are probably due to the increase of
cross section in the entrance channel as the Coulomb
barrier ( 22- MeV lab) is crossed, and then the effect of
competition from the opening of- new exit channels as
the energy continues to increase.

The anomaly at 31.8-MeV bombarding energy is
clearly evident at 20', but missing at 69'. The sum of
the 0' data shows its strongest peak at 31.8 MeV even
though the peaks in the individual excitation function
are within normal statistical limits. This indicates that
there is a coherent effect in different exit channels at
this energy. According to our simplified model, the
probability of random occurrence of such a large peak
is only 1.2% if the sum is assumed to be made up of six
equally intense, statistically incoherent y =0 cross
sections. Furthermore, the probability that a peak of
width I' might appear by chance at the same energy
as the one at 20' is 1/84, if we assume equal probability
for any portion of the full interva1 of length 84 I'. Thus,
the chance that the 0' peak at 31.8 MeV is purely a
random Quctuation is only 0.00014.

Additional. peaks appear in the 0' sum, notably at
36.4- and 37.6-MeV bombarding energy. Their proba-
bilities for chance occurrence are 10.1% and 4.6%, re-
spectively, so it seems likely that these peaks are con-
sistent with our statistical model.

The 31.8-MeV peaks may not be anomalous within
the framework of the more accurate R-matrix models
discussed by Moldauer. '0 Qualitatively, the behavior of
these peaks is consistent with predictions of Ref. 10:
The peaks appear at the same energy in more than one
exit channel, and they tend to be broader than the
average F. Near 31.8 MeV the damping of the Auctua-
tions in the angle integrated cross section for n~+n~ is
weaker than for the other groups, and in fact suggests
that only one partial wave is important. ' At present,
however, we do not know how to make a quantitative
test to judge whether the 31.8 MeV peaks fa11 within
normal limits for some R-matrix models.

F. Average Cross Sections

The average cross section (0) for a finite sample is an
unbiased estimator of the infinite-sample, average. cross
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section, 0..' Therefore, the experimental values of (0)
given in Table II may be compared directly with com-
pound-nucleus calculations of the average cross section.
For such a comparison it is necessary to know the
variance expected for (0). In this work we use expres-
sion (B5).The experimental E= 1 average cross sections
inay be expected to deviate from the calculated averages
by as much as 20% (40%) for the longest (shortest)
intervals of interest here.

Vogt and McPherson have made statistical-model
calcu1ations of average cross sections for this reaction. "
Reasonable starting estimates of the level-density
parameters were adjusted to give good fits to our ob-
served o.~ and o.z cross sections at O'. These parameters
were then used to calculate all other cross sections.
Most of the resu1ts were within a factor of 2 or 3
of the measured values. These discrepancies are larger
than the statistical uncertainties predicted by (B5),but
in view of the extreme sensitivity of such calculations
to the choice of level-density parameters it seems likely
that further small adjustments could easily improve the
fits. Such attempts at. refit. ement. were, felt to be un-
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FIG. 15. Variance of zero-degree O.g+0, 3 average cross sections
for various partitions I' of the excitation function. The quantity~ is the experimental average cross section for the full range of
data. The curve is the prediction for F =120 keV, X=2, and y=P.

Fxo. 16. Variance of the four 17 =1 zero-degree cross sections
for various partitions I' of the excitation functions. The quantity
M is the mean value of the energy-averaged cross sections for the
four groups. The curve is the prediction for F=120 keV, @=1,
and y=0.

prohtable, particularly since data on other exit channels
are not available.

G. Subinterval Averages

The data offer a possibility of a test of (BS).'4 The
full energy span I was partitioned into I' subintervals,
the value of (o)rii for each subinterval calculated, and
the variance of these subinterval averages determined.
The process was repeated for other choices of I'. In
Figs. 15 and 16 the results for the 0' data are compared
with theoretical prediciions for y=O and 7= 120 keV.
The curves are based on a modification" of (BS).The
modification is necessary because the experimental
variances are calculated with respect to (o.)r instead of
0-, which is unknown. The agreement with the assumed
parameters is satisfactory —the scatter of the experi-
mental values is within expected limits. "

Bohning~ developed an elaboration of this method of
finding I' and y Lor more precisely, (1—y')/Nj by
means of a least-squares-fitting procedure. A compari-
son of the parameters obtained in this way with those
determined by other methods would provide a test of
the model adopted to represent the compound system.
Bohning found that for the present data the best-Qt
values of F and y do in fact agree with the other deter-
minations, but the statistical reliability of simultaneous
determination of the two parameters is unfortunately
inadequate to provide a good check of the model. "As a
further application, consideration was given to estirna-
tion of I for data taken with poor energy resolution
since the conventional methods are then unreliable. "'5

Again, it was found that if y and E are not known
u priori, the method is not reliable. "A somewhat similar

'4 M. L. Halbert and M. Bohning, Bull. Am. Phys. Soc. 10, 120
(1965).

"Oak Ridge National Laboratory Rept. No. ORNL-3800,
pp. 33—35 (unpublished)."M. Bohning (private communication).

concept has been used" to extract 0.1-keV widths from
data taken w'ith 6-keV resolution by means of a formula
equivalent to (BS). This procedure is likewise com-
pletely dependent on prior knowledge of y and X.

V. SUMMARY AND CONCLUSIONS

Excitation functions for alpha-particle groups cor-
responding to low-lying states of '4Mg were measured
for the reaction "C("0,n)'4Mg. The compound-
nucleus excitation energies cover the region 25—35 MeV.
Pronounced Quctuations were observed which were
analyzed in terms of the statistical model used by
Ericson, and by Brink and Stephen.

within uncertainties governed mainly by the sample
size, the coherence width 1 is the same for all exit
channels. There is no signi6cant evidence for a variation
of I' with angle or compound-nucleus excitation. The
latter conclusion is in agreement with some results on
similar compound systems, but in strong disagreement
with others, for unknown reasons. Two methods were
used to obtain I:measuring the widths of autocorrela-
tion functions and counting of maxima in the excitation
functions. They gave practically the same result, pro-
vided that appropriate finite-sample corrections were
included and a recently modified version of the relation
between I' and the number of maxima was used. The
spread of the experimental I' values about the mean is
substantially smaller for the peak-counting results, in
agreement with recent analyses of synthetic excitation
functions. The over-all average result is I = 117.8~17.3
keV. This width is characteristic mainly of compound
levels with spin ~10.

The nonQuctuating (direct-interaction) component

y of the average cross section was found to be generally

' P. Fessenden, W. R. Gibbs, and R. H. Leachman, Phys. Rev.
Letters 15, 796 (1965).
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consistent with zero. Two pieces of evidence lead to this
conclusion: the distribution functions agree with the
y=0 prediction, and the variances of the cross section
Li.e., the values of R(0)$ are, in practically all cases,
within one or two standard deviations of the expectation
values for y=0.

The energy-averaged cross sections are in satisfactory
agreement with statistical-model calculations. The
variaoces shown by the data are consistent with that
expected. for cross-section averages over 6nite energy
intervals.

Unusually large peaks occur at 31.8-MeV bombarding
energy in two excitation functions at 20', and in the
sums of the measured cross sections at 0' and 20'. These
peaks constitute pronounced exceptions to the general
success of the simplified statistical model. Since a Quc-

tuation theory can merely demonstrate that certain be-
havior falls outside its scope and cannot explain the
underlying mechanism, the physical significance of the
31.8-MeV anomalies remains unclear. It is possible that
with a more accura, te statistical model they would no
longer appear anomalous. Striking as this behavior may
be, however, it should not obscure the fact that the
simple Kricson —Brink-Stephen model is well suited for
the great bulk of the data reported here.
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APPENDIX A: ESTIMATE OF I'/D

One of the basic assumptions of the Kricson —Brink-
Stephen, Quctuation theory is that the compound levels
are strongly overlapping. The cross-section Quctuations
are then due solely to interference among nearby com-

pound-nuclear levels. If the overlap is not strong, the
strength of the Quctuations is increased because of
random variations of level density with energy. This
situation has been studied by Moldauer" for X=1 and
arbitrary y, and by Dallimore and HalP' for E= 1 to 4
with y=0. In the latter investigation, made by means
of synthetic excitation functions, the eGect was found
to be negligible even for I /D as small as 2. The authors
point out, however, that due to restrictions they placed
on their reaction amplitudes and on their distribution of
compound-level spacings, the eGect should be zero or
close to it. Moldauer's assumptions, particularly for the
level-spacing distribution, are more general; therefore
we wi11 use his results for judging compliance with the
strong-overlap condition.

Moldauer's X=1 result for varo can be written

varo =o'f (1—y2)+Lf(I /D) —1)(1—y)~} . (A1)

The function f is about 3 for I'/D=1, about 1.1 for
I'/D=10 and approaches 1.0 for I &)D. In the latter
limit, the second term in curly brackets vanishes,
leaving the usual Kricson expression for X=1.Finite-
sample effects are excluded for these calculations, so
that the autocorrelation is given by

R(0)=varo/o'. (A2)

The eGect of weak. overlap is largest for y= 0, in which
case

R{0)=f(r/D). (A3)

to the density of known "Si levels up to 14 MeV. A
good fit was obtained with a=3.2&0.2 MeV ' and
C=0.0021%0.0008 MeV ', the last 6gure showing the
range of C values required for a 6t with the extreme
values of a. At 25 MeV, the average spacing D is then
0.45 keV. This estimate is surprisingly insensitive to the
details of the 6tting procedure. For example, a 6t with
pre-exponential factor' of E 'instead of E '"gave the
same va, lue of D within 10%%uq.

The dominant spin value at this energy is about 8."
The experimental width l =118keV should be typical
of compound levels with J 8. %e adopt the usual
Gaussian spin dependence for the level density"

p(E,~) =p(E0)(2~+1)o '"+""" (A~).
'8 P. A. Moldauer, Phys. Letters 8, 70 (1964}.
'9 T. Ericson, Advan. Phys. 9, 425 (1960), Eq. (3.15).

Thus if I'=D, the autocorrelation is about three times
larger than for &)D.

Estimation of t /D from the statistical theory is very
diKcult. It was decided instead to make only a con-
sistency check of I /D at 25 MeV, the lowest excitation
energy for the Quctuation analysis. The average spacing
was estimated as described below and compared with
the measured I' to check whether I /D was sufficiently
large to justify the Quctuation analysis.

The estimate of D was made by 6tting the expression"

p(E) =CE '" exp)2 (aE)"'$ (A4)
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The spin cutoff parameter r is given by

0'= dT/l'i',

1/T= d logp(E)/dE. (A7)

( )

where 8 is the moment of inertia (here taken as the
moment for a rigid sphere with radius parameter 1.22 F)
and T is defined by

sented by
n—(I/n. l')+1. (84)

If fluctuation damping is present, (82) may be replaced
approximately by"

~y2 g2

varo =
n

The expectation value of R(0) has not been calculated
exactly even for the simplified model of Sec. IV.
Bohning" has given the following expression for y=0
which is exact to first order in I'/I:Z p(E,I)

JH 1 (1+1/N)
R(0) =—1—

E- (86)
(I/s I')to p(E) .@ Then D~ for J= 8 is 14 3 keV, and I'/Ds =8 3.

This estimate is subject to large error, of course, because
of the uncertainty of the extrapolation from the region
of isolated levels. However, since it is likely that levels
were missed in the 12—14 MeV experiments, it is more
probable that we have an underestimate of I'/D rather
than an overestimate. It thus seems safe to apply the
expressions derived for F))D, since the Moldauer cor-
rection is (10%.

Kith models other than the Ericson —Brink. -Stephen
model, the conditions on I'/D may be more stringent:.
For the "R-matrix models, "I'/D may have to be very
much larger in order to use the I)&D expressions
safelv. '0

Reference 41 also contains R(0) for iV=1, y/0 in the
same approximation. However, io many situations of
practical interest, . I/I' may not be sufficiently large to
negate the importance of higher-order terms. If it is
assumed that the bias of R(0) is uncorrelated with the
average cross section, the y=O calculation simplifies
markedly. It can then be shown" "that even for small n

1 (1+1/Ã)/n- n 1—
Ii, (0)=—1— (37)

X (1+1/Xn) 1+niV

where n is given by (83). If this is expanded in powers
of I'/I, the leading term is in agreement with (86).

Applying Monte Carlo methods to cross-section dis-
tribution functions, Gibbs'" arrived at the following
empirical expression for n&4, y=O, and %=1, 2, 3:

1 (n —1)(4n 4+iV)—
R(0) =— . (88).V 4n'

APPENDIX 3: FINITE-SAMPLE EFFECTS

A number of authors have considered finite-sample
biases and variances for the simplified model described
in Sec. IV. It is the purpose of this Appendix to compare
the various results and select from among them those
to be used in the analysis of the i2C(i60,a) data. Since an equally good fit to the Monte Carlo results can

be obtained with (87),4' and since (87) has the correct
1/cV dependence while (88) does not, (88) will not be
considered further.

Figure 17(a) compares (86) (dashed curve) and (87)
(full curve) for E= 1.It is evident that (36) approaches
(87) rather slowly. If (I/~I)in (86) is repl'aced by
(I/sl'+1), the result lies about halfway between the
two curves. The difference between (86) and (37)
becomes smaller as E increases.

The full circles are from new analyses of E= 1 syn-
thetic excitation functions generated previously" for
compound levels distributed uniformly in energy; the
triangles are for a Wigner distribution. For I/l )30,
(86) and (87) are equally good representations of these
points. Since (37) gives a better fit to the point at

4' M. Bohning, in Proceedings of the German Physical Society,
Bad Pyrmont, 1965 (unpublished); Jahresbericht 1965, Max-
Planck-Institut fur Kernphysik, Heidelberg, p. 105 (unpublished).

4' W. R. Gibbs {private communica, tion);

1. Average Cross Section

Bohning' has shown that (0)i, the cross section
averaged over an interval I, is an unbiased estimator of
the ensemble-average cross section 0-

o =(~), (81)
and for E= 1, and y= 0

varo. =0'/n,
where

I/I'
n= ~ (83)

2 tan '(I/I') —(I'/I) LnL1+ (I/I')']
This expression is exact for the model introduced in
Sec. IV. The quantity n may be identified as the sample
size, and to a good approximation~ 32 it may be repre-

4' H. K. Vonach and J. R. Huizenga, Phys. Rev. 138, 31372
(1965).

For the present case these parameters are T=3.25 The y=O version of this relation is given in Ref. 21.
MeV and 0'=11.6. To relate this partial density
p(E,J) to the total density p(E) estimated previously, 2. Exyectation Value of R(0)
we note that p(E,O) is approximately equal to p(E)/20',
as can be shown by equating
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FIG. 17. Predictions
and empirical results for
the expectation value
and relative standard
deviation of E(0) and
the observed autocorre-
lation width. These are
all for X=1 and are
presented as a function
of interval length di-
vided by I'. The full
points are from the
synthetic . excitation
functions of Ref. 17, the
circles being for a uni-
form distribution of
compound-nucleus level
spacings and the tri-
angles for a Wigner dis-
tribution. The open cir-
cles in (a) and (b) are
from experimental data
for "C(160, n), The pre-
dictions are given by the
various curves; each is
identiied in Appendix S.
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I/I'=10, it was selected for analysis of the t2C('~o, rr)

data.
Two experimental points from the present results are

also shown for comparison; they are indicated by open
circles. The point at I/I 22 is the average of 22 ex-
perimental R(0) values. All the X= 1 data for the three
energy intervals determined by the segments of the
back-angle excitation functions were used to calculate
this average. The other experimental point is an average
over the five X= 1 excitation functions at 0' and 20'.
The agreement with the other points is good.

3. Variance of R(0)

The y=0 variance of R(0) has been given by
Bohning4' to order I'/I

varR(0) =
(I/~r)X'

Dallimore and Halp' assumed that the standard devia-
tion is not correlated with the average cross section and
arrived at a y=0 result for varR(0) suitable for small
as well as large samples. The leading term of their ex-
pression Lthe equation following their Eq. (3)j is given
correctly by (89), but evidently the higher terms are

important for intervals of practical interest —even for
I= 100 I', (89) is 32% larger. However, the higher-order
terms given by Dallimore and Hall may be inaccurate
because the no-correlation assumption cannot be ex-
pected to be valid to high order. -

Figure 17(b) contains plots of RSDLR(0)) for III = 1.
The dashed curve is the square root of (89) divided by
(86), while the full curve is the square root of the
Dallimore-Hall expression" divided by (87). The
Monte Carlo results of Gibbs are indicated by the
dotted curve; in this case varR(0) was taken from
Fig. 1 of Ref. 7 (Fig. 5 of Ref. 32), and its square root
was divided by (87). We also include (dash-dot curve)
an approximate form based on a formula given by
Dallimore and Hall in an earlier paper, 4' namely

RSD[R(0)]= C
(1+1/III')/e)"'. (810)

This appears to be a reasonably close approximation to
the full curve for I/I'&. 15 and the approximation
becomes better for large Ã.

The E= i results from the synthetic excitation func-
tions and from the present experimental data are desig-
nated by the same symbols as for Fig. 1'?(a). Expres-

"P.J. Dallimore and I. Hall, Phys. Letters j.8, 138 C',1965).
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sion (310) gives at least as good a representation of
these points as any of the other expressions. and in view
of its simplicity it was used in the analysis of the
i2C(i60, u) data.

To arrive at this result it was assumed that the finite-
sample bias of R(e) is the same for e=", ,b„as for e= 0;
this seems to be a reasonable approximation. "4'

Bohning has taken a diGerent approach. " He con-
siders the following estimator of F:

II(e) = e
R (~)

—1/2

(B14)
R(0)—R(e)

To first order in r/I, the expectation value is

1+(e/r)' 1
8(~)=r 1—

2I/m I'

Fol e —r, 8(.) =r.„and (B15) becomes

1+1/ÃFob.

(315)

(316)

Figure 17(c) gives a comparison of (B13) (full curve)
and (B16) (dashed curve) for X=1.For I))I' they co-
incide, as they should. The dotted curve is copied from
Fig. 5 of Ref. 21; this is the result of a calculation based
on an assumption similar to that used to obtain (B7).

On the whole (313) gives the best representation of
the points from the synthetic excitation functions, "so
it was used in the analysis of the experimental data.

5. Variance of Autocorrelation Width

The y=O variance of II(e) is given to first order by
the relation4'

r'1+ 2 (e/r)'(
varII(~) =—

~
1+—

~.
I/~r

(B17)

We obtain var;, b, by putting ~=F.Dividing this by the
square of (316) for e=r and tal-ing only the highest-

4. Autocorrelation Width

Let F be the true coherence width and F,b, be the
width at half-maximum of the autocorrelation function,
that is,

R(r.„)=R(0)/2. (311)

From the properties of R(e) near r,b„Gibbs has
shown4' that for y=0

I',b, 1'�(0)
(B12)

r 2—ER (0)

Combining this with (37) we obtain

r.„-X(n—1) -'~'

I' 1V (n+ 1)+2

order term in I'/I, we obtain the square of the relative
standard deviation, so that

RSD (I',b,) = 3(1+1/1V) '"
4I/s. r

(318)

The dashed curve in Fig. 17(d) shows this expression
for E=1. The points are from synthetic, excitation
functions. "The full line is the X=1 version of

(1+I/1V)-"'
RSD (I'.b,)=

4I/ r
which gives a good representation of the points for
small as well as large samples. The latter expression was
used for analyzing the present experimental data.

These values of b~ were used in the analysis of the
"C("O,cx) data.

APPEIIX C: CHOICE GF b~

As originally presented, ' the constants b& in Eq. (6)
were b j,= 1.00, b~= 0.78, b3= 0.75, b4= 0.74,
b„=0.707. However, the decrease of b~ with E appears
to be much weaker on both empirical and theoretical
grounds. The no and nj excitation functions at 0' are of
almost equal intensity and have 41+2 and 42&2
maxima, respectively. An E= 2 excitation function was
constructed by adding these together; the result had
38&3 maxima rather than 32, the number expected if
b2 ——0.78. Similarly, if all the 0 excitation functions are
added ()V= 6), the resultant has 39~2 maxima, whereas
for be=0.73, one would expect only 29. Results from
synthetic excitation functions' also show very slight
dependence oo E.

In an idealized situation (perfect energy resolution
and infinitesimal spacing of data points) it has been
recently shown analytically" that b& is equal to
(2V3)/vr = 1.1026, independent of 1V. A similar result. was
obtained by D. M. Brink. , as mentioned in a footnote of
Refs. 21 and 43. For small E this is consistent with ob-
servations from synthetic excitation functions, but the,
latter show a small decrease in b~ as lV increases. "

If data are obtained with Rnite energy spacing and
resolution, some maxima may be missed. Therefore, b~
must be reduced. ""The corrections were made as
follows. The spacing was about 0.37 F, for which
b&=0.95 from Ref. 19. The finite energy resolution of

0.39 F reduces b& by a factor" of about 0.96. We there-
fore took b~=0.91 for our calculations. For 37&1,
b~/bi from Ref. 17 was used to calculate b~. The results
were

by= b2= 0.91,
b3= 0.90,
b;=0.89,
b8= 0.88.


