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seems quite possible that the approximations made here
and those inherent to the Hartree-Fock framework
make the results for an atom with 18 electrons very
much in error.”

In the alkaline-earth K values there are only three
exceptions and these are not entirely unexpected. All
values in this column are greater than unity or ap-
proximately unity except for the three negative ions.
Also, excluding the negative ions again, they all

decrease with increasing Z. It would seem most likely
that the anomalous behavior of the Li—, Na~, and K~
functions is due to the inherent inadequacy of the
Hartree-Fock description of negative ions.
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Stark-broadened Hg, H,, and H; line profiles from a spatially uniform plasma column which was formed
in a critically damped discharge tube were recorded with a rapid-scan spectrometer. A plasma temperature
of ~2 eV was inferred from both Hg- and H,-to-continuum ratios. Values of the electron density were
determined to an estimated accuracy of better than 329, by means of two multiple-pass laser interferom-
eters operating at infrared and visible wavelengths. Systematic errors in recording and analyzing the line
profiles are estimated to be less than ==1.5%,. For interferometric values of the electron density in the range
(1.3—8.5)X 10 cm™3, the measured half-intensity widths of all the recorded Hy profiles agreed to within
:1:2% of the widths predlcted by Stark-broadening theory. In this comparison, the 429, represents the
maximum scatter of the measured half-intensity widths where the theoretical widths were determined
using the interferometric values of electron density which were taken as the standard. The total systematic
error in this comparison is estimated to be less than +3.5%. For H, the measured half-intensity widths
ranged from 11 to 25%, larger than that predicted by theory for electron densities in the range (1.3—7.1)
X106 cm™2, For H; the measured half-intensity widths are 7% narrower than that predicted by theory for
electron densities in the range (1.3—2.8)X10'® cm™2. Because the Hpg, H,, and H; profiles were recorded
from the same plasma, systematic errors in measuring the electron density will affect the comparison of
theory and experiment for each line in the same sense. Thus the relative systematic errors between the

comparison of all three lines with the theory are estimated to be less than =4-1.5%,.

I. INTRODUCTION

HE dominant line-broadening mechanism in dense
plasmas (N.>10"% cm™3, T,<10 eV) is Stark
broadening caused by the electric microfields of the
free electrons and ions which surround the radiating
atoms. Because hydrogen is subject to a linear Stark
effect, the Balmer lines experience a pronounced Stark
broadening which depends almost entirely on the
charged-particle density. Thus, experimentally obtained
Stark profiles can be used as a measure of electron
density provided the relationship between broadening
and electron density is well known.
Previous experimental studies of Stark-broadened
Balmer lines emitted by arcs™? and shock tubes® indi-
cated significant inadequacies in the old Holtzmark
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theory.* The development of a generalized impact ap-
proximation by Kolb and Griem?® and independently by
Baranger® led to an improved Stark-broadening theory
which included the effects of electrons, Debye shielding,
and ion-ion correlations.”® Theoretical profiles have
been tabulated by Griem? which are estimated to have
an over-all accuracy of better than 159). This corre-
sponds to a possible error of 4209 in the electron
densities deduced from recorded profiles.

Among the several groups who performed previous
experimental checks of the theory, Berg et a1 found
that the Stark theory for H., Hg, and H, predicted
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values of the electron density about 49, too small at
N,~9X10'% cm—2 Wiese et al.,'* found that the Stark
theory for Hg and H, predicted values of the electron
density about 12 and 2359, too large, respectively, for
densities in the range (3-8)X10'* cm—3. McLean and
Ramsden? found that the Stark theory for Hg predicted
values of the electron density to within +69, at
1.2X10"7 cm~.

The results of a recent experimental investigation of
Stark-broadening theory for the electron density range
(2-4)X10* cm® indicate that the estimated accuracy
of the theoretical Hg profiles is somewhat pessimistic.!®
It is shown here that this excellent agreement between
theory and experiment, £3.5%, extends over the elec-
tron density range (1.3-8.5)X10* cm=2. In addition,
accurate checks on the Stark theory for H, and H; are
presented. The high accuracy of these measurements
was obtained by using a rapid-scan spectrometer to
record the Stark-broadened line profiles,* multiple-pass
laser interferometers to independently measure the
electron density,'® and a long uniform plasma source in
order to minimize boundary-layer effects. The rapid-
scan spectrometer is particularly suitable for these
measurements because it permits the photoelectric re-
cording of an entire line profile in a time short compared
to the decay time of the transient plasma. Laser inter-
ferometers provide a particularly suitable method for
independent measurement of the electron density be-
cause improved accuracy can be easily obtained through
the use of multiple-pass techniques and infrared
wavelengths.

In order to justify the high accuracy claimed in this
paper, particular attention is given in the following sec-
tions to (a) the effect of the wavelength dependence of
the polarizabilities of the neutral and excited state
atoms on the interferometric measurements, (b) the
effect of the finite slit widths and finite rise-times of the
recording electronics on the recorded line profiles, and
(c) the effect of volume and boundary-layer absorption
on the shapes of the recorded profiles.

II. INTERFEROMETRIC MEASUREMENTS
OF ELECTRON DENSITY

Multiple-pass laser interferometers at both visible and
infrared wavelengths were used to measure the plasma
electron density. The particular geometry used here is
illustrated in Fig. 1. The only significant difference be-
tween the laser interferometers used here and those
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Fic. 1. Optical arrangement for a multiple-pass laser inter-
ferometer. The laser cavity is formed by mirrors M; and My; the
multiple passes occur through the plasma between mirrors M,
and M;.

previously described!®'7 is in the use of a very high
reflection coefficient (p>99.99,) for mirror M,. This
prevents the amplitude of the laser from being signifi-
cantly modulated and thus eliminates the hybrid wave
form!® of the detected interferometer signal.

The number of cycles of modulation (fringes) ob-
served by the photomultiplier for a given change in the
index of refraction Az of the plasma is given by

X=2SAnL/\, (1)

where S is the number of discrete passes’® made by
radiation of wavelength \ through a plasma medium of
length L. Equation (1) assumes that the index of re-
fraction is uniform along the length of the traversed
plasma. If this is not the case, the product AnL must
be replaced by the line integral /"¢“An (Z)dl. The index
of refraction is related to the electron density and the
atomic and molecular constituent densities by

1 /w,\?
ﬂ=1~£<~—> +27 3 auNy, 2

w

where w=2mc/\, w2= N €%/ e, € is the permittivity of
free space, e and m are the electronic charge and mass,
N, is the number density of atoms (or not completely
stripped ions) in the #th quantum state, and a, is the
polarizability of this electronic state. If the index of
refraction is measured at two different wavelengths and
if the wavelength dependence of the constituent po-
larizabilities can be neglected, the electron density is
given by

)

1.247X1013/X1)\1 XzM)
‘ LO\12—'>\22>\ Sl S2 ’

where X; and X, represent the number of fringes ob-
served at the laser wavelengths \; and A, respectively.
Obviously, Eq. (3) requires that neither of the laser
wavelengths coincide with a characteristic transition
wavelength of the plasma because of the strong wave-
length dependence of a, near a line center. Even if the
laser wavelengths are far removed from all characteristic
radiation, there is a small inaccuracy introduced in the
electron density measurement by neglecting the wave-
length dispersion of the a,’s. This inaccuracy is strongly
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dependent on the nature of the plasma. For the case of
a high-temperature hydrogen plasma, the error in Eq.
(3) can be estimated as follows. If the wavelength of
the radiation is far removed from all characteristic radi-
ation A\, the contribution to the refractivity by neutral
atoms in state # is ?

7'0fmn>\mn2 Amn\ 2
2aanN,= > ———[1+<—)\—> +-- ']Nn; 4)

m>n 21|'

where f.. is the absorption oscillator strength and 7o
=2.82X107" cm is the classical electron radius. The
electron temperature of the hydrogen plasma in these
experiments is nominally 2 eV and, therefore, to a good
approximation all excited levels are collision dominated.
Consequently, the excited state population densities
are given by the Saha equation which, for a hydrogen
plasma, is

2 3/2 E;
N,=n2N 2 ) e ( ) (5)
(27rka P n2kT

where E; is the ionization energy of the ground-state
hydrogen atom. This shows that for the plasma param-
eters considered here (7'~20 000°K and N ,~10' cm™3),
the inequality N,&<N,, n>1 is satisfied. Consequently,
at wavelengths far removed from all characteristic
radiation the only significant contribution to the re-
fractivity by neutral atoms is by atoms in the ground
state. Hence, only =1 need be considered in Eq. (2)
and it follows that in Eq. (4) A»1<1215 A (Lyman «).
The refractivity contribution given by Eq. (4) is ap-
proximately 39, larger at X\.=0.6328 p than it is at
N1=1.1523 u. However, the error introduced in Eq. (3)
by neglect of this variation is much less than 3%, as
can be seen by the more correct form of Eq. (3) which
includes the wavelength dependence of a,. This re-
quires that the term

>\rmi4 f m3
m )\ 12)\22

be added to the right-hand side of Eq. (3). In this
notation AN represents the change in the ground-state
population density. For the wavelengths considered
here, the coefficient of AN, is less than 1073, If AN;= N,
(this is a good approximation if the plasma is highly
ionized), then it follows that Eq. (3) is accurate to
better than 0.19.

The above may not be true if either A\; or Az is in close
proximity to an emission line. In this case if A\=N\,,4-AN
is on the far wings of a line, the contribution to the
refractivity is given by?®

7o f mn)\mn3 Em'n
27N ,,=————I:1—— exp(— )]N n, (6)
FArAN kT

where LTE has been assumed. This equation applies
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only on the far wings and AN \na. Giving due con-
sideration to the terms fumn, Amn, Ema, and N ,, it is seen
that usually no more than one line will significantly
contribute to the plasma refractivity at a given wave-
length. For example, at wavelength \,=6328 A, the
most significant contributor is the line H, at s
=6562.8 A. The ratio of this contribution to the re-
fractivity to that by the free electrons is

Saahad® E3\ V2
() S
2ANN kT/ N,
At an electron temperature of 2 eV and with the aid
of Eq. (5), this ratio reduces to approximately 10~2N,,
where N, is expressed in cm3. Hence, with electron
densities less than 10' cm™3, this effect will not sig-
nificantly contribute to the refractivity of the plasma.
A similar argument will show that this is also true at
wavelength N\;=1.1523 u.

Some uncertainty remains as to the effect on the
plasma refractivity by electrons in very highly excited
bound states. All electrons in states that are separated
from the reduced ionization limit by less than the photon
energy hc/\ are practically indistinguishable from the
free electrons.® Hence, these electrons should be in-
cluded in the term }(w,/w)*=7r\2N,/27 and N, in Eq.
(3) is the sum of the free-electron density and those
electrons in the relevant highly excited states. Typically,
this correction to the electron density is less than 19,.°
Fortunately, the highly excited bound electrons also
contribute to Stark broadening® as if they were free
electrons. The number of states involved in this con-
tribution is not identical to the number of bound states
which contribute to the refractivity but in general they
do not differ significantly. It is expected that the dif-
ference is at most a few tenths of a percent.

III. RAPID-SCAN RECORDING OF
LINE PROFILES

The optical arrangement of the rapid-scan spec-
trometer used here is illustrated in Fig. 2. For a com-
plete description of this device the reader is referred to
Ref. 14. Light from the plasma is focused on the en-

M) |
ls'
Mg

Fic. 2. Optical arrangement in the rapid-scan spectrometer.
S, entrance slit; M;, M4, and Ms, off-axis paraboloidal mirrors;
M., Ms, and My, flat mirrors; M3, high-speed rotating mirror; G,
plane grating (600 1/mm); S, and Ss, exit slits.
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trance slit S; and is collimated by a 381-mm-focal-length
off-axis paraboloidal mirror M;. Mirror M, directs this
light to a high-speed rotating mirror M. The motion of
this rotating mirror causes the collimated light to be
scanned across the face of a plane grating G, resulting
in a changing angle of incidence. The wavelength com-
ponent A; (\z) that is parallel to the axis of the off-axis
paraboloidal mirror M, (M) is reflected by the pick-off
mirror M (M;) through the exit slit Sy (S3). Thus, a
portion of the spectrum is scanned at a constant angle
of diffraction by each detector system, the angle of
diffraction being defined by the angle between a parabo-
loid axis and the grating normal. The spectral scan
speed is determined by the grating equation #A=d(sinz
+sinf) and the rotational speed R of the rotating mirror.
Thus, for an angle of incidence =0, in the first order
(n=1)

d\/dt=4xRd (8a)
and

A=Ao+4rRd(t—ty), (8b)

where d is the grating spacing and R is expressed in rps.

Denoting a photon flux from a pure Stark-broadened
profile by I, and the normalized profile due to other
broadening mechanisms (e.g., Doppler broadening) by
f(\), the photon flux incident on the entrance slit S;
is given by

IN= / L(—2) f(x)da. )

The photon flux that passes through the exit slit is
expressed by the relation

I"()=1\"[A=\o+4xRd(t—t)], (10)

where
L= / IV =)/ (3)dy (11a)
—4 / Ko=) [ fe—y)7 ()dydz, (11b)

f’(v) is a normalized slit function, and 4 is a constant.
The wave form displayed on an oscilloscope will be
slightly different from I”/(f) because of the finite rise
time of the photomultiplier and oscilloscope. If the
response of this electrical system to|a unit step input
can be represented by V (f)=1—¢~#7, then the displayed
wave form is given by'®

B t
I () =— / I (1—2)eI"ds, (12)
TJo

where B is the constant of proportionality between the

18 M. E. Van Valkenburg, Network Analy.m (Prentice-Hall, Inc.,
Englewood Cliffs, New Jersey, 1955), p.
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electrical output of the photomultiplier and the in-
cident photon flux 1" (¢).

The spectral scan speed of the spectrometer was
measured by recording a portion of a xenon spectrum
at each of the rotor speeds used. The photomultiplier
output was displayed on the upper beam of a Tektronix
551 dual-beam oscilloscope and timing pulses, derived
from a crystal controlled oscillator, were recorded on
the lower trace for a sweep calibration of the recording
scope. A least-squares fit of 20 xenon lines to the timing
marks gave a spectral scan speed of 83.6520.10 A /usec
for a rotor speed of ~400 rps. The range is a simul-
taneous confidence interval for a confidence limit of
959, This spectral scan speed is reproducible to
within #0.159, on a shot-to-shot basis.

The slit function was experimentally determined by
recording essentially unbroadened lines from a cold
xenon plasma. This was performed for each combination
of spectral scan speed and slit width which was used
while recording the Balmer profiles. These recorded
xenon profiles represent the slit function f’(A\)modified
by the electrical circuit response as given by Eq. (12).
In order to determine the slit function from the re-
corded profiles, a set of Voigt profiles was folded with
the circuit response according to Eq. (12) using the
measured time constant 7=6X10? sec. A comparison
of the half-intensity and tenth-intensity widths of the
recorded profiles with the respective widths of the
modified Voigt profiles indicated that at each spectral
scanning speed and slit width, the slit function was best
represented by a Gaussian function. For example, at a
rotor speed of 400 rps and entrance and exit slit widths
of 15 u each, the measured half-intensity and tenth-
intensity widths are 1.75 and 3.34 A, respectively. These
measured values compare favorably with those of a
Gaussian profile having a half-intensity width of 1.50 A
which after modification by the circuit time constant,
gives 1.75 and 3.35 A, respectively.

For the plasma investigated here, the only significant
broadening mechanism, in addition to Stark broadening,
is Doppler broadening. Thus f(\) is Gaussian with a
half-intensity width

2kT In2
A)\d = [ :l)\o .

Mc?

Since the slit function is also Gaussian, Eq. (11b) can
be written

I)‘"=A/wl)\()\—x)f”(x)dx, (13)

where f”'(x) is a Gaussian function of half-intensity
width

AN= (AN2+AN )12
and A\, is the half-intensity width of the slit func-
tion f/(\).

19 H, Scheffe, The Analysis of Variance (John Wiley & Sons,
Inc., New York, 1959).
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IV. THE PLASMA SOURCE

The plasma investigated was formed in a Pyrex wall
cylinder, 3.0 cm in diameter and 14.9 cm long, which
was fitted with narrow brass ring electrodes on each
end. The discharge tube was filled with hydrogen gas to
the desired]pressure, and the plasma was produced by
discharging a critically damped 2-uF capacitor between
the two ring electrodes. The discharge tube was posi-
tioned in the reference cavity of the laser interferometer
as is illustrated in Fig. 3. Plasma light passing through
the end window from the center of the discharge tube
was focused on the entrance slit of the rapid-scan
spectrometer with the aid of the movable pick-off
mirror. The spherical mirror located to the left of the
discharge tube in Fig. 3 was used to measure self-
absorption. This will be discussed in Sec. V.

The main requirement of the plasma source in this
experiment is its uniformity. This was already dis-
cussed in one context in connection with Eq. (1) and
the interferometric measurement of electron density.
In addition, the plasma must be uniform throughout
the acceptance cone of the spectrometer in order to
infer a completely meaningful electron density from a
single Stark-broadened profile. The plasma investigated
here satisfied these requirements to the required degree.
This was determined experimentally with the aid of the
laser interferometers by measuring the electron density
at various radii. Typical results for a gas pressure of
1.0 Torr and a capacitor voltage of 25 kV are illustrated
in Fig. 4. At 0.2 cm from the side wall, the electron
density fell very rapidly and this steep gradient pre-
vented accurate density measurements in this region.
The thickness of the boundary layer at the end windows
of the discharge tube was assumed to be identical to
that at the side walls. Hence, an effective plasma length
of 14.7 cm was used in Eq. (3). The assumption of high
uniformity along the length of the discharge tube was
partially supported by observing the plasma ‘“‘side on”
with the spectrometer at various tube positions.

The maximum diameter of the spectrometer ac-
ceptance cone was 1.4 cm, which is sufficiently small so
as to exclude radiation from the boundary layer of
plasma at the side wall of the tube. Radiation emitted
from the thin boundary layers at the two end windows

SPHERICAL MIRROR— PICK-OFF MIRROR
M v. /
| y / .

-
\

He-Ne LASERi DISCHARGE TUBE:

ENTRANCE SLIT OF THE
RAPID-SCAN SPECTROMETER —_—

PHOTOMULTIPLIER

F16. 3. A schema of the experimental setup. The pick-off
mirror is moved into position only when spectra are being re-
corded ; the spherical mirror is used to study self-absorption.
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Fi6. 4. Electron density profiles in the discharge tube at various
times in the afterglow. The discharge was initiated at =0 and the
current duration was approximately 2 usec.

was neglected since this radiation was estimated to con-
tribute less than 19 to the total. This estimate is ob-
tained by considering the relatively thin boundary
layer at the side walls together with the V.? dependence
of the integrated emission coefficient in a collision-
dominated plasma. The main reason for using a long
plasma length is to minimize the effect of the radiation
from the boundary layer. Other reasons for using a long
plasma are that the error in establishing an effective
plasma length for Eq. (3) will be minimized, and a
larger number of fringes is obtained which increases the
sensitivity of the measurement.

V. VOLUME AND WALL ABSORPTION

In order to justify the high accuracy claimed in this
experiment, it is necessary to consider the extent to
which the line shape is altered by self-absorption. Con-
sider a collision-dominated plasma in which N,, T, and
the atom density N, are spatially uniform. These
conditions are sufficient to assure a spatially uniform
emission coefficient e(w), where e(w) is defined as the
power emitted in a specified direction in the angular
frequency interval w — w+dw from a unit volume of
plasma. The intensity of radiation emerging from the
plasma is given by

(@)

z<w,L)=;:—,,%)[1— w1, (14)

where L is the plasma length along the emission path
considered and %’ (w) is the effective absorption coeffi-
cient, i.e., the difference between the true absorption
and the induced emission coefficient. In the limit of
small optical depth, &' (w)L<K1, Eq. (14) reduces to

I(w,L)=e(@)L[1—F (@)L/24 -], (15)

which indicates that the optical depth k'L must be
less than 0.02 in order for the recorded profile to repre-
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sent the emission profile to within an accuracy of
better than 19%.

In a collision-dominated plasma, the effective absorp-
tion coefficient in a spectral line is’

k'<w>=27r2rocf,nnzvn[1—exp(—%)]uw), (16)

where the levels 7 and # are assumed to be related by
the appropriate Boltzman factor, N, is the population
density of the lower level, and L(w) is the normal-
ized emission line shape. Using Eq. (5) and the
transformation

L(w)=N2S(r)/27cF,

where .S («) represents the normalized line shape for the
reduced wavelengths a= (\o—\)/F, and Fo=2.61eN 2/3
is the normal field strength, Eq. (16) reduces to the
convenient form

i

E'=2.36m2N &3 (ET)~%2 e (——) -
T f

x[1—exp(—%>]vs(a)x1o—%, an

where %’ is expressed in cm™, N, in cm™3, kT in eV, and
X in A. Using the S(a) values tabulated by Griem,? it
can be shown that in order to satisfy the inequality
I(w,L)/e(w)L >0.99 for a plasma of length L=15 cm
and £7'=2 eV, the electron density must be less than
2.7X10%, 3.7X 10, and 1.0X 10" for Ha, Hp, and H,,
respectively.

The absorption was measured experimentally with
the aid of the spherical mirror shown to the left of the
discharge tube in Fig. 3. The center of curvature of this
spherical mirror is positioned to coincide with the focal
point of the optical system which focuses the plasma
light on the entrance slit of the spectrometer. Thus for
a collision-dominated plasma in which N, and T, are
spatially uniform, the intensity of radiation at the
right-hand boundary with the mirror in position is

In(w,L)=1(w,L)+ Rl (w,L)e* T, (18)

where R, is the reflection coefficient of the spherical
mirror and includes any reflection or scattering losses
at the windows. I (w,L) is the intensity at the right-hand
boundary of the plasma when the mirror is not in place
and is related to the emission coefficient by Eq. (14).
The optical depth is then determined from the measured
parameters with the aid of Eq. (18):

 (w)L=In Rlwl)

In(w,L)—I(w,L)’ (19)

and thus the “true” profile can be reconstructed with
the aid of Eq. (14) by substitution of the measured
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optical depth

E ()L
E(w)L—I(w,L)m B (203.)
or in the event that &' (w)L<1,
2RI (o, L)
e(w)L= (20b)

' Iu(@,L)+I(,L)(R—1)

The reflection coefficient R, is experimentally deter-
mined from measurements, with and without the spheri-
cal mirror, of the line wings which are negligibly ab-
sorbed. The reconstruction of the line profiles by Eqs.
(19), (20a), and (20b) does not account for absorption
by the cold boundary layer at the tube windows which
can be especially important for those lines with an
unshifted central Stark component, e.g., H, and H,.
However, it can be shown that if the two boundary
layers are identical and the radiation from the boundary
layers is negligible and if 2’K<1, then Eq. (19) is still
applicable.

VI. EXPERIMENTAL RESULTS

Stark-broadening theory was investigated over the
electron density range (1.3-8.5)X 10 cm™3 by using the
three different sets of initial conditions which are listed
in Table I. The uniformity of the plasmas generated at
the lower and higher pressure is comparable to that
mentioned earlier for the 1.0-Torr plasma. A typical
laser interferogram, recorded from the 1.0-Torr plasma,
is shown in Fig. 5(a). The discharge is initiated at the
instant of time corresponding to laser signal maximum
(signal increases downward) by means of the internal
trigger on the Tektronix 551 oscilloscope. The accuracy
with which the fringe shifts can be measured is esti-
mated to be £1/15 of a fringe. Since \1/ST>Ns/S5, the
accuracy of the measured quantity in Eq. (3), (X:\1/S1
—Xs\o/S3), is determined predominantly by the ac-
curacy of the fringe shift measurement X;. Thus with a
nominal fringe shift of the five full fringes, the accuracy
with which this quantity is measured is +=1.39.

The reproducibility of the plasma on consecutive dis-
charges was determined by the laser data. Approximately
seven out of eight consecutive discharges reproduced
the fringe pattern of the 1.1523-u laser interferometer
to within the accuracy with which the fringes could be
measured. This excellent reproducibility allowed the

TasrLE I. Experimental conditions.

N,(10% cm™3) P (Torr) V (kV) L (cm) S(&/usec)* T.(°K)
1.3-1.8 0.75 20 15 41.83 21 000
2440 1.0 25 15 41.83 23 000

83.65
5.0-8.5 2.5 30 11 104.6 26 000
125.5

a Spectral-scan speed.
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laser interferograms and the appropriate line profiles to
be recorded (with or without the spherical mirror) on
alternate discharges.

In order to obtain good statistics on the discharge
reproducibility, an experimental run usually consisted
of ten consecutive discharges in which four laser inter-
ferograms, three line profiles with the mirror, and three
line profiles without the mirror, were recorded alter-
nately. An average value for the electron density was
calculated for each run from an average of the fringe
shift measurements. This procedure tends to reduce the
inaccuracies in measuring the individual fringe patterns.
Systematic errors associated with Eq. (3), e.g., errors
in the effective plasma length L, neglect of the wave-
length dependence of the polarizability of the excited
state atoms, or any slight nonuniformity, should not
account for more than an additional 4=1.5%, error in
the electron density measurements. These systematic
errors are not an important factor in the determination
of the plasma reproducibility.

The spectral scan speeds which were used in the
various density ranges are listed in Table I. An example
of a typical Hp profile, obtained at a spectral scan speed
of 41.83 A/usec and recorded with a Tektronix-type 551
oscilloscope at a sweep rate of 0.2 usec/div (a dispersion
of 8.37 A/div) is shown in Fig. 5(b). The 5-Mc/sec
pulses on the lower trace were used for an oscilloscope
sweep speed calibration. The large pulse on the lower
trace was obtained from a delay generator which was
triggered by the discharge current. This pulse is also
recorded on the lower trace of the laser interferograms
and is used to time correlate the recorded profile with
the fringe pattern. Because of a slight vertical non-
linearity in the type-551 oscilloscope, a type-541 oscillo-
scope, having excellent linearity, was used to obtain
the recordings which were analyzed in detail. A third
oscilloscope, operating at a slower sweep rate, was used
to record the relative continuum intensity at an in-
creased sensitivity. Representative electron tempera-
tures, as determined by the Hg-to-continuum ratio,® are
also listed in Table I. These values agree to within
+59%, of the values obtained by the H,-to-continuum
ratio. The analysis of the recorded profiles for the first
four members of the Balmer series will be discussed in
the following sections.

H, Results

Two H, profiles, recorded with and without the
spherical mirror at an electron density of 2.74X 10 are
shown in Fig. 5(c). The two profiles have been super-
imposed to better illustrate the effects of self-absorption.
Because the profile with the mirror is only slightly
more intense at the line center than the profile without
the mirror, it is obvious that H, is strongly self-
absorbed. The central dip in these profiles is not due to
the absence of a central, unshifted Stark component,
but is due to a line reversal, i.e., the excitation tem-
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H,,

(b)

©)

Fic. 5. Typical interferometer and spectrometer recordings.
(a) The fringe pattern for A=1.1523 y recorded at 10 usec/div
from the 1-Torr plasma. Records obtained at a sweep rate of 2
usec/div were used for the analysis. (b) An Hgline profile obtained
at a spectral scan speed of 41.83 A/usec and recorded at a sweep
rate of 0.2 usec/div. The timing marks are from a 5-Mc/sec
crystal-controlled oscillator. The timing pulse recorded on the
lower traces of (a) and (b), is derived from the firing of the dis-
charge tube. (c) Two superimposed H, line profiles which were
recorded with and without the spherical mirror. The peak-
intensities are nearly identical showing the large self-absorption
in He.

perature for the #=2 and =3 states is higher at the
tube center than near the walls. This is partly due to
the fact that a dense layer of cold neutral particles is
built up at the end windows by equilibration of pressure.
In addition, in a plasma in which the excited state
population densities are not totally collision dominated,
the strong absorption will alter the excitation tempera-
ture of the appropriate energy levels. Since the radiation
intensity is spatially dependent in an optically thick
plasma—being greatest in the central regions, as can
be seen with the aid of Eq. (14)—the excitation tem-
perature will also be greater in the center of the plasma.
Both of these effects can cause line reversal and thus
account for the dip in the center of the recorded H,
profiles. Because of this, reconstruction of H, profiles
by means of Eq. (19) is not meaningful. Thus the
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plasma source used here is not suitable for use in
attempting a check on the Stark-broadening theory
of He.

Hjg Results

Stark-broadened Hjg line profiles recorded with and
without the spherical mirror for densities in the range
(1.3-4.0)X10® cm™2 exhibited no measurable self-
absorption. Those profiles recorded in the range (5.0-
8.5)X 10 cm3 exhibited a small percentage of absorp-
tion and were thus corrected for self-absorption ac-
cording to Eq. (20b). In all cases, the measured
self-absorption agreed very well with the theoretical
value given by Eq. (17).

A comparison of recorded and theoretical line profiles
cannot be carried out directly because of the effects of
the instrument functions mentioned earlier. Thus, either
the recorded profiles must be compared with theoretical
profiles which have been modified by the instrument
functions or the theoretical profiles must be compared
with experimental profiles which have been corrected
for the instrument functions. To demonstrate the first
technique, a theoretical profile corresponding to N,
=2.78X10"® cm~* [the interferometric value corre-
sponding to the recorded profile shown in Fig. 5(b)]
was computed by interpolating the tables of Griem.
This theoretical profile was folded with the Gaussian
slit function of the appropriate width (1.4 A which
includes Doppler broadening as discussed in Sec. IIT)
by numerical integration according to Eq. (13). The
resulting profile was further modified to account for the
finite rise time of the recording electronics (r=6X10"?
sec, spectral scan speed=41.83 A/usec) by numerical
integration according to Eq. (12). A comparison of this
theoretical profile and resultant modified theoretical
profile is shown in Fig. 6(a). The half-intensity width

[a) A 7
4330 480 4870 4gs0  4sso 440 A[A)
®) NN
/ . \
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4090 4880 as;0  4ss0 4850 4840 A[A)

F1c. 6. (a) A theoretical profile (solid line) for N¥,=2.78X 1016
cm™® [the interferometric value for Fig. 5(b)] is compared with
the profile which is obtained by folding the theoretical profile with
the slit and time response functions (dashed line). (b) A compari-
son of the experimental profile (solid line) with the modified
theoretical profile (points) of (a). The narrow band at the bottom
represents the continuum intensity.
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of the modified profile is 1.39, larger than that of the
unmodified profile. A comparison of the recorded profile
(represented by a solid line) with the modified theo-
retical profile (represented by points) is shown in Fig.
6(b). The agreement is excellent except near the line
center where the observed dip is not as deep as the
theory would indicate. The blue peak is also somewhat
more intense than the red peak; however, this result is
not unexpected.’®

The second method for comparing the recorded and
theoretical profiles, as mentioned above, involves ‘“un-
folding” the instrument functions from the recorded
profiles. However, instead of performing this complete
“unfolding” operation, an approximate but much sim-
pler correction technique, which requires only that the
shapes of the theoretical and experimental profiles be

A, (%)
- )

[Ax (veory)-Ax (Exp)] /A (Exe)
Axly, (%]
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Ar 1y (%)
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F16. 7. A comparison of the experimental and theoretical #/4
intensity widths of Hg (=1, 2, and 3) as a function of electron
density. Two-thirds of the experimental half-intensity widths (one
standard deviation) agree to within 419, of the theoretical half-
intensity widths.

similar, was employed. A set of theoretical profiles of
varying half-intensity width was folded with the in-
strument functions according to Egs. (12) and (13).
Graphs of the increase in the #/4-intensity widths, 6\,
(m=1, 2, and 3), as a function of the n/4-intensity
widths of the modified theoretical profiles were con-
structed. The 7/4-intensity widths of the recorded Hyp
profiles were measured after subtracting out the con-
tinuum intensity (which was measured on a separate
oscilloscope) and averaging the intensities of the two
peaks. These measured fractional-intensity widths were
then corrected for the instrument functions by sub-
tracting the appropriate value of SA. Because the shapes
of the modified theoretical profiles and the recorded
profiles are very similar, this correction should be
accurate to a few percent. A comparison of the corrected
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experimental and theoretical fractional-intensity widths
as a function of electron density is shown in Fig. 7. The
agreement between the experimental and theoretical
half-intensity widths is excellent; two-thirds of the
points (one standard deviation) agree to within 4-1.0%,.
The recorded 0.75-intensity widths are on the average
approximately 19, narrower than predicted by the
theory; however, the spread in the points is larger
because the profiles are considerably narrower at this
intensity. A comparison of the interferometric value of
electron density and the value as determined by the
half-intensity widths using the available tables” is
shown in Fig. 8. These data indicate that the values of
N, as determined by Stark-broadening theory consist-
ently agree to within 41.5%, of the interferometric
values. Those few data points in excess of this value are
attributed to the occasional slight nonreproducibility of
the plasma. The estimated accuracy of the electron
density measurements (3=29,) together with the esti-
mated systematic errors in recording and analyzing the
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Fic. 8. A comparison of the interferometric values of electron
density N.(I) with the values predicted by the half-intensity
widths of the Stark-broadened Hg profiles, N.(S). Two-thirds of
the points (one standard deviation) agree to within +1.5%,.

Hg line profiles (41.59%) indicate that the Stark theory
for Hp is accurate to better than £3.59, throughout
the electron density range (1.3-8.5)X10'® cm3.

H, Results

Two H,, profiles, which were recorded for N,=1.30
X106 and 3.71X 10 are shown in Figs. 9(a) and 9(b),
respectively. The signal-to-noise ratio for the recorded
H, line profiles was less than in the case of Hg because
of the smaller line-to-continuum ratio. These data were
analyzed by averaging several profiles which were re-
corded on consecutive discharges in order to smooth
out the noise contribution. As expected from Sec. V,
the H, profiles recorded with and without the spherical
mirror exhibited no measurable self-absorption over the
density range (1.3-7.0)X 10 cm=3,

A comparison of the two recorded profiles shown in

2 R. A. Hill, J. Quant. Spectry. Radiative Transfer 4, 857
(1964). ’ ’
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Ha,

(b)

F1c. 9(a). An H, line profile obtained at a spectral scan speed
of 41.64 A/usec and recorded at a sweep rate of 0.2 usec/div for
N,(I)=1.30X10% cm™. (b) An H, line profile obtained at a
spectral scan speed of 83.28 A/usec and recorded at a sweep rate
of 0.2 usec/div for N,(I)=3.71X10% cm™3,

Fig. 9 (which are represented by the solid line) and the
theoretical profiles for the respective interferometric
densities, including the effects of the instrument func-
tion as discussed previously, are shown in Fig. 10. The
half-intensity widths of the recorded profiles are (a)
15.7 A and (b) 32.3 A; the half-intensity widths of the
modified theoretical profiles for the respective values of
electron density are: (a) 14.0 A and (b) 2704, or a
difference of 10.8 and 16.49), respectively. Both re-
corded profiles exhibit slight shoulders and as in the

I
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Fic. 10. Comparisons of the recorded H, profiles of Figs. 9(a)
and 9(b) (solid lines) with the theoretical profiles for the re-
spective densities which have been modified for the slit functions
(points). The narrow;band at the bottom of each profile represents
the continuum®“intensity.
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Fic. 11. A comparison of the experimental #/4 intensity widths
(which have been corrected for the slit functions) with the theo-
retical #/4 intensity widths as a function of electron density.

example of Hy, the blue shoulder is slightly more intense
than the red shoulder.

Because the general shape of the recorded and theo-
retical profiles is the same, the broadening effect of the
instrument functions was deduced from the theoretical
profiles as in the example of Hg. The measured 0.25-,
0.50-, and 0.75-intensity widths were corrected for the
instrument functions and are compared with the corre-
sponding theoretical fractional-intensity widths in Fig.
11. Because of the larger deviation between theory and
experiment, the actual widths are compared instead of
a percent difference as in the example of Hjg. This
comparison indicates that the experimental H, line
profiles are somewhat broader than predicted by Griem.?

H; Results

The theoretical profiles for H; have been tabulated
only for densities in the range 10%-10' cm~3 and thus
an extrapolation is necessary to reach densities corre-
sponding to the recorded profiles, (1.3-2.8)X10% cm—3.

SILICON 11

~3 CONTINUUM INTENSITY

4150 1 4100 4050 A[A)

F16. 12. A comparison of a recorded Hj profile (solid line) with
an extrapolated theoretical profile which has been modified for
the slit functions. N.(I)=2.72)X10% cm3. The narrow band at
the bottom represents the calculated continuum intensity for a
plasma temperature of 21 000°K.

GERARDO 162

e
o
-

E3
o
T

w
=]
T

. N
=3
T

3
————Ng=8.88 AX 24103
T Ne (1338111 L AN AX 2 1013

HALF-INTENSITY WIDTH A).}z [IO\]

1 1 T T T I | 1 1 J
04 0.6 08 10 15 2.0 3.0
Ng [INTERFEROMETER) (106 cm™%)
F16. 13. A comparison of the experimental half-intensity widths

(w}_xich have been corrected for the slit functions) with the theo-
retical half-intensity widths as a function of electron density.

The usual method of extrapolation is to assume that
the half-intensity width varies as N 23, or

No=CAN/2X 10, (21)

For N,=10" cm— and T.=2X10*°K, the tabulated
value® of A\ for H; is 21.74 A and thus C=9.86. How-
ever, this value of C is valid only for densities close to
10 cm=3, For example, at AN=13.20 A, the tabulated
value of N, is 5.01X 10" c¢cm—3, while the value from
Eq. (21) is 4.73X10%, a difference of 5.6%,. A somewhat
better approximation to the relationship between elec-
tron density and half-intensity width is given by the
empirical expression

N.= (Co+C1 InAN)AN/2X 1013 | (22)

where for H; the coefficients have the value Co=13.33
and C1=1.112' The maximum deviation between the
tabulated values of N, and those predicted by Eq. (22)
is #0.59%,. Expressions similar to Eq. (22) have been
derived from the theoretical H; profiles for the #/10-

intensity widths where n=1, 2, -- -, 10.
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Fic. 14. A comparison of the interferometric values of electron
density N.(I) with the values predicted by the half-intensity
widths of the Stark-broadened Hg, H,, and H; profiles.

2LR. A. Hill, J. Quant. Spectry. Radiative Transfer 7, 401
(1967).
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TasrLe II. Comparison of the theoretical and experimental Stark-broadening coefficients.

Theoretical Experimental
Line Range Co C Range Co Cy a (%)
Hg (1-10) X101 35.3 —141 (1.3-8.5) X 1016 34.7+1.3 —1.28-+0.41 1.54
v (1-10) X 1016 33.7 —1.72 (1.3-7.1) X101 34.541.6 —3.78+0.47 1.36
H; (1-100) X 10 13.3 —1.10 (1.3-2.8) X101 14.64+2.0 —1.1740.56 1.29

A comparison of an experimental H; profile, averaged
from three consecutive discharges, and an extrapolated
theoretical profile for N.(I)=2.72X10' cm~3 is shown
in Fig. 12. The half-intensity width of the recorded
profile, 42.4 A, is 6.19, narrower than the extrapolated
theoretical profile. As in the example of Hg, the blue
peak is slightly more intense than the red peak, and the
recorded dip is not as deep as predicted by the theory.

Because the general shape of the theoretical Hg and
H; profiles is similar, the broadening effect of the in-
strument functions should be similar at a given half-
intensity width. The measured half-intensity widths of
the H; profiles were thus corrected with the instrument
functions which were calculated for Hg. A comparison
of these experimental values with the extrapolated
theoretical half-intensity widths is shown in Fig. 13-
This comparison indicates that the experimental half.
intensity widths are approximately 79, narrower than
predicted by the extrapolated theory.

VII. DISCUSSION

A comparison of the interferometric values of electron
density and the values as determined by the half-
intensity widths of Hg, H,, and H; using the available
tables* is shown in Fig. 14. An x has been used to
represent those points for Hg which required a correc-
tion for self-absorption. Two-thirds of the densities
determined by the Stark-broadening theory of Hg (one
standard deviation) agree to within 41.59, of the
interferometric values over the density range (1.3-8.5)
X10* cm=3. The results for H, indicate that Stark-
broadening theory predicts values of electron density
ranging from about (1642)9%, to (3732)9, too large
over the density range (1.3-7.1)X 10" cm—3. The results
for H; indicate that the extrapolated theory predicts
values of electron density about (1042)9, too small
over the density range (1.3-2.8)X10' cm3.

Experimental values for the coefficients Cy and C; in
the empirical expression relating electron density and
half-intensity width [Eq. (22)] were determined by a
least-squares analysis of the experimental data. Values
for these coefficients and the corresponding theoretical
values are listed in Table II along with the standard
deviation in the points o. The indicated ranges of the
coefficients are simultaneous confidence intervals for a
confidence limit of 959,.1° The values of the coefficients
for Hg and H; as determined from Stark-broadening
theory? lie inside the limits given by the confidence
intervals. Although the theoretical data for H, fit Eq.

(22) only poorly, the experimental data fit this equation
very well.

VIII. CONCLUSION

The results presented here are believed to represent
the most precise test of the theory of Stark-broadening
of Hg, H,, and H, that has been carried out to date in
the electron density range (1.3-8.5)X10! cm=3. The
high accuracy was obtained by using a uniform, repro-
ducible plasma source having small cold boundaries, by
measuring the electron density to an estimated accuracy
of better than =42.09, with multiple-pass laser inter-
ferometers, and by recording the line profiles with a
rapid-scan spectrometer. Systematic errors in recording
and analyzing the line profiles are estimated to be less
than #41.59,. For interferometric values of the electron
density in the range (1.3-8.5)X 10, the measured half-
intensity widths of all the recorded Hjg profiles agreed
to within £29%, of the widths predicted by Stark-
broadening theory. In this comparison, the =429,
represents the maximum scatter of the measured half-
intensity widths where the theoretical widths were
determined using the interferometric values of electron
density which were taken as the standard. The total
systematic error in this comparison is estimated to be
less than =4-3.59,. Thus, the previous estimate of the
accuracy of the theoretical Hy profiles, 4=159%,% seems
to be somewhat pessimistic. This may be due in part to
compensating errors in the theory. For H,, however,
the measured half-intensity widths ranged from (11
+2)9%, to (2542)9, larger than that predicted by theory
for electron densities in the range (1.3-7.1)X10' cm—3.
This discrepancy which is comparable to that found in
a previous experiment,!! indicates that some refinement
in the theoretical H, profiles seems to be necessary.
For H; the measured half-intensity widths are (74:2)%,
narrower than those predicted by theory for electron
densities in the range (1.3-2.8)X10' cm—3. As in the
case of Hpg, this discrepancy is less than the estimated
accuracy of the theoretical profiles. Because the Hpg,
H,, and H; profiles were recorded from the same
plasma, systematic errors in measuring the electron
density will affect the comparison of theory and experi-
ment for each line in the same sense. Thus the relative
systematic errors between the comparisons of all three
lines with the theory areestimated tobelessthan +1.5%,.
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F16. 5. Typical interferometer and spectrometer recordings.
(a) The fringe pattern for A=1.1523 u recorded at 10 usec/div
from the 1-Torr plasma. Records obtained at a sweep rate of 2
usec/div were used for the analysis. (b) An Hg line profile obtained
at a spectral scan speed of 41.83 A/usec and recorded at a sweep
rate of 0.2 wsec/div. The timing marks are from a 3-Mc/sec
crystal-controlled oscillator. The timing pulse recorded on the
lower traces of (a) and (b), is derived from the firing of the dis-
charge tube. (c) Two superimposed H, line profiles which were
recorded with and without the spherical mirror. The peak-
intensities are nearly identical showing the large self-absorption
in Hq.



(b)

F16. 9(a). An H, line profile obtained at a spectral scan speed
of 41.64 A/usec and recorded at a sweep rate of 0.2 usec/div for
N,(I)=130X10"% ¢cm™3. (b) An H, line profile obtained at a
spectral scan speed of 83.28 A /usec and recorded at a sweep rate
of 0.2 psec/div for N,(I)=3.71X10" cm™3,



