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Electronic Structure of Zirconium*
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Augmented-plane-wave (APW) calculations of the electronic structure of zirconium have been carried
out. The resulting Fermi surface is almost entirely diferent from the model proposed earlier by Altmann
and Bradley on the basis of cellular calculations. The APW Fermi surface (after slight modification) can
account for the angular dependence of the de Haas —van Alphen periods observed by Thorsen and Joseph;
the theoretical values of the periods differ from the experimental results by no more than about 40%. Al-
though this is by no means an outstanding example of close agreement between experimental and theoretical
results, it is believed that the new Fermi-surface model represents a substantial improvement over previous
work and is a better starting point for any future attempts to deduce an improved model whenever additional
experimental data become available.

INTRODUCTION

IRCONIUM is a transiton metal (atomic con-
& figuration 4d'5s') which crystallizes in the hexa-

gonal close-packed (hcp) structure. The only experi-
mental results relating directly to the Fermi surface of
this metal are the de Haas-van Alphen (dHvA) meas-
urements of Thorsen and Joseph(TJ). ' Their results
are extremely complicated and cannot be explained in
terms of the nearly-free-electron model. The only
theoretical calculation of the Fermi surface of zirconium
has been presented by Altmann and Bradley' (AB), who

used the form of the cellular method suggested by
Slater. The resulting Fermi surface, it is claimed by
these a,uthors, can account (at least approxima, tely) for
the angular dependence of four out of the five periods
reported by TJ. This being the case, theirs was the
first such calculation showing an agreement of this

type for a transition metal. ' '
Since that time there have been several energy-band

calculations for transition metals, many of these based
on the augmented-plane-wave (APW) method origin-
ated and developed by Slater. ' This method has been
used successfully in many applications, not only for
transition elements, but also for simple metals, com-

pounds, and ionic crystals. ' An example of the accuracy
that can be expected from this method can be found in
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the good agreement between experimental results and
the theoretical Fermi surfaces of Mo and W.' "
Another good example, in this case for an hcp transi-
tion metal, is the APYV calculation for rhenium given by
Mattheiss. "Other Fermi-surface calculations for hcp
transition metals have been performed using the AP%
method, " '7 but lack. of experimental data precludes
a direct check of these results at the present time.

However, it can be observed that in the APK cal-
culations for hcp transition metals, in particular for
Re," Gd " Y "and Dy, ' the density-of-states curves
are all strikingly similar. There are, of course, small

variations in the energy bands for the diRerent metals,
but the general features of the curves are all very much
the same. In particular, for all of these metals the energy
corresponding to four electrons per a,tom (as in Zr)
occurs near a sharp minimum in the density of states
(actually up slightly on the high-energy side). This
minimum separates two large peak. s resulting from the
contributions of the relatively narrow d bands.

The cellular calculations by AB,' however, do not
exhibit this characteristic in the density of states
curve. The general features of their curve are different,
and the Fermi energy occurs on a relatively high, wide,
and nearly Oat portion of the curve. This apparent dis-

crepancy catalyzed the author's latent distrust of the
cellular method and led him to examine more carefully
the corresponding Fermi-surface model of AB.' Certain
ambiguities were found. For instance, there are two
dHvA periods (designated n and P by TJ) which have
their minimum separation (about 10'P~) for the 6eld
direction along the c axis. As the field is tilted away
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ELECTRON IC STRUCTURE OF Zr

TAaLE I. Muslin-tin potential for zirconium
inside APW spheres.
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. axis, the smaller period decreases and the

larger one increases. AB have assigned. these periods to
a dumbbell-shaped piece of Fermi surface with its

1 the direction. For such a sur ace
the pellods corI'espondiQg to the maximum aQ Q1lill-

mum orbits mould come together at some angle rather
actua, ll observedthan separating further (as is ac ua y o

experimentally).
ttEote added i ri proof. Since this article was written e

author has had the pleasure of discussing the work with
Professor S. I. Altmann at Oxford University. From

presented at conferences in the form of slides), i ap-
h t the differences in our results are primarily

an inherentdue to the potentials used ra, ther than to any in
difficulties in the form of the cellular method. More is
said about this in the Discussion. i

It wa, s decided to calculate the energy bands and
F '

rf of Zr using the AP% method to see i
these ambiguities cou ab' 't' ld at least be partially resolved.

ted the resulting density-of-sta, tes curve was
found to have the same general features as a o
other AP% calculations for hcp transition metals.

ls conslsteQ wlt with the va, lue obtained from the experi-
mental electronic specific-heat coeffi.cient (approxi-
mately the same e ec ro-h 1 t on-phonon enhancement factor
being require as o

' ' '
cd for neighboring yttrium and t e cp

completely different from the one proposed by AB, but
it accounts sen1iqualitatively for all the dHvA periods

Ter.E II. The 32 reciprocal lattice vectors used
in the APW expansion.
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FIG. 2. Unit cell and
half of the Brillouin zone
for the hexagonal close-
packed crystal structure.
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APW sphere radius) based on this potential are shown
ln Fig. 1.

The unit ceH and Brillouin zone for the hcp crystal
structure are shown in Fig. 2. The basis vectors of the
direct and reciprocal lattices are given by

A

al= ck, as= as, as= a(—-', s+-I'v3 j),

Fro. 3. Energy bands for zirconium along
symmetry directions.

this article. Only the parameters used in this specific
calculation will be summarized. The lattice constants"
were taken to be a=6.106 and @=9.728 atomic units
(a.u.)." The APW sphere radius were chosen to be
exp(1.05)=2.858. The muffin-tin potential was con-
structed according to the method suggested by Mat-

bi ——k/c, bs ——(j+v3$)/(m8), bs ——2j/(av3) .
The reciprocal lattice vectors,

g= (stirtsrts) = 2ir(rtibi+rtsbs+rtsbs)

used in the APW expansion are listed in Table II.
They were chosen on the basis of a convergence study
of the energy levels (beneath the Fermi energy) at the
points of high symmetry indicated in Fig. 2. They
occur in the matrix elements in the form lr+g, where 11

is the wave vector of the electronic state.
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Fto. 4. Enery bands for zirconium along symmetry directions.
The dashed curve along EH is orbitally doubly degenerate.

theiss"; the a,tomic Hartree-Fock-Sla, ter self-consistent-
field calculations of I,iberman et at."were used. Ex-
change was treated throughout in the Slater free-
electron approximation. The muon-tin potential is
listed in Table I. The logarithmic derivatives (at the
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Flo. 6. Density-of-states curve for zirconium.
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A

Fro. 5. Energy bands for zirconium along symmetry directions. All
levels in this figure are orbitally doubly degenerate.

"R. W. G. Wycko8, Crystal Strlctttres (Iuterscieuce Publishers,
Inc. , New York, 1963), Vol. I.

0 Atomic units (a,u. ) specified by e'=2, m= —,', and h= 2' are
used throughout. The unit of length is the Bohr radius, and the
unit of energy is the ionization potential of hydrogen (13.6 eV).

I . F. Mattheiss, Phys. Rev. 134, A970 I,
'j.964).

2' D. I,iberman, J. T. %aber, and Don T. Cromer, Phys. Rev.
137, A27 (19651.

The energy bands along symmetry directions are
shown in Figs. 3—5. Eigenvalues were also calculated at
250 general points in the 1/24 zone outlined by the
points of high symmetry in Fig. 2. The location of these
250 points has been discussed in a previous article. "
These eigenvalues were used to determine the Fermi
energy (0.387 Ry relative to the bottom of the hand)
and the density-of-states curve shown in Fig. 6.

The principal pieces of the APK Fermi surface are
shown in Figs. 7 and 8. The third- and fourth-zone hole
surfaces are shown in Fig. 7 (double-zone schelre).
These surfaces have (to within the accuracy of the
CRlculRtloll) cyllndllcal synlIIletly Rbout tile c Rxis Rnd
are centered on the FA edge of the BriHouin zone. The
cross-sectional areas of the hole surfaces at points
along this edge are shown in Fig. 9. The fifth-zone
electron surface is shown in Fig. 8. It is centered at
the symmetry point H. Cross sections of this surface



perpendicular to the c axis are shown in Fig. j.0.
A "side view" (perpendicular to the I'AHE face) is
shown in Fig. 11. The APW Fermi surface also has
small ellipsoidal-shaped pieces of the Fermi surface in
the sixth zone. These electron surfaces are shown in
Fig. 11; they are inside the "pillars" of the fifth-zone
electmn surface, contacting it along the AHL plane.

FIG. 7. Third- and fourth-zone holes
of the APW Fermi surface for zirconium
(double-zone scheme).

3
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MSCUSSION

The APW Fermi surface is almost entirely different
from the model of AB.' lt is interesting to point out
the modiications in our energy bands which would
be necessary to reproduce their results. In Fig. 3, for
instance, we see that the fifth band is always above the
Fermi energy. They found that this band dipped below
the Fermi energy from about 0.6FE—0.91'E and from
about 0.4I'M —0.5I'M. Furthermore, they found the
fourth band to be above the Fermi energy in the
vicinity of the symmetry point M. This feature would
also occur in Fig. 4 where, in addition, their third band
dips below the Fermi energy near A. In Fig. 5 they
found the fifth and sixth bands to intersect the Fermi
energy closer to A than to H, and these bands also

are almost entirely different, it is possible to modify
the energy bands B,nd make them similar. Some of these
modifications are justihable because the potentials
used in both calculations were not self-consistent. With
a,n ad hog potential it is not reasonable to state, for
instance, whether or not the third band drops below the
Fermi energy near the syxnmetry point A. A measure
of the dependence of the energy bands on the potential
can be found by examining other calculations for hcp
transition metals. For instance, we can look at the
energy bands of Re" nea, r the Fermi energy correspond-
ing to four electrons per atom (the case for Zr). We find
that the upper doubly-degenerate level at 3 in Fig. 4
is about 0.01 Ry below the Fermi energy. Furthermore,
just as was found by AB, the fourth band is above the
Fermi energy at the symmetry point M. On the other
hand, the position of the cmssing of the fifth and sixth
bands along AH, the location of the third and fourth
bands at L, and the location of the fifth and sixth bands
along AI. are all qualitatively the same for Re (in this
rigid-band approximation) and the APW calculation
for Zr. We can also compare results with the energy
bands for Dy, "which are also quite similar to those for

.I5-

HOLE SURFAC

THIRD ZONE A FOURTH ZONE

Fxo. 9. Cross-sectional area of the third- and fourth-zone hole
surfaces. Solid line is the APW Fermi surface. The broken lines
and the squares indicate possible modifications of the Fermi sur-
face which are discussed in the text.

Fxo. 8. Fifth-zone electrons of
the APW Fermi surface for
zirconium (upper) with a schematic
diagram I,'lower) intended to aid
in visualizing this complicated
surface.

I
C AXIS

dipped below the Fermi energy from about 0.3AL-
O.SAL. They also found the third and fourth bands to
be above the Fermi energy in the vicinity of the sym-
metry point L. In Figs. 4 and 5 we 6nd these levels to
be substantially below the Fermi energy near L,

It thus a,ppears from this comparison of our results
with those of AB that although the Fermi surfaces

Y. In this case we find a close agreement with the pres-
ent results for Zr except that in Fig. 5 the 6fth and sixth
hands cmss the Fermi energy at H instead of along
AII.

We conclude from the above comparisons that the
details of the energy bands (and hence the Fermi sur-
face) are extremely sensitive to the potential. Hence,
it is not surprising that our results differ substantially
from those of AB whose potential was ba,sed on atomic
self-consistent-held calculations for Zr'+ and the
uniform charge distribution of three electrons per atom,
consideraly different from the potential used in our
APW calculation. ' As a corollary, we accept the fact
that since a self-consistent crystal potential was not
used in either case, then neither of the calculations
should be accepted without considerable caution.

Nevertheless, it turns out that our Fermi-surfa, ce
model can qualitatively account for all of the dHvA
periods observed by TJ and seems to be a good model
from which to begin an interpretation of their data.
In the following paragraphs we describe the model and
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FIG. 10. Cross sections of the
fifth-zone electron surface per-
pendicular to the c axis. The EH
edge vras divided into twenty equal
increments, and the numbers refer
to the corresponding planes (2i is
the AIII. plane). The dotted line
(17) indicates a possible modi6ca-
tion of the APK Fermi surface.

[OO.I] L TQ FIGURE

its relationship with the experimental results, suggest-
ing in some instances how the APK Fermi surface
can be modified to make it more consistent with the
observed data.

The easiest pieces of the Fermi surface to discuss are
the third- and fourth-zone holes shown in Fig. 7. The
areas of cross sections normal to the c axis are given in
Fig. 9. The dHvA periods based on this surface are
given in Flg. j.2. They have many of the characterlstlcs

og the o, p, and ~ periods observed by' &J,' b«d«r
in certain details. By modifying the APK Fermi sur-
face slightly the more objectionable differences can be
eliminated. For instance, it is tempting to associate the
uppel period ln Flg. 12 with the o, orbit, but the experi-
mental results indicate that this corresponds to a closed
surface of nearly constant cross-sectional area. By
pulling the upper doubly-degenerate level at A (Fig. 4)
below the Fermi energy, the neck on the third- and

i K
too. I]

it

8 ORaIT

tIo.o'j

ZONE

CTRONQ FIG. 11. View of the fifth-zone elec-
tron surface perpendicular to the
FADE face (J to the L11.0) direction).

|II.O] J. To FIGURE
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FIG. I2. de Haas —van Alphen periods calculated from the
third- and fourth-band holes of the APW Fermi surface (Fig. 9).
Results based on the modified Fermi surface are shown in Fig. I3.

fourth-zone holes is broken, as shown by the dashed and
broken lines in Fig. 9. The dHvA periods based on this
Inod16cd vcx'sion of thc Fermi surf Rcc RI'c shown Hl

Fig. j,3. Vk have adjusted the size and shape of the
modi6cd third-zone hole surfRcc to glvc lcRsonRblc
agreement with the experimental results. Since the
modifications do not require very drastic alterations of
the AP% results, we conclude that the 0. orbit is as-
soclRtcd with thc third-band ho1cs Rt I .

The other two dHvA periods in Fig. 13 are based on
the modi6cd fourth-zone holes shown by the broken
line in Fig. 9. The modifications were designed to bring
these two curves into approximate agreement (for
angles less than 30o) with the P and y periods of TJ.
Although this was possible, it resulted in a considerable
increase in the volume contained by this piece of sur-
face. The modifications required on the third-zone sur-
face, on the other hand, were such that the volume
remained nearly constant. Thus it is tempting to con-
sider a less severe modification such as the one indicated
by the squares in Fig. 9. This would yield the 7 period
(indicated with a question mark) in Fig. 13, but would

FIG. jI3. de Haas-van Alphen periods calculated from the
modified Fermi surface shown in Fig. 13. Results based on the
APW Fermi surface are shown in Fig. I2.

eliminate the P period. We cannot deftnitely say that
either of these two possible surfaces accounts for the P
and/or y orbits. They are presented merely as possible
lntcI'px'ctRtlons. Both of thcsc modl6cd foux'th-zone
surfaces are dosed and should support dHvA periods
at R11 angles. In order for this orbit assignment to be
correct there must be another factor (such as heavy
effective mass) which precludes these orbits from being
observed for angles greater than about 30 .

The P orbit (and possibly y also) can also be assigned
to an extrcmal orbit on the 6fth-zone electron surface
shown in Fig, 8. This surface is multiply connected and
can also account for the remaining dHvA periods
designated e and b by TJ. In Fig. 14 we have indicated
the corresponding extremal orbits. The 8 period, for
instance, was observed only in a limited angular range
for field directions near I 10.0j. The corresponding
olblt ls indicated lIl Fig. 14. In oldcx' to desex'lbc this
orbit (and others which follow) it is necessary to agree
on some terminology.

Looking at Fig. 8 we notice that the Qth-zone elec-
tron surface has six protuberances which resemble

duck bcRks. Pmls of these Rrc scpR1Rtcd verticRHy

toa. g

Fro. I4. View of the fifth-zone
electron surface perpendicular to the
I'AEH face (J to [11.07 direction)
showing edges of planes which inter-
sect the surface at extremal cross
sections. Angles correspond to field
directions in the (1i.0) plane measured
from the L00.11 direction. The dot-
dashed line indicates a modi6cation
of the Fermi surface which makes it
more consistent with the experi-
mental results.
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(with reference to the orientation of the drawing) by
"pillars" with ellipsoidal cross sections. Horizontally
these "beaks" are connected by the "arms" of torus-
like shapes. We will distinguish between these two torus
shapes by arbitrarily calling one "upper" and the other
"]ower."

The 8 orbit in Fig. 14 runs along the outer sides of
two vertically opposed "arms" and closes on the outer
sides of the two adjacent "pillars. " In our model this
orbit is a,n extremal for field directions in the range
0—15~ from [10.0]. About 15 away from [10.0j
toward [00.1j the orbit falls off the "arms, " and 15
away from [10.0] toward [11.0] it can no longer remain
on both of the "pillars. " The dHvA period calculated
from our Fermi surface for this orbit is 2.3&10 8 G '
compared to the experimental value 3.3&10 ' G- ', the
area of the electron surface being too large by a factor
of about 1.4. We will see that this same fa,ctor applies
to the other orbits on this piece of surface.

The e orbit is also indicated in Fig. 14. It goes along
the side of one of the lower "arms", up the two adjacent
"pillars" and over onto the two opposing upper "arms. "
The discontinuity between the ~ and 8 orbits is due to
the hole in the torus-like portion of the surface. The
dot-dashed line is a possible modihcation of the APW
surface which makes it more consistent with the ob-
served angular dependence of the dHvA periods. We
find an approximate value for the dHvA period to be
2.0& 10 " G ' compared with experimental results
ranging from 2.7—2.9&(10 ' | ', the theoretical surface
again being too large by a factor of about 1.4.

As indicated in Fig. 14 there is also an extremal orbit
around the outside of the torus-like portion of the elec-
tron surface. This orbit has the proper angular depend-
ence to be assigned to either the P or y periods of TJ.
(As mentioned earlier, these might also be associated
with the fourth-zone hole surface. ) The dHvA period cal-
culated from the electron surface is about 2.0)&10 ' G. '
compared to the experimental result 2.7&10 ' G

—' for
the P period. Since this indicates a theoretical surface
which is too large by a factor of about 1.4 (just as was
found for the 8 and e orbits), we have decided to assign
this orbit to the P period. "This leaves the y period to
be associated with the fourth-zone hole surface.

If the modified Fermi surface we have presented is
qualitatively correct, then there are other dHvA periods
which should be observed. The continuation of the y
period past about 30 as indicated in Fig. 13 is the only
one of these which is inconsistent with the published
data. All the other periods are much larger than those
reported by TJ and conceivably will be observed when-

ever better crysta/s become available. For instance,

23 There is a small discontinuity in the experimental P period
about 15' from L00.1j to L10.0j. It is possible that this is due to
scatter in the data; it should at least be mentioned, however,
that at about this same angle the p orbit on the electron surface
jumps up over one of the "duck beaks" (see right-hand side of
I'"ig. 14), thus creating a discontinuity in the extremal cross
sections.

there is an orbit designated l in Fig. 14 which should
occur in the angular range between ~ and b, i.e., about
55'—65' from [00.1$ to [10.0j.It goes along the outside
of one of the lower "arms, " up the outside of the two
adjacent "pillars, " over the two opposed upper "arms"
and back dmus the inside of the same two adjacent
"pillars. " The period is estimated to be about
5 0&10 ' 6 ' Of the new orbits, however, it is the least
likely to be observed since it depends critically on the
topography of the Fermi surface.

In addition, there are two new orbits which should be
observed for field directions around the [00.1j direction.
These are indicated in Fig. 10. The ~ orbit is around the
"pillars" and the P orbit is inside the torus-like rings.
The X orbit should correspond to a dHvA period of
about 11X10 ' G '. If the hole is smaller (see dotted
line in Fig. 10), as was required in Fig. 14 in order to
give the correct angular dependence for the e orbit,
the period could be as much as twice this estimated
value. The ~ orbit is much smaller and should yield a,

dHvA period of about 30&10 'G '.'4

Two other new orbits are indicated in Fig. 11. The
0 orbit is around the "arms" and should have a period
of about 20X10 ' G ' with the field in the [11.0j
direction. '"" The g orbit should have a period of about
5.5&&10 ' G ' for this field orientation.

Ke conclude this discussion with a few remarks on
the density-of-states curve (Fig. 6). It has the same
general shape as has been found in other APW calcula-
tions for hcp transition elements. " '~ The Fermi energy
occurs slightly on the high-energy side of a sharp mini-
mum in the density-of-states curve. Neighboring
yttrium, on the other hand, has a Fermi energy near
the top of the peak on the low energy side of this mini-
mum. This is indicated by a small vertical line in Fig. 6.
Ke would expect, therefore, that the electronic specific-
heat coeKcient for Zr would be smaller than for
yttrium. The ratio of their experimental values"'
(Yjzl) ls Rbollt 3.6. Tile 1'Rtlo of tllcll' tllcol'ctlcRl
values'~ (using 3.8)&10 ' cal/mole deg' calculated from
Fig. 6) ls about 3.0, wlllcll ls reasonable slllcc wc llavc
not considered different electron-phonon enhancement
factors. The ratio of the experimental to the theoretical
result for Zr indicates an electron-phonon enhance-
ment factor of about 1.8, consistent in magnitude with
results found for other transition metals.

C05 CLUSI05 8
The above discussion is lengthy and probably would

be clari6ed by a few summarizing remarks. The third-
2 The sixth-zone electrons form little ellipsoidal pockets inside

the pillars on the fifth-zone surface. Their maximum cross section
should be about the same as the ~ orbit, corresponding to a mini-
mum period of about 30&10 8 6 I"I or certain field orientations the 8 orbit can move o8 the large
central portion of the "arms" toward the "pillars" at each end.

"H. Montgomery and G. P. Pells, Proc. Phys. Soc. (London)
78, 622 (1961).

27 G. D. Kneip, Jr., J. O. Batteton, Jr., and J. 0. Scarbrough,
Phys. Rev. 130, 1687 I',1963).
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zone electron surface is centered at I' and has a nearly
uniform extremal cross section (see the modified surface
in Fig. 9) which we associate with the n period of TJ.
Their y period corresponds to the central extremal
orbit of the fourth-zone hole surface which is also
shown in Fig. 9. Possible shapes of this hole surface are
indicated by both the broken line and the line of
squares in Fig. 9. It is not possible to distinguish be-
tween these surfaces because the experimental dHvA

periods are not observed beyond about 30 from the
[00.1]direction.

The P, 8, and e periods are associated with the

multiply connected 6fth-zone electron surface centered
at IJ. The areas of the extremal orbits based on the
APW surface are consistently too large by a factor of
about 1.4, but have approximately the correct angular
dependence. The sixth-zone electrons are very small

pieces which have not been observed experimentally.
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Damping of Phonons in Aluminum
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The damping of phonons in Al due to the electron-phonon interaction has been calculated using an ef-
fective ion-electron interaction potential. given recently by Vosko et al. The results show that this effect is
essential, although not sufEcient, to account for the experimental data of Nilsson and Stedman.

I. INTRODUCTION

KCENTI V, very precise measurements of the
phonon dispersion curves for Al at 80 K were

reported by Nilsson and Stedman. ' The l&fetimcs of the
individual phonons were also measured. In order to
explain the significantly larger damping of the longi-
tudinal phonons compared with the transverse phonons,
Nilsson and Stcdman conjectured that at these low
temperatures the major part of the damping of the
phonons arises from electron-phonon interaction and to
a lesser extent from anharmonic effects. Several authors
have given order-of-magnitude estimates of the phonon
lifetimes arising from electron-phonon interaction' ' as
well as anharmonicity, '4 but to our knowledge no
quantitative calculations of the lifetimes in Al have
been reported. On the other hand, several calculations
of the phonons dispersion curves have been carried out,
based on pseudopotential methods. ' '

' R. Stedman and G. Nilsson, Phys. Rev. 145, 492 (1966).
~ J. J. J. Kokkedee, Physica 28, 893 (1962); J. J. J. Kokkedee,

in Proceedings of the Conference on Inelastic Scattering of Neutrons
in Solids and Liquids (International Atomic Energy Agency,
Vienna, 1963), Vol. I, p. 15. M. A. Krivoglaz, Fiz. Tverd. Tela 3,
2761 (1963) t English transl. : Soviet Phys. —Solid State 3, 2015
(1962)g.' R. J. Elliott and H. Stern, in Proceedings of the Conference on
Inelastic Scattering of 1Veltrons in Solids and Liqlids (Interna-
tional Atomic Energy Agency, Vienna, 1961),p. 61.

4 J. J. J. Kokkedee, Physica 28, 374 (1962); A. A. Maradudin
and A. K. Fein, Phys. Rev. 128, 2589 (1962).

s W. A. Harrison, Pseudopotentials in the Theory of iVetals
(%'. A. Benjamin, Inc. , New York, 1966);%.A. Harrison, Phys.
Rev. 129, 2522 (1963).

We have taken advantage of this in our calculations
by using the same pseudopotential as given by Vosko
et a/. ' in their calculations of the phonon dispersion
curves in Al, which shows quite good agreement with
the experimental results. ' Our aim has been to carry
out a sufIj.ciently accurate calculation of the phono@
llfctlmcs as a function of thc phonon wave vector and
compare with the experimental data in order to ascer-
tain whether the electron-phonon coupling gives the
main contribution or not.

II. THEORY

Our calculations are essentially a repetition of earlier
calculations by Woll and Kohn, ' but with a more
realistic effective ion-electron interaction.

The basic quantity entering into the theory of lattice
vibrations is the dynamical matrix, which can be written
in the following form'.

D(e) = Z L(a+ K)(a+ K)"«(ti+K)
3A, & —KKs.tt(K)], (1)

' S. H. Vosko, R. Taylor, and G. H. Keech, Can. J. Phys. 43,
1187 (1965).

7 E. J. loll and %. Kohn, Phys. Rev. 126, 1693 (1962). A
factor $ seems to be missing in their Eq. (4.4). It should be noted
that their expression for 1/r refers to the damping rate of the
phonon energy and thus by definition corresponds to 2jr in our
notation.

See, for instance, A. Sjolander, in Syrgposilrn on Inelastic
Scattering of ¹Ntrons by Condensed Systems, edited by L. M.
Corliss (BNL, Upton, New York, 1,966), p. 29.


