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where P(s) is the digamma function, the logarithmic
derivative of the y function. The zeros of H(co) he on

the imaginary ~ axis, and for T sufIiciently large there
alc Ilo zeros ln thc upper half-plane. However, as T ls

lowered, for J&0, one zero moves up into the upper
half-plane, thus producing, we may assume, a new

behavior in A (&o) and invalidating (38). The tempera-
ture at which this happens we call T~' and is deter-
mined, by

f(5)
df +0

E n (o—$+ze

3n' Jp ' krtt'Jp
id 1—2JGO(N)+ —i-

j6 E
3m' Jp '

0=H (0)= 1+JGO(0)—
I6J

+0 (3g) Using (39) we see thatE

of A (~) in powers of Jp-X. The result of such an ex-
pansion ls

This solution is presumably valid at high tempera-
tures, and we may expect it to be valid as long as the
cxpl'css1011 111 flic brackets 011 flic left. -llaIld side of (26)
does not vanish. We cail this expression H(ar),

Jp n f(&) ;—3m—' Jp '
Z(a)) = 1+— djE n (v (+—is 16

2ya
Tx

since J&0.
~
—(3x/16) (Jp~/N) p T (42)

3x' Jp=1+JGO(&a+I'e)—
16 E

Jp D (1 m ) 3Irs Jp s

=1+—ln
E 27r T k2 2mT] 16.
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The s-fg exchange model is treated using equations of motion truncated at the lowest nontrivial order, fol-

lowing Nagaoka. The coupled equations are reduced to a single nonlinear integral equation for the con-
duction-electron t matrix, which depends only on energy. An approximation to the integral operator which

treats the Kondo divergence accurately permits this equation to be transformed to a differential equation
which is exactly integrable. The solution agrees with the leading terms of perturbation calculations above the
Kondo critical temperature T~, and passes through this temperature smoothly, reaching the unitarity limit
at zero temperature. A different analytic continuation of the t matrix is trivially found which acquires non-

physical singularities below T~. At low temperatures this form is shown to be identical to Abrikosov s
solution and to Suhl s solution prior to analytic continuation. The resistivity of dilute alloys is calculated.
Noninteracting impurities are shown to give no contribution to the specific heat. The effective local moment

entering the magnetic susceptibility is found to be almost completely canceled at zero temperature for
spin-2 impurities.

I. INTRODUCTION

S INCE Kondo's discovery of the low-temperature

divergence in the perturbation series for conduction-
electron scattering in dilute magnetic alloys, ' a great

~ I. Kondo, Progr. Theoret. Phys. I,'Kyoto) M, 3/ (1964).

deal of effort has been expended. toward a physical
understanding and an accurate calculation of the low-

temperature properties of these systems. Unfortunately,

a united picture has not yet emerged. This work.

represents a "second generation" effort, yielding a new

solution for the s-d exchange model which is simple,



valid at all temperatures, and capable of relating the
results of several workers. ~

The s-d exchange model has been treated by diverse
methods primarily because the spin-operator commuta-
tion relations preclude the direct application of the
usual Feynman diagrams of many-body perturbation
theory. Abrikosov' and Doniach4 have derived two
alterna, tive diagrammatic formalisms which permit the
summation of selected in6nite series. Suhl has applied
an adaptation of the Chew-Low method. ' The point of
departure for the present work will be the method first
applied by Nagaoka, who used decoupled equations of
motion for double-time Green's functions. 6 7

There were several reasons for the choice of this
approach for further study. First, the formalism was
familiar and versatile. Second, the key approximation
was simply the use of the lowest-order nontrivial
decoupling. This is admittedly not a particularly
physical rationale, but the physics of this system is not
weH understood. In addition, we have seen the identity
of calculations based on summing leading divergences
with those based on lowest-order decoupling (RPA) in
the case of the electron-gas correlation energy, so it
might not be overly optimistic to hope for the same
unity in this problem. Third and most important, the
physical content of Nagaoka's decoupling approxima-
tion did not appear to be exhausted by the solutions he
found. This remark will be expanded in the next
paragl aph.

It should be stressed that Nagaoka was fully aware
of the limitations of his low-temperature solution, and
the criticisms we give here are largely his own. ' ' First,
he found separate solutions for low and high tempera-
tures, which say nothing about the important region
around the Kondo critical temperature T~.' Second,
his ansatz which led to a low-temperature solution is
equivalent to 6nding the best approximation to the
one-electron t matrix by a function with a single complex
pole. This form is certainly very restrictive. Third, his
self-consistency test of this ansatz was satis6ed in only
a rather limited sense '

The initial step towards a better solution is the
reduction of the decoupled equations of motion to a
single integral equation for the one-electron t matrix in
the non-spin-Qip channel, which is a function of energy
and temperature only. This reduction is described in

2A summary of this work has been presented; see D. R.
Hamann, Bull. Am. Phys. Soc. 12, 22 (1967).' A. A. Abrikosov, Zh. EksperiIn. i Teor. Fix. 48, 990 (1965)
[English tr ansi. :Soviet Phys. —JETP 21, 660 (1965)];Physics 2,
5 0965); 2, 61 (1965).' S. Doniaeh, Phys. Rev. 144, 382 (1966).

5 H. Suhl, Phys. Rev. 138, A515 (1965};Physics 2, 39 (1965);
Phys Rev. 14I~ 483 (1966)i H Suhl and D. %ongy Physics ~, 1
(1967).

g Y. Nagaoka, Phys. Rev. 138, A1112 (1965).' V. Nagaoka, Progr. Theoret. Phys. (Kyoto) 37, 13 (1967).
8 D. Pines, The Marly Body I'robkm (%. A. Benjamin, Inc.,

New York, 1963).

Sec. II. The integral operator in this equation is
approximated in Sec. III by a form which treats the
logarithmic divergence accurately, and the equation
converted to a differential equation which is integrable
in simple closed form. The solution is compared with
those of Abrikosov' and Suhl, ' and all three are found
to be closely related. The resistivity, speci6c heat, and
susceptibility are calculated in Sec. IV.

Ke shall follow Nagaoka's notation as closely as
possible, and repeat the key de6nitions and equations
from Sec. II of Ref. 6 here. The Green's functions
involved (for a local spin 5=—', )are

Gss (~)=(Cs t~Cst'),

r„,( )=(c, ts,yc, .,s ~c„t).
The important thermal averages are

trs g(——cr t'Cs t),

(2 &)

(2.2)

(2.3)

burrs =3+ (CrttCs ~& ). (2.4)

The two equations of motion considered are

(or—eg, .)Gss (or)+(J/2X) g rsr(or) = (1/2rr)ass. , (2.5)

( —,.)r„,( )+ (g/z) (,,—;)Z r„( )

where ~~ is the electron energy measured from the
Fermi level and J is the strength of the exchange
coupling between the conduction electrons and the local
spin S.Equation (2.5) is exact, while Kq. (2.6) has been
decoupled.

To complete these equations, the thermal averages
must be related to the Green's functions. This relation
is given by the general expression'

(AB)=s dor f(or)EGzrr(or+st) G»(or s7'r) j— —

=—&„EG»(~)),

where f(or) is the Fermi function. lt is customary to
write 2s ImG~rr(or+t8) for the bracketed expression in
the integrand in (2.7), but this is generally correct only
if the operators 3 and 8 are Hermitian adjoints. In
addition, the form (2.7) is much easier to use in the
reduction procedure described here, and we shall make
extensive use of the funt tiorial notation F.

' D. N. Zubarev, Usp. Fix. Nauk 71, 71 (1960) [English transl. :
Soviet Phys. —Usp. 5, 520 (1960)g.
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Nagaoka has shown that (2.5) and (2.6) have a This step yields
formal solution which may be written -F(a)') —F((o)

G((g) =G'(a&)+—P„, — — F(a)')i(a)') . (2.17)
2x' 0) CO

4a t(co)
R~ (~)=— +

2'E - (co—aa) ((0—ap) (0)—Gal)

(2.8)

~(~)= —(J'/4&)1'(~)/L1+~G(~)

where (2.18)

(2.10)

Using the symmetry of the system under coordinate
rotations in spin space LNagaoka's Eq. (2.13)j,' this

(2.11) can be expressed as

To obtain a similar expression for F, a bit of manipu-
lation is necessary. Using the definition (2.4) of mq and

+xJ2F ( )p ( )j (2 9)
the properties of the trace, we can show

~a =3 P (G~ ~'4~5'p)*
1 l

mIs
31

r( )=—pS&M—EI,

(2.12)

m. .=2K {e„.EI'...(~')j)

(2.19)

We note that t(cu) as defined by (2.8) is the i "matrix"
for non-spin-flip scattering. " Its independence of k
and k' is a result of the momentum independence of the
exchange interaction in the simple s-d exchange model,
and not a necessary feature of the physical problem.
By setting 0= k' in (2.8) and considering the Lehmann
spectral representation for G~~(~), ' we can conclude
that the discontinuity of t(&v) across the real axis in
the ~ plane is pure imaginary, so

t((a+i8) = t*((u ib) . — (2.13)

To obtain an integral equation for t, we must express
G(~) and I'(~), the unknown functions in (2.9), as
functionals of t. This is easy for G(a&). Using (2.3),
(2.7), (2.8), and (2.11) we write

1 1
G(~) =—Z Z ~- LG~a (~'))—k (2 14)

S &' CO
—

61s~

Now F is a linear functional, and the relative position of
all the singularities in (2.14) is well defined by the i8's

LG will always be evaluated as G(su+ib)$. Therefore
we can interchange the order of 5 and the l and k'

sums. The algebra is easily carried to the point

Using the form (2.18) rather than (2.4) is extremely
important, because I'I, ~ summed over the left index
cannot be expressed simply, while the sum over the
right index is found from (2.5) and (2.8) to be

E t((o)
Z r..,( )=-

L 7l"J CO
—Ekl

(2.20)

Up to this point, the reduction procedure has seemed
little but an exercise in algebra with no real direction.
Now, however, if we substitute (2.17) for G(&o) and
(2.21) for I'(ro) into (2.9), the formal solution for t, an
unexpected simplification occurs in the denominator,
and we find

Substituting (2.20) in (2.19), it is easy to show from
(2.13) that ml, is real, so the complex conjugation may
be dropped. I'(ru) is expressed in terms of i by using
(2.12), (2.19), (2.20), and evaluating the k' sum inside
P as was done in the case of G(ra). We find

2X -F((o')—F ((o)
I'(a) = — F„ t((J) —4aF (o)) . (2.21)

X'J GO M

G()=G'()+—&- Z, (2.»)
F( ')&( ')

f((o) = F((u)+ P—f((u )
16E 2x' M —co

where

f(~~)—~
G'(~) =—E

CA
—6I,

(2.16)
3J2

&& I+~G'( )— F'( )
16

The key step is now to expand the k' summand in
partial fractions in ez before carrying out the k' sum.

' This identification follows from the definition of the t matrix
in one-particle scattering theory and a common identity. See, for
example, A. Messiah Quantlm 3fechaeics, translated by J. Potter
(North-Holland Publishing Company, Amsterdam, 1962), Vol. II,
p. 830, Zq. (XIX.102a) and p. 827, Eq. (XIX.88a).

LF(~')—F(~)j'
+ F„. t(a&')

2g GO
—M

(2.22)

The functionals in the numerator and denominator are
very similar, and as we shall see in the remainder of this
section, their leading contributions are identical. %e
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stress that (2.22) is identical to Nagaoka's equations.
Its advantage is that it will enable us to make a,ll
approximations in terms of the function of most direct
physical interest, t. Nagaoka has carried out the
generalization of his original treatment to arbitrary
spin S. This generalization can be applied to (2.22)
simply by replacing the number 3 by 4S(S+1) in the
two places where it appears.

To proceed, it is necessary to study the functionals
in (2.22) in detail. Let us write them

v. (~) = &-
LF(~') —F(~)7"

t(oo'), (2.23)

where x=1 or 2. F(oi), defined by (2.10), will depend
on the conduction-band density of states which is
chosen. Rather than choosing a square density of states
symmetric about the Fermi level immediately as did
Nagaoka, ' we find it convenient to begin with a
Lorentzian form. Then

p /
F(M) =

oi+i D sgn(lmoo)
(2.24)

Xf(~')
1 t(a' —ib)

(2.25)
~'+ih (~' iD)"—

3m iJ'p Jp ~ f(o)') —-',

t((a+ib) = — +— d(o' to(a)'+i5)
16K' E ii cv u&'+iti—

where p is the Fermi surface density of states, and D is
the haM-width of the conduction band. Examining the
definition of F, Eq. (2.7), we can see that the a&' integra-
tion in y„will be singular only when co and eo' are on op-
posite sides of the real axis Lotherwise F(~)—F(io') -+ 0
as &o' —+ io7. It is only the singular terms which can
contribute to logarithmic divergences associated with
the Kondo effect. In addition, if we assume that t(oo')
can be large only for

~

&o'
~
(T&, where T& is the Kondo

temperature, ' it is easy to see that the nonsingular
terms will be small /of order Trr/D exp(E/Jp)7 as
well as being slowly varying functions of &o. LWe are
interested in the case of antiferromagnetic exchange
(J(0), and must consider the dimensionless coupling
Jp/E to be small for the truncation of the equations of
motion to make sense. $ Therefore it is a good approxi-
mation to drop the nonsingular terms, and we And

(27ripD'/S)"
io„(G&+z5) — dM

i (oo+iD)"

f(~') 2—
X t(&o' ib) (2—.26).

&o—oo'+z8

We would have obtained essentially this form by
starting with the square density of states and neglecting
the real part of F(&o), following Nagaoka. ' However,
we believe that the above development, in treating the
analytic properties carefully, is more satisfactory.

Approximations for the remaining terms in (2.22)
which are consistent with (2.26) are

F(~o+ib) = imp/N, — (2.27)

, f(~') s—
G'(a&+ i8) =— d(o'

S ii co—oo +25
(2.28)

With all these substitutions, (2.22) becomes

Let us consider the oo' integration in (2.25). Since
t(oo') is related to Gi,~ (~o') by (2.8), it must satisfy the
same analyticity requirements as the Green's function,
and can have no singularities except a branch cut along
the real axis on the physical sheet of the co' Riemann
surface. ' Therefore if we were to close the ~' contour in
the lower half-plane, the only singularities it wouM
contain would be those of f(~')."Thus we can replace
f(ra') by f(co') ——', without changing p„(co). It is im-
portant to make this symmetry of p explicit before
destroying the analytic simplicity of (2.25) as we shall
in the next paragraph.

A key assumption necessary at this point is that
t(&o') goes to zero as co' -+ oo suflKiently rapidly so that
(2.25) will converge rpithout the factor (oi' iD) "—in
the integrand. It will be shown in Sec. III that the
t(&o') found from this treatment does so, proving the
consistency of this assumption. Since the range of
t(io') is of order T«(D, we will replace the slowly
varying functions (oo+iD) " and (oo' —iD) " by their
values at &o=&o'=0. Since the factor (&o' —iD) " does
impose a range of order D on the integrals, we shall
restrict the integration to —a&co'&D. These steps
yield

(2zp "
-(+ ~)=(')" 'I

'p'm' 2~zgp'
X 1+ +16¹ S

, f(~')-k
d~o' t*(io'+ib)

i) (o—(o'+i5 2x'p-
(2.29)

where we have exploited our careful choice of the limits in (2.26) to combine G'(~o) with the operator term in the
denominator, and used. (2.13)."

"If we in fact performed this contour integral, we would obtain a sum over imaginary values of co' of the type familiar in
temperature perturbation theory.
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Equation (2.29) still contains some unexploited symmetry, which we can bring out by considering thc integral
equation for

P((o+ih) =1 2-sip'(a+ih), (2.30)

OP

de
Cd 07 +—Ib

where y= Jp//E is the dimensionless coupling constant,
and wc have included the generaIization to arbitrary
spin. The subset, itution (230), which was motivated
pureiy by the desire to eliminate the unknown function
from the numerator of (2.29), is in fact the defInition
of the S matrix in scattering theory. It has the analytic
properties of t(~), and the symmetry

f(s&+ih) =$*(—a)+ ih), (2.32)

which may be proved from (2.31).

IIL SOLUTION OF THE INTEGRAL EQUATION

A. Ayyroxima. te Oyerator

Equat1on (2.31) Is R gl'cR t slmphfIcatlon of tllc
starting sct of cquRtlons. Ho%'ever~ lt ls QoD11ncar and
singular, RQd thc RuthoI' ls Qot Rw'RI'c of RQy general
method which may be applied to such equations. A
straightforward computer iteration does not seem
promising either, since there are three energy scale
factor's in the problem: T, T~, and D. These may va, ry
orders of magnitude reIRtlvc to cRch othcrp mRklng lt
extremely dIffIcult 'to Icplcsent f(N) by its value oil R

set of points. Therefore we approached the task by
making a rather crude approximation to the integral
operator in (2.31), which turned out to give a much
better solution to this particular equation than we had
any right to expect.

The approximation was suggested by Abrikosov's
treatment of thc integral equation for the vertex
function in his so1ution of the s-d exchange model. ~ Let
us consider the integral which occurs in the denominator
of (2.31).

Next, let us neglect ra in the integration limits of (3.2).
This is equivalent, for /=constant snd T=O, to the
Rppl oxlmatlon

(~+ih)'47+ Ih
1Q =~~ln

iD ((a+D) (a)—D)
(3 3)

f(~ 0, T')-k f—(~-8, 0)—'
$+ih )+iT

(3.4)

For f= cont satn, this step replaces the correct Ip by
ln/(&a+i T)/iD j.The approximate result has the correct
analytic properties. The quality of the approximation
can be judged by examining the imaginary parts,

which is universally made in treating this problem. It
18) 1Q fact) closer to thc physical sltuaf ion thaQ the
original form, since the divergences at ~= +D are not
present for any density of states that goes to zero
smoothly at the band edges.

Let us now assume that the Fermi function is more
rapidly val'ylIlg fol co—$ 0 tllRII lp fol' ally value of Its
argument. Then q(a) "sees" the )=0 pole of the
integrand primarily through the Fermi function. Ke
should be able to simulate this behavior fairly well by
making the Fermi function sharp and broadening the
pole by T. Thus we will let

q ((o+ih) = da)' P*((v'+ib) . (3.1)
co—a)'+ih

(3.5)
Kc cxpcct thc Dlost lInportRnt fcRtuI'c of p to bc R

logari. thmic divergence as co and T tend to zero, whose
coeKcient will be proportional to the value of f at
co=0. To emphasize this, let us make the variable

«~ Since the completion of this work, the author has learned
that D. S. Falk and M. Fowler have independently derived
essentially the same equation (to be published). Their equation
does not retain the particle-hole symmetry of (2.25), vrhich proved
xInportant in our subsequent wolk.

The two sides of (3.5) have the same limits as &a

approaches ~~, a.nd Rpproximate1y the same slope
at cq=o. The reai parts of the exact and approximate
expressions must also agree fairly well since both
satisfy the Kramers-Kronig rdations. Therefore we
will call (3.5) a reasonable approximation for the
integral equation and, of course, an exact one in the
T=0 limit.
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Finally, we must make a rather brutal approximation.

l, d it is found to reproduce thesimple examp es, an i
~ 0

]1
'

hmic divergence correctly, and to be surprising yogant mic iv
goo oved over a much wider range. Our na appr
form is

1 " d$
~(~+~&)=—— . P( 5+—&&)

2 D $+iT

-D 0 au

x PLANE

From (2.32), we see that we may replace f*( $+s5g —by
+i5) in (3.6). This step, although it looks trivial, is

crucial in so ving q .l (2 31) reducing it to an equation
in f alone instead of f and f*.

The form of (3.6) suggests the change of variables

i

gn—
D

Q2 -to/2

x=1n[(g+iT)/iD j,
y= in[(co+aT)/iDj.

(3 7)

(3.8)

FIG. 1. The conformal mapping generated by q.E . 3.7). The
hed re ion is the upper-half & plane and its x-plane

the integration contours in Eqs.image, and the heavy ~nes are e in
(3.6) and (3.11).

Equation (3.7) is a conformal mapping of the $ plane
into the x plane. The mapping of the original integration

r in (3.6) into the x plane is shown in Fig.
lane weSince P($+i5) is analytic in the upper-half $ p

may deform the two pieces of the contour in the x plane
anywhere in the cross-hatched region. H we define

(3.9)

7
dy=

1—n —py
(3.15)

both sides of (3.13) with respect to y,

dC 1 1—e—yy d%——=+(y) = +, (3.14)
+(y) v+'(y)

then (3.6) becomes

1
C (y) = —— dh%'(x) ——

ix/2 2 —ig /2

+2
ln&(1 & 'V) = 2»

O' —I
(3.16)

where P is the integration constant, which has been
taken inside the logarithm. It is simple to solve (3.16)

(310) e i eren iaTh d'ff t' ls in (3.15) are exactly integrable, and
we obtain

1—n —'yp'B. So1ution and Its Properties

The same approximation shouM be applied to the

We may now express (2.31) as

(3.17)

d termine the sign of the square root and thee may e e

into 3.11integration constant P by substituting (3.17) into
and (3.12) and setting y=is/2. The resulting algebraic)

equation can be solved to obtain
1—S(8+1)(ys/2)' —yy

+(y) =
1+&(~+1)(v~/2)'+PC'(y)

(3.12)

Solving (3.12) for 4,

1 (sy/2)'

(1+~)'-

Although the exact form (3.18) is necessary to satisfy
(3.13) the integral equation, the second. term in the brackets—cb)=

is always small compared to unity in cases for which
any of this theory is valid, and will generally be

where ~=&(/+1) (sy/2)'. Taking the derivative of neglected.
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The solution may be simpli6ed by one last change
of val'lablcs. Lct

%+ST
X=—1-S(S+1)(~/2)' —y ln

v- iD

= int ((a+~T)/iTx), (3.19)

where Tx is defined by {3.19) and is, exphcitly,

Tx= D exp{$1—S(S+1)(s y/2)'j/y} . (3.20)

This ls identical to thc Usual cxpx'cssloQ for thc Kondo
temperature' except for the smaH correction term in
the square brackets.

Putting everything together, we Rmvc at our result
for the 5 matrix:

I(a)= (1/2x~p) {1 Xf—X'+S(S+1) s' j'" }. (321)

In studying its properties) Ict us Rlso consider thc func-
tion 5 obtained from $ by bringing thc numerator X
Hlslde thc squRrc root»

~( )=(1/2 p){1-L1+S(S+1)~/X'j-~ }. (3.22)

To begin our analysis of f, lct us Grst consider its
analytic properties in the X plane. Both t and I, must
have two branch cuts because they contain square roots
of quadratic functions of X.The branch points are 6xed
at the poles and zeros of the square root's argument. For
both t and t, there are poles at X=&is tS(S+1)]'12.For
t, there is a double zero at X= ~, and for 5, a double
zero at X=O. A possible choice of cuts is sketched in
Fig. 2 for t and Fig. 3 for P. These 6gures also show the
X-plane image of the upper-half (u.h.) co plane for
TQ T~ RQd TQ TJ:. Thc bl Rnch points at &tg
X/S{S+1)$'l2 can never enter this region, since S&-,'.
However, for T& Tg, the X=O branch point of 5 enters
the u.h. co plRQc.

L.h. an PLANE
i i-t~+S(S+ 0)

L.}1.gu PLANE
T ~TK

Flo. 3. The analytic structure of t in the X plane. The branch
points and cuts are indicated, and the carnage of tbe co plane for
high and lour temperatures is superimposed.

Both I and 3 have the same perturbation expansion
at high temperatures, which diverges as T—+ T~ for
%C T~. They can bc considered RQRlytlc contlnuRtlons
of the high-temperature expansion along diQerent
paths. For I,, the path is in the physical region, while
for t, it must pass outside &kr/S(S+1) O'I' in the X
plane. Only t is a solution of the integral equation; thc
incorrect continuation f is not. The fact that t displays
nonphysical singularities below TE. clearly does not
indicate any instability in thc system. The correct
solution in our approximation, t, shows that nothing
of particular signi6cancc happens at T=T~, which
simply acts as a parameter setting the energy scale.

Having established the satisfactory analytic behavior
of t, lci us return to the question of how well it satis6es
the original integral equation. First, we note that
/(co) ~in—

'~&o/Tx~ as co~ ~. This establishes that the
convergence of the integral assumed in going from
(2.25) to (2.26) is satisfied (although marginally).
Second, let us examine the high-temperature behavior
of t by expanding (3.22) for t in this limit. Smce ( X()&1
for T&&T~,

~(~) = (1/2~~p){ sS(S+1)+/X'
—ssLS(S+1)s'j'/X4+ . .}. (3.23)

To obtain a true perturbation series in. y, we must
substitute (3.19) for X, yielding

L.h. an PLANE
T~Tg $"F+St8+0)

t(o&) = x2S(S+1)m y'
2Ãtp

~u+$T N+$T
1+2' ln —3+in' + ..

ia ja
—xspS(S+ 1)sar'P

Fxo. 2. The analytic structure of t in the X plane. The branch
points and. cuts are indicated, and the image of the eu plane for
high and lour temperatures is superimposed.

N+ $T
X 1+kyln —~ ~ +.~ ~ (3.24)
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The leading logarithmic terms come from X—', and go
as y"+'in" lco+t'Tl/D. The coefficient of these terms
agree with perturbation theory through e= 2,'» which
is as far as straightforward perturbation theory has been
carried to the author's knowledge. There is also a series
of terms proportional to 7"+Sin"l~+iTl/D, and these
must be given correctly by (3.24) since they arise from
the imaginary parts of the logs, which are uniquely
related to the real parts by the analytic properties of t.
Third, it was feasible to cheek numerically the most
gross assumption of this treatment, that of setting
~=0 in f* in (3.2), at T=O. In Table I, we compare
our approximate solution 0' with the 6rst numerical
iteration 0' computed without the aforementioned
assumption. The numerical integration is accurate to
&0.002, and we have chosen S=0.5 and y= —0.1 to
display one of the worst cases that reasonably fits the
basic assumptions. It is seen that the approximation
is worst at &u= Trr (in&a/D= —10), but rather remark-
ably good nevertheless. %e cannot claim that it shouM
be this good in general, but simply that it is for this
particular integral equation. This is not entirely an
accident. The approximation treats the logarithmic
divergences correctly, and these divergences are the
key features of the Kondo problem. Fourth, we note
that since our solution is a function of ln(t0+t'T), the
considerations leading to our approximate treatment
of temperature, Eq. (3.4), are self-consistently satisfied.

C. Comyarison with Other Solutions

Nagaoka's low-temperature solution can be written

F(&o) = (4pX)-' (3.29)

where we have taken the limit of the ordinary potential
scattering going to zero. It is not possible to carry out
the Kramers-Kronig integral which gives the real part
of the analytic function 8 by hand. However, we can
easily combine the above equations to 6nd"

I 2~~p&8 —&
I
=L&+~(~+&)+/I XI'?'" (3 3o)

From (3.22), we find

consistency condition equally well. ' It appears that
this solution might correspond to our E. Beyond a certain
rudimentary similarity in analytic structures and
agreement at co= T=0, however, there is little similarity
between the two solutions.

Abrikosov's solution may be written3

t~ (o))= (I/2m ip)-,'8 (5+I)tr'/X'.

At high temperatures, this gives the same leading
logarithmic terms as our t. However, at low tempera-
tures, it predicts that the scattering goes to zero at the
Fermi surface. If we expand our &or T&&T~, we 6nd
that its leading term is equal to t~. Therefore, we con-
clude that, Abrikosov's theory and ours are equivalent
to leading logarithmic order, but that his solution is the
wrong analytic continuation at low temperatures.

%e can also compare our result to Suhl's, although
not quite so directly. From the third paper of Ref. 5,
we may extract the relations

& ( )=(&/2 )(&—e") (3.27)

4 Imr=lnLI+ m(S+1)ep lF l27, (3.28)

4(~)= (&/2~~p) P~~/(~+t'~) 7, (3.25)

ALE I. Numerical check of key approximation,
with 8=0.5, y= —0.1.

—0.995—0.990—0.965—0.893—0.079
0.607
0.882
0.932
0.946
0.957

Re+0

--0.996—0.991—0.968—0.903—0.120
0.690
0.892
0.936
0.949
0.958

0—0.001—0.011—0.062—0.539—0.333—0.074—0.031—0.022—0.015

0—0.001—0.010—0.053—0.685—0.304—0.063—0.029—0.020—0.014

"J. Kondo (private communication).
'4A. Messiah, Ref. 10, p. 737, Eq. (XVH.52), p. 817, Kqs.

(XIX.51) and (XIX.52).

where 6 is a function of T, approximately equal to our
TJr at T=O, and decreasing with increasing T.' At the
Fermi surface, t~(re=0) is a T-independent constant
equal to the unitarity limit for s-wave scattering. '4 Our
t(M=O) approaches this limit asymptotically as T
approaches zero. Nagaoka mentions that a solution
with the pole in the u.h. ~ plane satishes his self-

Therefore we conclude that ta and E are almost identical,
(3.30) and (3.31) differing only by the appearance of
the absolute value sign around X in (330).For T((Trr
or T&&TE., the results are identical. The difference, of
course, makes it impossible to write I,8 simply as an
analytic function. In the last paper of Ref. 5, Suhl and
Kong recognized that the $8 discussed, above was the
wrong analytic continuation for T& T~, and found the
correct one. %hile we cannot simply compare this
result to our t, it is dear that it must be very similar,
since the incorrect analytic continuation is so close to
our incorrect analytic continuation. Furthermore, they
found. that the quotient of the S matrices corresponding
to the correct and incorrect solutions was a unimodular
function. We see from (3.21) and (3.22) that X/(X)'I
plays this role in our treatment.

It was pointed out by SuhP' that Abrikosov's
perturbation-theory approach should yield the same
equations as his scattering theory. This was shown to

» The extraction of this result from Suhl's work was carried
Ollt bp P. W. AIldel'Bott (pl'lVSte COBlnllllltcatlolll.

I6 H. Suhl, Lectures presented at the 1966 International School
of Physics "Enrico Fermi, "Varenna, Italy (unpublished).
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interactions among the impurities, with" or without"
consideration of the anomalous scattering, and on
lntcI'RctloQs of. Slnglc lmpurltlcs with host Q1Rgnctlza-
tlon. Nagaoka did predict R spcci6c-heat anomaly on
the basis of his solution of the one-impurity problem, '
but the present results force us to question this. It has
been suggested by Dworin~ that C„may contain
logarithmic terms at low temperatures when calculated
from the more realistic Anderson model. '4 Therefore
we believe that the mechanism of the observed
anomalies must remain an open question.

dSIs
(S S.)=5(5+1)y/2+ —g mp

E & dcI,
(4.»)

where ni, and mi, are defined in (2.3) and (2.4). Ilsing
thc equations ln Scc. IIq wc CRI1 cxplcss @zlzz Rnd Ngg Rs
integral operators acting on t. These turn out to be the
same operators we usually encounter, and using the
Sec. III approximations, we 6nd

N~ —2=(1/2~) Im{[X'+5(5+1)~'j'"+X}, (412)

mi, ——(2/m'y) Re{[X'+5(5+1)m'j'"—X}
—(2/~'v)C, (4 13)

where X is (3.19) evaluated at ei, . C in (4.13) is the
left-hand term evaluated at

~
e~ =D, and is approxi-

mately (y/2)5(5+1)s'. Substituting these expressions

C. Susceytibility

The extent to which the total spin S, of, the electrons
is correlated with the local spin S should provide a
measure of how the susceptibility of the local spin. is
modjL6ed. H we think of 5=-,' and an oversimpliied
model where 5 interacts with a single electron, we
would predict &S S,)~ —

4 as T~0 for antiferro-
magnetic coupling. Nagaoka has shown that when the

g factor of S and the conduction electrons are equal, '

x= (A~'/3T)[s(s+1) (1+v/2)+&s s.)j, (4 10)

where p~ is the Bohr magneton Rnd we have omitted the
temperature-Independent Pauh susccptlblllty. EquR-
tion (4.10) is based on a further Green's-function de-
coupling similar to the basic decoupling used to truncate
the equations of motion. However, the preceding
simple picture of a two-spin. problem leads us to believe
that. (4.10) is not only correct. , but at least qualitatively
good for cases in which the g factors differ.

It is easy to show from (2.6) and (2.7) that~

in (4.11),we find

X=xo[1—ln '(2T/Tx)], (4.15)

where Xo is the susceptibility of the free spin. If we
neglect the factor of 2 multiplying T in (4.15), which
is consistent with our approximate treatment of
temperature, this result agrees with perturbation theory
for y 25

In the T=O limit, the X-plane contour for (4.14) is
simple, and we have

+co-i~/2

&S S.)—5(5+1)q/2= — dX
3 —oo—in/2

XRe{[X'+5(5+1)m'g'i2 —X}
XIm{X[X'+5(5+1)s'1—'"}. (4.16)

The portion of this integral which is not zero from
symmetry can be expressed in terms of complete
elliptic integrals by the substitution

X= (m/2){[45(5+1))'"—1}tang —Ar/2 (4.1/)

and the use of several identi. ties involving these func-
tions."For T small but nonzero, the contour in (4.16)
terminates at 1n(T/Tx) instead of —~, and. the
difference can be easily calculated by expanding the
integrand. %c 6nd

where E is the complete elliptic integral of the second
kmd, ii= [45(5+1)j 'i', and C' is a constant of order y.

I'or the local moment to be canceled at T=O, we
expect the second term in the brackets in (4.18) to
equal —1. [The first terms in (4.18) are only exact
con.sequences of our solution in the limit y=0, so C'
should be neglected when examining the cancellation.|
In fact it equals —0.98 for 5=» and is smaller in
magnitude for larger S. Nagaoka found —0.66 for

XRe{[X'+5(5+1)s'ji"—X—C}

XRe{[X[X+5(5+1)~2j-»2+1j(T—&,)-i}. (4.14)

This integral is very dificult to handle, since the
integrand is not an analytic function of X. 7VC will
evaluate it in the high- and low-temperature limits,
taking D//Tx))1 in both cases. For T))Tx, we can
expand the integrand and use contour integration in
the ~ plane, obtaining

'0 J. Kondo, Progr. Theoret. Phys. (Kyoto) M, 575 (1965).
'M. %. KleIn, Phys. Rev. 136, A1156 (1964); Phys. Rev,

Letters 11, 408 (1963); M. %. Klein and R. Brout, Phys. Rev.
132, 2412 (1963);%'. Marshall, ibid. 118, 1520 (1960).

~ A. %. Overhauser, Phys. Rev. Letters 3, 414 (1959).
2' L. Dworin, Phys. Rev. Letters 16, 1042 (1966).~ P. W. Anderson, Phys. Rev. 124, 41 (1961).

"B.Giovannini, R. Paulson, and J.R. SchrieGer, Phys. I etters
23, 517 (1966); D. g. Scalapino, Phys. Rev. Letters 16, 937
(1966); K. Yosida and A. Okiji, Progr. Theoret. Phys. (Kyoto)
34, 505 l1965l.

26 K. Jahnke and I'. Kmde, Tables of Iilncfions (Dover Publica-
tions, Inc. , New York, 1945),p. 56, Sec.V6, line 2; A. Krdelyi et al. ,
Higher Transcendental Iilnckons (McGraw-Hill Book Company,
Inc., New York, 1953), Vol. II, p. 319, bottom line of table.
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5= ~.' Thus for this case our solution predicts almost
complete cancellation, and it is reasonable to suppose
that the 0.02 error is a result of our approximations
and not physically meaningful. For larger spin, it has
been suggested that the simple s-d exchange model, in
which the momentum dependence of the exchange has
been neglected, is inadequate. " The present results
support this.

Finally, if we assume complete cancellation at T=O
and examine the temperature dependence of (4.18), we
see that the coefBcient of Xp does not go to zero sufFi-

ciently rapidly to overcome the T ' divergence of Xp

and predict a finite T=O susceptibility.

V. COHCLUSIO58

The results of this calculation have been examined in
detail in the main text, and will only be summarized
here. First, we conclude that the approaches of
Nagaoka, ' Suhl, ' and Abrikosov' are all equivalent to
leading logarithmic order. The self-energy given by
Abrikosov, however, apparently corresponds to an
incorrect analytic continuation of the high-temperature
perturbation series. Second, we conclude that the
properties of the system vary smoothly with tem-
perature. T~ determines the scale of the temperature
variation, but does not mark the onset of any insta-
bility. Nagaoka's interpretation of his solution as
evidence of a quasibound state' has engendered a school
of thought which would consider Suhl's solution to
represent a supercooled state of the system below T&."
Our results indicate that Nagaoka's calculation should
not continue to be used to support this view.

This physical picture is also suggested by Yosida's
demonstration that a singlet bound state can exist for
the s-d exchange model. " Close examination of his
calculation shows that the approximate eigenstate is
undamped because sharp Fermi functions keep inte-
grals involving energy denominators away from their
singularities by approximately Tx. From (4.12) we see
that et„which is the average occupation of the state k
at the impurity site, is the Fermi function for T&)Tz,
but has a width of order T~ for T((T~. This suggests
that if Yosida had attempted a self-consistent calcula-
tion, simultaneously deforming the Fermi sea at the

"J.R. Schrieffer, J. Appl. Phys. 38, 1143 (1967).
ss K. Y'osida, Phys. Rev. 147, 223 (1966).

impurity site and calculating the approximate one-
particle eigenstates, he would have found damping and
a scattering resonance instead of a true bound state.

Experimental susceptibility results, which are most
relevant to this question, are usually dominated by
impurity interaction at low temperatures. Measure-
ments which seem to be free from this effect have been
carried out on Fe in Rh, Ir, and Rhp. s Irp ~, all showing a
finite zero-temperature susceptibility. 2' However such
measurements of Fe in Cu show a diverging suscep-
tibility with a steadily decreasing moment per Fe far
below the T~ inferred from resistivity measurements. "
The latter is in qualitative agreement with our results,
while the former is not. We believe that the s-d ex-
change model may be inadequate for the susceptibiIity
calculation, as we will explain below.

The more realistic dilute alloy model introduced by
Anderson'4 can be transformed into the s-d exchange
model by neglecting the hopping processes which give
the level its width. " It has been shown that a rather
complicated correlation mechanism acts in the Anderson
model to make the effective spin lifetime much longer
than the hopping time so that a Curie law susceptibility
is seen at high temperatures. '2 The Rondo anomaly' is
also present at these temperatures. "However, it has
been suggested that below T~, the Kondo mechanism
may act to undo the correlation effect which produced
this long spin lifetime, and suppress the impurity
moment itself rather than compensating it with a
bound cloud of conduction electrons. '4 An accurate
low-temperature 'treatment of the Anderson model
should satisfy the self-consistency requirement sug-
gested by Suhl in his criticism of the bound-state result
for the s-d exchange model. "
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