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Exact expressions for the partition function, spin pair correlation function, and susceptibility of the one-
dlmensional isotropic classical Heisenberg model are obtained in zero external Geld with cyclic boundary
conditions. It is shown that the methods used to derive these results enable the partition functions and
susceptibilities of finite clusters of interacting classical spins to be evaluated in terms of the 3n-j symbols
of Wigner. Exact results in one dimension are also obtained for the partition function and susceptibility of
a "planar" classical Heisenberg model. In this model the spin vectors interact via a Heisenberg coupling
but each spin vector is restricted to lie in a plane.

The anisotropic classical Heisenberg model described by the Hamiltonian

N

R= —g 2(J;S S*S +J;gffg, gSSS+J,dsg nS,') —fggB p S,',
(si) j 1

where s;, sp, and s are components of the unit vector s;, is also considered. A perturbation series for the
zero-Geld free energy of the anisotropic model in one dimension with nearest-neighbor interactions
J;&.*=J;p=J and J;y'=yJ is developed in powers of y —1 using the isotropic model as the unperturbed
system. Detailed calculations are performed to third order in p —1.It is found that the perturbation series
for the energy per spin breaks down as T —+ 0.A high-temperature series expansion for the anisotropic model,
which is valid for a general interaction potential and lattice, is derived by generalizing the methods developed
by Horwitz and Callen for the Ising model. This series is rearranged to give a simplified diagram expansion.
Finally, a practical technique for calculating the high-temperature series expansions of the zero-Geld free
energy and susceptibility of the isotropic classical Heisenberg model is presented.

3C= —P 2J;;s; s;—nsH P s;,
(ii) l

where si and s; are unit vectors, ns is the magnetic mo-
ment per spin and the first summation is taken over all
pairs of spins in the lattice. The partition function of
the Heisenberg model

Zfff= Trace exp( —pX)

becomes in the classical limit an integral

(1 2)

gN ~ ~ ~

Qy

N

II (fEQ;/4gr) exp( —pX), (1.3)

where dQi is the element of solid angle in the direction
Si.

An advantage of the classical Heisenberg model is
that its thermodynamic properties can be evaluated
exactly in one dimension. Fisher' has obtained exact
results for the partition function and susceptibility in
zero field of an oPen cIsain of (X+1)classical spins with
nearest-neighbor interactions. In Sec. 2 of this paper it
is shown by solving an integral equation that exact
expressions for the zero-Geld properties can also be

*This research has been supported in part by the United States
Army, through its European Research OfBce.' M. E. Fisher, Am. J. Phys. 32, 343 (1964).
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1. DITRODUCTION

HEN the magnitude of the spin in the Heisenberg
model is allowed to become infinite a classical

model of interacting spins is obtained. The Hamiltonian
of this model can be written in the form

derived for a rin of S classical spins with nearest-
neighbor interactions. Both results agree in the thermo-
dynamic limit Ã —+00, as would be expected intuitively.

For two- and three-dimensional lattices approximate
methods must be used. The method of extrapolating
high-temperature series expansions has provided the
most reliable estimates for the critical behavior (T)T,)
of the Heisenberg model. ' Recently the high-tempera-
ture series for the zero-field free energy and suscepti-
bility of the spin-~~ Heisenberg model have been ex-
tended by several authors'4 using a technique first
proposed by Domb. ' In this method the free energy of
the infinite lattice is expressed as a sum of partition
functions of finite clusters of spins.

The author and Bowers' have shown that a con-
siderable graphological simplification occurs when the
cluster series is applied to the classical Heisenberg
model. In particular it has been demonstrated that only
star graphs contribute to the zero-field free energy
cluster series and that only star graphs and reducible
graphs which can be made into star graphs by the addi-
tion of one edge contribute to the zero-Geld suscepti-
bility series. In Secs. 3 and 4 a technique is presented
for evaluating the partition functions of star graphs in
terms of the 3n-j symbols of group theory, while in
Sec. 5 a similar procedure for evaluating the suscepti-
bilities of finite clusters is discussed. These new results,

~ C. Domb and M. F. Sykes, Phys. Rev. 128, 168 (1962).
'C. Domb and D. W. Wood, Proc. Phys. Soc. (London) 86,

1 (1965).' G. A. Baker, H. E. Gilbert, J. Eve, and G. S. Rushbrooke,
Phys. Letters 20, 146 (1966).

~ C. Domb, Advan. Phys. 9, 330 (1960).' G. S. Joyce and R. G. Bowers, Proc. Phys. Soc. (London) SS,
1053 (1966).
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CLASSICAL HEISENBERG MODEL

when combined with the simpliGcations discussed in
Ref. 6, provide a powerful method of deriving the
high-temperature series expansions for the classical
Heisenberg model.

Stanley and Kaplan~ have derived a new high-
temperature series for the spin correlation function

(s; s;)=Traces; s; exp( —PX)/Trace exp( —P&) (14)

of the Heisenberg model by direct expansion of the
exponentials in Eq. (1.4). The terms in the series are
given a diagrammatic representation similar to that
used by Rushbrooke and Wood, ' and it is shown that
for the classical Heisenberg model the number of con-
tributing diagrams is reduced by roughly an order of
magnitude. The speciGc heat and susceptibility series
can be obtained directly from the correlation function.
This provides an alternative procedure, to the cluster
series method discussed above, for calculating the
series expansions for the Heisenberg model. The con-
nection between the diagrammatic simpliGcations of
Stanley and Kaplan and those given in Ref. 6 is
established by expanding the Gnite cluster functions
as high-temperature series.

Brown and Luttingere have applied the Bethe-Peierls-
Weiss approximation to the classical Heisenberg
model. It is interesting to note (although it was not
pointed out by these authors) that their results in
zero Geld become exact, in the limit N —+~, for a one-
dimensional lattice and a Bethe lattice. This is im-
mediately seen by applying the star cluster series for
the zero-field free energy to these lattices.

Although the classical spin model has unrealistic
properties at low temperatures (such as a nonzero
specific heat) it does provide an interesting model for
studying critical behavior. In some respects the classical
Heisenberg model is similar to the spin-~ Ising model.
For example, both models have star graph expansions
for the zero-Geld free energy and inverse susceptibility. '

2. THE ONE-DIMENSIONAL SOLUTION

The partition function of a one-dimensional assembly
of N systems with a continuous range of energy levels
is given by

~N=&i +4"+ (2 1)

where ) ~, ) 2, are the eigenvalues of the integral
equation"

exp( PI/($1 6)jg's(6)dks ~dP (51) ~ (2 2)

~ H. E. Stanley and T. A. Kaplan, Phys. Rev. Letters 16, 981
(1966).

s G. S. Rnshbrooke and P. I. Wood, Proc. Phys. Soc. (London)
A68, 1161 (1955).' H. A. Brown and J. M. Luttinger, Phys. Rev. 100, 685
(1955)."For a proof of the star cluster expansions for the spin-$
Ising model see, C. Domb and B. J. Hiley, Proc. Roy. Soc.
(London) A268, 506 (1962)."See Ref. 5, p. 164.
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where

E(814'1 824'2) 4' (82 $2) (~mls/4ir)

=)i |l (8i,gi), (2.4)

E(8igi, 8&s)= exp(E cosO), (2.5)

cosO= cos8i cos8s+sin8i sin8s cos(Ps —pi), (2.6)

and E=2JP. We see that the kernel (2.5) is real and
symmetric and is therefore of the Hilbert-Schmidt
type. In this case it can be shown that Eq. (2.4) pos-
sesses a complete set of mutually orthogonal eigen-
functions and that all the eigenvalues are real.

The correct set of eigenfunctions are the spherical
harmonics (4s)'~'I'i (8,&), which can be expressed in
terms of associated Legendre functions as follows:

(2l+1)(l—m)! "'
I'i (8,4) = (—1)" Pi"(cos8)

47r(i+ye)!

Xexp(i~), (2.7)
with

I" -(8,~)=(-1).F.*(8,~). (2.g)

To verify this statement we evaluate the left-hand side
of Eq. (2.4) using the expansion

exp(E cosO) = (m/2E)'~' P (2l+1)I~~(E)
l-0

XEi(cos0), (2.9)

(where Ii+y(x) are modified Bessel functions of the
first kind) and the addition theorem for spherical
harmonics

Pi(cosO) =4ir(2l+1) '

l

X 2 I'i-*(8sA s) &i.(8i,yi) . (2.10)
mass —l

The integrations over (8s,ps) can now be easily per-
formed using the standard result

0 0

Y&.*(8,y) I'&.(8,y)de= 8«.8„„. (2.11).
It is found that (4ir)'~sF& (8,&) is an eigenfunction of

In this equation U()i, )s) is the energy of interaction
between nearest-neighbor pairs of systems and iP„($)
is an eigenfunction corresponding to the eigenvalue 'A„.

(The variables $i and $s inay correspond to a set of
variables depending on the detailed form of the inter-
action studied. ) For the classical spin assembly in zero
Geld

U()i, b) = —2Jsi ss, (2 3)

where s~ and S2 are unit vectors. We Gnd by expressing
s~ sg in terms of polar coordinates that the integral
equation becomes
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Eq. (2.4) with a corresponding eigenvalue

Xi(K)= (1r/2K) ' 'I i+/(K) .
Substituting Eq. (2.12) in Eq. (2.1) we have

Z (E)=(~/2E)» P (2i+1)I,+, (K),
l~o

(2.12)

is obtained. The speci6c heat in this case is

Ii(E) Iim(E)-
lim (Car/Nk) =K' 1—E ' — . (2.24)I,(K) I,m(K)

Using the asymptotic series for the Bessel functions we
6nd that the behavior at low temperatures is

lim (CN/Nk) ', +(1/-4E)+0('E-') . (2.25)where the factor (2l+1) is due to the degeneracy of the
eigenvalues. The eigenvalues are conveniently generated
by

).i(E)=E'(d/E dE) '(sinhE)/E'. (2.14)

Thus
approximation, we can deine a Hami

(2 16) 3!= —P 2(J's,*s +J"sPsP+J's;*s,*)
(ij)

X0(E)= (sinhK)/E,

X,(E)=X,(E)u(E),

It is interesting to compare this result with that ob-
tained for the "unrestricted" classical Heisenberg
model by Fisher. '

For studying the effects of anisotropy, in the classical
'ltonian,

exp(E c no)sexp[K sin'n cos(42—Qi)]

X4'~(A) (dA/2ir) = l~~&~Q'i) i (2 19)

which has eigenfunctions

f.(y) =e~(~in') ~=0,1,2, ", (2.20)

and corresponding eigenvalues

X (E,a) =exp(K cos'n)I„(K sin'a) .
These results may be veri6ed using the expansion

(2.21)

exp[K sin'u cos($2—Qi) $= p I (E sin'a)

Xexp(imam) exp( —immi) . (2.22)

In the limit X—+Do the partition function reduces to

ZN(K, n) exp(NE' cos'n)IP(K sin'n) . (2.23)

When 0.= ~x a "planar" classical Heisenberg model

and

X (K)=X (E)[1—3K 'N(E) j, (2.17)

where N(E) is the Langevin function cothE —1/E.
In the thermodynamic limit E~~ only the largest

eigenvalue (l=0) contributes to Eq. (2.13) and the
partition function becomes

Z~(E) [(sinhE)/E j~, (2.1g)

which is the result obtained by Fisher' for an open
chain of N+1 spins. As would be expected the particular
choice of boundary conditions becomes unimportant in
the limit S—+.

The above method can be used to solve another
closely related continuum spin model. In this model
the spin vectors interact via a Heisenberg coupling but
each spin vector lies on the surface of a cone 0=0..The
integral equation for the model is

N—rnII Q s * (2.26)

where the 6rst summation is taken over all nearest-
neighbor pairs in the lattice, sp=sin8; co&;, sp=sin8;
Xsing;, ands =cos8;. The case J~=J"=0corresponds
to the in6nite spin Ising model and J =J&=J'=J cor-
responds to the usual isotropic Heisenberg model. (The
case J =J&=J and J'=Oshould not be confused with
the "planar" Heisenberg model discussed above. ) The
anisotropic model can be solved exactly in one dimen-
sion" when J~=J&=—J and J'=+J, using the ex-
pansion (2.9). The eigenfunctions are (47r)'~'Fi (8,&)
with eigenvalues

&im(E) = (—1)~(n./2E) ~ Ii )(E) . (2.27)

The partition function of a 6nite ring of spins di6ers
from the isotropic result (2.13), but in the limit N-+o&
both models give the same partition function (2.18).
Exact results have not been obtained for the general
anisotropic Hamiltonian (2.26). We therefore discuss
in Sec. 6 a perturbation expansion in powers of (y—1),
for the case J*=J&=J and J'=yJ, where y~l.

Although exact results have not been derived when
H/0, expressions will be obtained in Sec. 5 for the
zero-Geld susceptibility of a Gnite ring of spins. We now
show that the techniques developed above can be
used to calculate the partition functions of Gnite
clusters of spins.

3. PARTITION FUNCTIONS OF FINITE
CLUSTERS

A 6nite cluster of S interacting classical spins s~ sN
can be simply represented in terms of a graph. A spin
s; is represented in the graph by a labeled vertex j,
while an interaction —J;;s;~ s; between two spins s;
and s; is represented by an edge joining the vertices i

'~I am grateful to R. G. Bowers for pointing out this result.
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Fxo. 1. A graph with a degree
2 vertex.

and j. A cluster is said to be connected (or linked) if
the corresponding graph is connected. The same

applies for a separated cluster. When the graph of a
connected cluster has an articulation point the cluster
is called a reducible cluster. If the graph of a connected
cluster has eo articulation points then the cluster is
said to be a star cluster.

The partition function of a finite cluster of classical

spins (in zero magnetic Geld) is

N

II (dQ;/42l) II exp(E';; cosO;;), (3.1)

where cos0,4= s,"s;, and the first product is taken over
all edges in the graph. For a separated cluster Kq. (3.1)
immediately separates into a product of the partition
functions of all the connected components. In the case
of a reducible cluster Eq. (3.1) becomes a product of the
partition functions of all the star clusters obtained by
"cutting" the graph at all its articulation points. We
see, therefore, that the only partition functions which
have to be evaluated are those of star clusters.

The evaluation of Eq. (3.1) for star clusters is carried
out by expanding the exponential factors in terms of the
eigenfunctions and eigenvalues of the integral equation
(2.4) using Kqs. (2.9) and (2.10).This yields

z (G)=(42l)c&~~ ' Q II xl,,(K;;)
f l;g}=0 (ij)

and 4n23, that Eq. (3.3) becomes

Xl12(+12)~l42(+23)+142m42 (elA'1) +142m12(~3A'3) ~ (3 4')

Thus a vertex of degree two can be eliminated by
simply modifying the product of eigenvalues. In general,
if the partition function of a graph 6 is known, then
all the partition functions of graphs h0224eo2240rpIlic with
6 can be easily written down.

We can now give a general set of rules for calculating
Z5 (G):

(a) Suppress all vertices of degree two in G and
label the edges of the resulting graph G' with K1,
E2, (T'his labelling procedure is arbitrary. ) An
example is given in Fig. 2.

(b) Calculate ZN (G') by applying Eq. (3.2) to the
graph O'. After changing the notation, so that the sets
of summation variables {l@}and {223;,) are replaced
by the sets {l,) and {413;},and rearranging the product
of eigenfunctions we 6nd

Z (G)=(4 )'"' 'E 2 II~;(K)
t li} (mi} . i

x II { II F„.,(e,y) }dQ . (3.5)
(all vertices ug O f all 8 at g

in O' J vertex vJ

The labeled edges incident at a given vertex in G' form
a vertex set {E,), and the parameter 8 at vertex v

takes the values of all the subscripts i of the elements
E; in this set {K;)„. The correct complex conjugates
can be assigned to the eigenfunctions in Eq. (3.5) by
making ore of every pair of spherical harmonics with
the same subscripts a complex conjugate function.
[Since all homeornorphic graphs have the same cyclo-
matic number, C(G')=C(G).] For the example shown
in Fig. 2 Eq. (3.5) becomes

Z2(G') =42r Q Q Xl, (E1)X1,(IC2)X13(E3)

fmij~tg}
x

( msg=lij} g1

II dQ;

lylml3 mym2m3

X &11 4(0,&)F12 2(8,&) Vl (8A)dQ

x II &1;, ;;*(8;,0;)Fl;;;,(0;A,), (3.2)
(6)

X I"l, ,* ~, I'l, ,* ~, I"l,„,* ~, dO. 3.6
where {l;1)and {223,,}denote sets of "dummy" summa-
tionl variables corresponding to the set of edges in the
graph G, and C(G) is the cyclomatic number of the
graph G.

If the graph G has one or more vertices of degree two

a considerable simplification of Eq. (3.2) occurs. We
take as an example the graph shown in Fig. i. The
contribution to Eq. (3.2) from the edges leaving vertex
2 1S

(c) ZN(G) is finally obtained by replacing each
&1,.(E,) inEq. (3.5) byasuitableproductlI&,

& Xl,(E ),
where E„,are the labels of edges in 6 which are incident
at degree two vertices. For the example given above

Xl,(E1)—+ Xl,(Z]2)kl (E23)Xl (E34),

Xl,(Z2) ~ Xl,(E14),

Xl,(E3)—& Xl,(E15)X1,(E54).

(3.7)

~142(+12)Xl23(+23)F142m43 (el)4'1) +142m 42(82A'2)

X Fl24m23 (82y4 2) +123m23(t 3A 3) (33) The above rules enable formal expressions for any
star cluster partition function to be written 'down in

We 6nd, on integrating over d02 and summing over l23 terms of integrals of products of spherical harmonics.
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Ks!

I

Pro. 2. An illustration
of the suppression of
degree 2 vertices.

I"IG.3. The basic n graph.

4. APPLICATION OP THE 3n-j SYM&OLS

The integral over three spherical harmonics, vrhich is expressible in terms of the Be-j symbols of signer,
is vrell knox'":

0 0

Yii, (8,&)I"i, ,(8,$)F'i,„,(8,{I)) sin8d8dp = {2li+1){2l+1){2)s+1) '&'(4 4 4 {li t 4 )
! (4 1)

I 4x 0 0 0 ktni mg ms)

Little vmrk appears to have been done on integrals over four or more spherical harmonics. Suppose ere have an
integral over E spherical harmonics, then the formula

(2fi+1)(24+1)(2~+1) '"(~i 4 ~ ) (~i E2

F ...(8,~)F ...(8,~)=2 (4 2)
jet 4x kmi {)s2 tej (0 0 0j

may be applied to any pair of spherical harmonics in the integrand, and the original integral becomes a sum of
integrals over (E—1) spherical harmonics. Repeated application of Eq. (4.2) yields a sum of products of 3-j sym-
bols. In the case of four spherical harmonics vm 6nd that

&i~i( A')F'&2~2( ~4') is~3( A') 4~&( 8') 4'=( ) & L( i+ )( &+1)(2~+1) (24+1)(24+1)7

(li 4 l ) 4 4 l ) (li 4 l ) (4 E4

&&(—1)"I !. (4.3)
&0 o oj o o oj E~, ~, mj I ~, ~, —~j

When the integrals in Eq. (3.5) have been evaluated, using the above results, it is usually possible to sum over
all the summation variables (m;) using the sum rules, contraction formulas and orthogonality relations of the
BN-j symbols. "Some examples are now given.

The expression (3.6), for the partition function of the graph G' shown in Fig. 2, may be reduced, using Eq.
(4.1) and (2.S), to

(4 4 4) (li lg 4)( li 4 4)
~~(G') = 2 II lii;(«)(2~'+1) I ( 1)mi+ms+mg! (4.4)

indicia s-i Eo 0 oj ~i~i~s (5$i 'iri2 fll8j 5 551 552 . Bisj

From the syrrunetry properties and orthogonality properties of the B-j symbol @re And

(~1 4 4
Zg(G')= P II (21;+1)Xi,(E;)! (4.5)

i)tying s i (0 0 Oj

Partition functions of graphs homeomorphic with G' can be immediately written down from Eq. (4.3).
As a second example we consider the basic 'suppressed a graph" shown in Fig. 3. The application of Eqs. (3.3)

and (4.1) to this graph gives

6 (li 4 la) li 4z.(.)= P II ~„.(z,)(2i,+1)!
ii ~ &e '=i 'Eo 0 Oj 0 0

(4 4 4i( 4 4

elm m~ m jI —mi —m6

4) (4 4 4) (4 4 4)
oj I 0 o oj ) 0 o oj

4)(4 4 4)( 4 4 4)6
III (—1) ' (46)

m{)j km4 -m2 —m{)j k-m4 m, -~,j'-i
~3 See A. R. Edmonds, Angular Momentum ie Quantum Mechanics (Princeton University Press, Princeton, New Jersey, 1957),p. 63.
~4An excellent summary of the main results is given in M. Rotenberg, B. Rivins, N. Metropolis, and J. K. %ooten, 1"age

3-j aM 6-j Symbols (M.I.T. Press, Cambridge, Massachusetts, 1959).
'~The notation for labeling the basic topological types of graphs is that given in M. F. Sykes, J. W. Essam, B. R. Heap, and

B.J. Hiley, J. Math. Phys. 7, 1557 (1966).



Tmx.z I. Zero-field partition functions of the graphs shorn in Fig. 3.

Graph G

r, n(x;+i)~„(z) z(a+i)(~4 ' ',)'(,"", ')'.

l4 4 4 lv 4 le li l4 l7 ls 4 ls ls le le
2l~+1~~ ~E'~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

~'+'~~"~'~o o o o o o o o o o o o o o o oo o

II (2l;+1)l„,. tK)(0' 0 0) (0
' ') (' ' ') .

1I ~2l, +1iX~,.~E,~ ~ I,'2l+1~
0 0 0 0 0 0 0 0 0

Using the symmetry properties of the 3-j symbol and the de6nition of the 6-j symbol it is found that

6 li lg l8 (lg ln la) pl4 lg l6) (l4 lg ll) li l2 lg

!Z4(n) = P Q Xi,(E;)(21;+1)(—1)'+'+"
l j ~ l6 s~l 0 0 0 Eo 0 Oj &0 0 oj Eo 0 oj 1, f, i,

(4.7)

Similar methods have been used to calculate the partition functions of all topologicaOy distinct types of graphs
with cyclomatic number C(G) (4. (A total of 23 graph types are involved. ) We list in Table I the partition func-
tions of the 6nite graphs shown in Fig. 4 as further examples.

The partition functions of 6nite star graphs for the "planar" classical Heisenberg model can be evaluated
using the rules (a), (b), and (c), except that (3.5) is now replaced by

(II exp(~1~4)}—. (4.S)
2'II ~;(E') rr.

(ali verticesg
oinG' f

The definition of the product g~ and the assignment of the complex conjugates is the same as in (3.5). For ex-
ample the application of Eq. (4.8) to the graph G', shown in Fig. 2, leads to

~~(G') =Z-." l i (E~)&i (E~)&i+i (Es), (4.9)

X„(E)=I„(E). (4.10)

The techniques developed above can in principle be easily extended to deal with the case B'&0, although the
calculations soon become complicated. To describe a cluster of spins in a Geld we must extend the deGnition of the
graph respresentation. A labeled vertex H is introduced and the interaction of a spin 8; with the 6eld is represented
by a dotted edge joining vertex j to vertex H. The partition function of a separated cluster in a 6eld is still equal
to the product of the partition functions of the connected components, but for a connected reducible cluster in a
6eM this "product" property no longer holds.

To 6nd the partition function of a cluster 6 in a 6eld, we draw the dotted edge graph, label the dotted lines with
I.=PmII and treat the whole graph as a zero field graph of interacting spins. This general result is seen by writing
the spin-6eld interaction as mHsII 8;, where s~ is a unit vector in the Geld direction. An example is given in Fig. 5.
After suppressing the degree two vertices in the dotted line graph of Fig. 5 we obtain a y graph. The partition func-
tion of a chain of 4 spins in a 6eld can therefore be written down from Table I as

fly l2 $5)sf' lg ly s ii

Z= Q Xi,(I)hi, (I)X4(I)) i,(L)Xi,(Eg)Xi,(ES)Xi,(E2)! !! ! g (2(,+1). (4.11)
(0 0 0j (0 0 0j
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An alternative direct method of evaluating partition functions in a Geld is to use the Geld direction as a polar
axis for the spherical polar coordinates of the spins. The application of the expansion

exp(L cos8;) =P Xq(L) (2g+1)~12(47r) ~~2Y~O(&;,P;), (4.12)

enables the following general expression to be obtained for the partition function of any graph 6 in a Geld:

ZN(G)=(4~)"" '+'" 2 2 II~l;(&') 2 II (2v;+1)"'~q;(L)
«l;l «m;l «q&l =0 i=1

x
(all vertices

o&in G

& II I - (~,e)».;o(~,~)d~ (4 13)

The graph G is the "full" edge graph with X-spin vertices. The notation in Eq. (4.13) is similar to that in Eq. (3.5)
except that each spin vertex vi is now associated with a new summation variable q;. As an example we apply Eq.
(4.13) to the triangular cluster shown in Fig. 6. It is found using Eq. (4.1) that

Z, (G)= Q r. rr (2)+1)(2q+l)4(E;)1„(1)
)l&l2l3 Qyc2c3 i=l 0 0 0 0 0 0 0 0

The last summation is performed using the standard. result":

(0
) .

4)(
) 0 ))(/

)
0) (g

q
q)

qq qg g
(4.15)

We Gnally obtain

Z,(G)= Q P II (2l;+1)(2)7,+1)X,,(E;)X„(I)(—1)'+'+'
lll2l3 q1Cgq3 i=1 000 000

l2 ~3 g3 gl g2 g3 gl g3 g2
X , (4.16)

0 0 0 0 0 0

which is the partition function of an n graph (4.7) with
various K,=L. This would be expected from the dis-
cussion above, since the dotted line graph for the
triangle is an 0, graph.

The Bethe-Peierls-Weiss approximation, when ap-
plied to the classical Heisenberg model, leads to in-
tegrals which can be evaluated using the methods dis-
cussed above. The approximation treats the interaction
of a central spin so with its nearest-neighbor spins si
(i = 1 q) exactly and represents the interaction of the
spins s; with the rest of the crystal by an internal Geld
Hq (which is assumed parallel to the external imld H).
The Hamiltonian (1.1) is replaced by the cluster
Hamiltonian

3'.,(=—2J Q sp s,—mH so—mHg Q s;. (4.17)

9
Following Brown and Luttinger' we can write the
cluster partition function as

FIG. 4. Some basic topological types of
graphs with C(G) ~& 4.

Zcl
Qp

(dQO/4s) /exp(L, costa)]D', (4.18)
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K2 K2

FIG. S. An example showing the graphical representation
of a finite cluster of spins in a field.

and ((s )')=xo have been used in the derivation of
(5.2).

'The spin correlation function, between two spins i
and j in a graph 6, is readily determined by introducing
an interaction edge E;; between the vertices i and j.
If Z~(G;,) is the partition function, in zero field, of the
resulting graph 6;; then

where

(dQ;/4s. ) exp(Kso s~+Lq cos8;), (4.19)
(s; s;)= lim (8/BEg) lnZ~(Gg).

Ksg~O
(5 4)

and Lr PmH—q—. The field direction has been taken as the
polar axis. The basic integral (4.19) is evaluated using

Eqs. (2.9), (2.10), and (4.12) which gives

D= P (2l+1)Xt(E)Xt(Lx)P&(cosgo) . (4.20)

When there is a direct interaction edge between the
vertices i and j in the graph G, the introduction of a
further edge E;; is not necessary. The zero-Geld parti-
tion functions Z~(G,;) are calculated using the methods
of Secs. 3 and 4.

To Gnd the correlation function between two spins i
and j on a ring of X spins we require the partition func-

The application of the expansion (4.12) to the integrand
of (4.18) enables Z, ~ to be evaluated. For the one-
dimensional lattice it is found that

J
F

I

I

I 'J

I

l

FIG. 7. The graph G;;
whose partition function is
required for the calcula-
tion of the correlation func-
tion (s; s;) in a ring of E
spin s.

N-M
EDGES

i

M
EDGESZ.)= Q (24+1)(2lo+1)(24+1)4,(Lg)4, (X)

h lo lo)
Xh»(Lr) X»(E)h»(L) (4.21)oo oi

5. SUSCEPTIBILITY OF FI5ITE CLUSTERS

tion of the graph 6;; shown in Fig. 7, which can be
The internal 6eld Bq is determined by a self-consistent written down from Eq. (4.5) as
procedure. 9

Z~(Gg;) = Q (2lg+ 1)(2l2+1)(2lo+1)Xg, (E)
lzl2li

The most convenient method for calculating the
zero-Geld susceptibility

/4 lo lg '
XX»"-~(EP»(Z,;)

~ ~

. (5.5)
Io o oi

x~(G) = lim k T(8'/BH') 1nZ~(G)
H~O

(5 1) The application of Eq. (5.4) to Fq. (5.5) gives

(s; s;)=Z~ (G) p (21~+1)(2l,+1)X»p'(lt)lw. »&—sr(~)
of a Gnite graph 6 is to use the Quctuation relation

(3kT/m'N)XN(G) =1+(2/N) p (s; s,), (5.2)
li lo 1 '

Xi
i

. (5.6)
ko o 0&

where thespin correlationfunction (s,"s;) is defined by We substitute Eq. (5.6) in Eq. (5.2) and simplify the
resulting expression using the formula'4

(sg s;)=ZN '(G) s;.s; exp( —PX) (1 l+1 1) ' (i+1 l 1)'
&0 o 0) I o o oj

X g (dn, /4~), (5.3)

and the surnrnation in (5.2) is taken over all pairs of
vertices in the graph G. The results (s s )= o(s,"s;)

FIG. 6. A triangular cluster of spins.

= (l+1)/(2l+1)(2l+3), (5.7)

=0, otherwise.

The Gnal result, for the susceptibility of a ring of Ã
splns) ls

(3kT/sm'N)x~(G) =1+~ (21+1)Xp(E)1 '2 p (l+1)
l 0 l~

-3
-4(&)&i+P(z) —x„,(z)~p(z)-

&~i(&)—X)(E)
(5.8)
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In the thermodynamic limit / ~00 we obtain

lim (3kT/Ia'Ã)&Iv(G) = L1+N(E)g/L1 —N(E)j, (5.9)

which is the result derived by Fisher' for an open chain
of X+1 spills.

For the "planar" classical Heisenberg model, with
the external 6eld in the plane of thespins, it can be
shown that the zero-6eld susceptibility in one dimension
is given by

lim (2kT/t)oolV)XI'= Po(E)+II(E)3I

po(E) —II(E)j. (5.10)

The ferromagnetic susceptibility diverges as 1/2' as
-+ 0, whereas the susceptibility of the usual classical

spin model (5.9) diverges as 1/Ts.
The correlation function between. two spins in a

reducible graph can be evaluated in terms of star graph
correlation functions. Suppose we have a reducible
graph G made up of I star graphs 6&'& ~ G&"& linked
together by articulation points then the correlation
function between two spins s; and s; in the same star
component 6&"& is independent of the other star graphs
and ls given by

(c)

FIG. 8. The graphs
(a), (b), and (c) are
those whose partition
functions are required
for the calculation of.correlation functions in
a 8 graph.

(6.1)

N-j
+o= Q 2JSi'S(ply

s=0

N-j
3'-I= —2 2~(V—1)~'~.+I*

0

and (y—1) is small. The free energy is

(6 2)

(6.3)

6. PERTURBATION SEMES FOR THE A1%I-
SOTROPIC MODEL IN ONE DIMENSION

In this Section we derive a perturbation series for
thc zcI'0-6cM fI'cc energy of thc onc-dimensional CIRssicR1
Heisenberg model, with small anisotropy, using the
isotropic model as the unperturbed system. Wc con-
sider all opell chain of X+1 spills aIld take E to be
large so that finite size effects can be ignored. The
HRIniltonlRn is written ill tlic form

(s; s;)= lim (8/81». ~I) InZ(Gg&")) .
Ksg~0

(5.11) —pp)v~1= —pp(o) —ppo) (6.4)

This result is readily seen by applying (5.4) to the
graph 6;;.

If we have a reducible cluster 6 consisting of two
star graphs G& and 62 linked by an articulation point
then it can be shown from (5.3), using the spin so at
the articulation point as a polar axis, that the correla-
tion function between two spins s; and s; in the graphs
G~ and 62, respectively, can be written as

This result can be simply generalized to deal with cor-
relation functions in a reducible graph with more than
two star-graph components. We see therefore that a
knowledge of the star-graph correlation functions
enables the zero-6eld susceptibility of reducible and
star graphs to be calculated. These correlation func-
tions are calculated from the partition functions of
star graphs using Eq. (5.4). For example, to 6nd the
susceptibility of the general i» graph (shown in Fig. 2

as the graph G') we require three distinct types of cor-
relation functions, '" which can be calculated from the
zero-field partition functions of the three graphs shown

in Fig. 8. The graphs (a), (b), and (c) are a, y, and g

graphs, respectively, and their partition functions can
be written down from Eq. (4.7) and Table I.

'«Note added irl proof. Four distinct types of correlation func-
tion are in fact needed. The omitted correlation function can be
found from the partition function of a P graph. (The de6nition
of a p graph is given in Ref. 15.)

—PF")=E»L(sinhE)/It 1,
—PF"'= ln(exp( —P~I)), ,

and (~)o denotes the average

dQ;~
II

'
~~ -p(-px. )

no SN '=o 4w' )

(6.5)

(6.6)

ifQ;~
II I e~(—p3:o). (6.7)

I)o n)v '=o 4Ir i»

The method developed by Horwitz and Gallen" for
deriving the high-temperature series expansion of the
free energy of the Ising model can now be applied to
expand —pF &') in powers of (7—1).It is found

~»(II exp(n', '+I~' ~'+I ))o (6 9)

G. Hozw1tz and H. 3. Csi»en, phys. Rev, 124 1p$y (1961)

K—1-»"'= & LII (p;,;. »)- g~) ""g~»„„„»,
fns, s+S} g 0

(6.8)
where g='Y —1 The summation in Eq. (6.8) is taken
over all sets of non-negative integers p; ~I and ~» . .
is conveniently generated by

N-j
~» ii+ »o= 1llm, II (Di &+I)

l &s,s+I}~0 & 0
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N-1
(p, ,+, t)- =P(„,»

i=o
(6.10)

where D, ,~1=()/Bn;, ~1. Each term in Eq. (6.8) cor-
responding to a particular set {p;,~1} is given a
graphical representation by drawing p;,~.1 edges be-
tween the nearest-neighbor pair (i, i+1) for each integer
p*,~a in the set.

It is usual when deriving perturbation expansions in
the theory of ferromagnetism to take a lattice of non-
interacting spins in a 6eM as the unperturbed system.
In this case a considerable simplification occurs and
only linked graphs contribute to the free-energy ex-
pansion. The unperturbed system in our case consists
of interacting spins and separated or unlinked graphs
also contribute to Eq. (6.8).

It is convenient to group all graphs with the same
topology together. The different topological types of
graph with 22 edges are labeled (23,t) where t= 1, 2,
We can write

The cumulant for the graph set (1,1), which can be
found from Eq. (6.9), is

M(1,1)= (Si Si+1 )0 ~ (6.13)

This nearest-neighbor correlation function was evalu-
ated by Fisher' as -', u(K). Thus for large N

—PF2t/E= lnL(sinhK)/Kg+-'35Ku(K)+0(82) (6.14)

The second-order graph cumulants are

M, , = ((s,')'(s *)')o—(s,'s ') ',
M(2, 2) (Si*(si+1 ) Si+2 )0 (Si*s(+1 )0(si+1 Si+2 )0 & (6.15)

M(2, 3) (Si Si+1 sj sj+1 )p (Si si+1 )p(SJ sj+1 )0 ~

The higher-order correlation functions in (6.15) can
be evaluated using the methods discussed in Secs. 2
and 3.For example, to calculate the correlation function
required for M(2, l) we perform the integrations over all
spins j(i and j)i+1, leaving

dO;dQ;+1(42r) 2

Qs Qs+g

Xcos 8, cos'8;+1 exp(K cosO~;, ;+1). (6.16)

The polar axis for the spherical polar coordinates has
been taken in an arbitrary direction. After applying the
expansion (2.9) to Eq. (6.16) the integrations can be
readily performed. We 6nd

—PF(')= P (Kb)"P, P M(„, ,t, (6.11)
(n, t) t ns, s+i}

where the second summation is taken over all sets of
integers (p;,~1}which give graphs in the set (23,t).

All li23ked graphs in the set (23,t) have the same graph
cumulant, which we denote by M(„,t,). But M(~. . .» is
not the same for all urilinked graphs in the set (23,t).
We therefore label the graphs in the set (23,t) by Gp ',
where q=1, 2, ~ ~ ., and dedne the graph cumulant for
the graph G,"' by M(G,"').We can rewrite Eq. (6.11)
as

M(2, 1)—2(1 ul +pu2) ) (6.17)

n=u&e(K)/& (K0). A similar procedure enables
the other cumulants in Eq. (6.15) to be evaluated as

M (2,2) = (4/45)u12, (6.18)

M(2, 3) (4/45)ul u2 (6.19)

where d=1, 2, ~ is the number of edges between the
two components of the unlinked graph (2,3). The sum-
mation over all unlinked graphs in the. set (2,3) is

PF(') =21' P—(bK) "8'(~,i) 'M(~, oP(n, i)
(e,t)

linked

+ P (bK) "P(, ) 2 M(G."') (612)

since this product is the same for all graphs in the set ((s")'(si+1') )0=~0 '(K)
(23,t). Using this graphical representation, Eq. (6.8)
becomes 2

(7t,t)
unlinked p M(G,")= (4X/45)u12 p u2'.

d~l
(6.20)

where lV („,&) is the number of ways in which the vertices
of a graph in the set (23,t) can be labeled keeping the
connectivity of the graph unaltered. The contributing
sets of graphs for n&3 are shown in Fig. 9.

The substitution of (6.18), (6.19) and (6.20) in (6.12)
leads to
—pFN/E = in/(s)nbK)/K]+ 38Kul+ (1/90) (gK) 2

X (1—u2) (5—u2+3ul' —4u22+5ul'u ) (6.21)

We list below the graph cumulants for the third-order
graphs shown in Fig. 9:

Pro. 9. The sets
of graphs n &3 which
contribute to the
perturbation series
for the free energy
of the one-dimen-
sional anisotropic
classical Heisenberg
model.

(3,4)

(3,3)

M (3,1)= (2/4725) (21ul+54up+175ulp —2102i,u,),
M(3,2) ——(20/4725) (7ul+11ulu2 14ul 3), —
M(3,3) (4/4725)(27ul'up+ 28ul 35ul'u2)—,
Jf (8,4) —Q2 3E(3,2) )

~(8,5) —+2 ~(3,8) )

3f (3,6)=N2 +"M (3,8) .

(6.22)
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We find on substituting (6.22) in Eq. (6.12) that the
third-order term in the perturbation series is

(1/141'/5) (Eb) '(1—uo) '[441ul+54uo —12uluo —329uro
—108uouo —219u)uo +70ur uo+324ul uo

+54uoouo+175u1'uo' —210u)uo']. (6.23)

Using the operator expression

P(2PJ;,+a@)=cxp(2PJ,)D;;)p((sg),

where D;; = (t/B(s,;, we find

—PFN(')= lim II [exp(2P P D; J; )]

(7.'/)

The perturbation series for the energy per spin

(F~/N) = 2J(/—t/(tZ) ( PF~—/N) (6.24)

) 0tip} ~0 e

Xin(exp P P n; s s )o. (7.8)

derived from Eqs. (6.21) and (6.23) breaks down at low
temperatures indicating that E~(E.,b) cannot be ex-
panded as a Taylor series in 8 when T=0. It is interest-
ing to compare these results with those obtained by
Katsura and Inawashiro'7 for the one-dimesnional
spin-~ anisotropic Heisenberg model. A linked cluster
series in powers of 7, where y is small, was developed

by these authors and detailed calculations were per-
formed up to third order in y. The perturbation series
gave results for the ground-state energy of the system
which were in good agreement with known exact
results.

A partial check on the above results can be made by
deriving terms in the high-temperature series of the
anisotropic classical Heisenberg model.

N

3.' = —mB+s' P.2)

Kr= —Q Q 2Jgg'sg's~'.
(ii)

(7.3)

In the second summation of (7.3), o runs over the x, y
and s components of the spin vectors. (The following
derivation is not restricted to one-dimensional systems
or nearest-neighbor interactions. ) The free energy can
be expressed in the form

PFN= N ln[(—sinhL)/L] —PF)((') (7 4)
where

PF+ ' ln(c—xp( —Per))o& (7 5)

and (A)o denotes the average given in (6.'/). We now
introduce three parameters a;, with e=x, y and s,
for each pair of spins (ij) in the lattice and. rewrite
(7.5) as
—PF)l((')= lim ln(exp g g (2J;,'P+n; )s s )o

(eip} ~0 (6)
(7.6)

'7 S. Katsura and S. Inavrashiro, J. Math. Phys. 5, 109k (j.964).

7'. DIAGRAM EXPANSIONS FOR CLASSICAL
ANISOTROPIC HEISENBERG MODEL

Ke derive in this section a high-temperature series
expansion for the free energy of the anisotropic Heisen-
berg model by generalizing the method used by Horwitz
and CaQen' for the Ising model. The Hamiltonian is
written as

P.1)
where

The three exponentials in the product of Eq. (7.8) are
expanded as high-temperature series. The application
of the multinomial theorem to the resulting expressions
leads to

~-. =IIII(p'!) '
(ii)

(7.10)

M(,o= lim II II (D; )"*~'
f usP} ~0 (ij)

Xln(II II exp(n; s s ))o, P.11)

since these quantities are the same for all graphs in the
set (u, t). [The notation used in Eqs. (7.10) and (7.11)
sllollld 110't bc collfuscd wl'tll tlla't llscd 111 Scc. 6.]

The summations in Eq. (7.9) are replaced by a sum-
mation over all possible sets of labeled graphs (u, t)
and it is found, using Eqs. (7.10) and P.11), that

(@)"F(..o~(,~)lf ( o
(~, c)

v&" (u)

where the summations are taken over all possible sets of
non-negative integers {p; },o=x, y, and s. Each term
in Eq. (7.9), corresponding to a particular choice of
the sets {p@'},is represented by a labeled graph by
drawing p;;~ lines labeled x between i and j for all
integers in {p;,~} and. repeating the procedure for the
sets {p;p} and {p; }.It can be shown that unlinked or
separated labeled graphs give zero contribution. (The
method of ploof follows that given by Horwitz and
Callen'o for the Ising model. )

We classify all the labeled graphs with a total number
of I 1111cs111to sets of glaplls (u, t) W111ch llRvc 'tile sRlllc

topology. The parameter f runs over all the diGerent
topologically distinct sets of labeled graphs with n
lines. (In. this classification the labeling of the edges
must be taken into account. ) For all graphs in, the set
(u, t) we can define
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X XX YY YY ZZ ZZ XX Y 'XX ZZ YY ZZ

(4,I) (4,2) (4,3) (4,4) (4,5) (4,6)

while P(,&) and 8'(, t,) are found by inspection. For
example, F(4,4)

——(2!2!)—' and W(4, 4)
——2. We given

below the final results for m&~6:

X X
CO&

X X

(4,7)

Y Y~D~
Y Y

(4,8)

Z Z X Y X Z Y Z

7 7 X Y X Z Y Z

t4, O) (4,iO) (4, l i) (4,1 2)
where

—PFzr/N= Q a2„K'", (7.15)

FIG. 10. The sets of fourth-order graphs which contribute to
the high-temperature series expansion of the free energy of the
one-dimensional anisotropic classical Heisenberg model.

where H/'(„, &) is the number of ways in which the vertices
of a graph of the type (e,t) can be numbered 1, 2,
keeping the connectivity of the indices unaltered. (In
the calculation of lV(„,&) the labeling of the edges must
be taken into account. ) The summation indices in the
second summation of Eq. (7.12) are restricted so that
each term in the summation corresponds only to graphs
in the set (n, t)

For nearest-neighbor interactions, with J;,'= J', we
can simplify the lattice summation in Eq. (7.12) by
following a procedure developed by Rushbrooke, "
which involves the concept of graphs of a given basic

type. Two graphs are said to be of the same basic type
if they di6er only in the labelieg and multiplicities of
their edges. The basic type of graph corresponding to a
labeled graph of type ()),t) is obtained from the labeled

graph by replacing all the multiple edges by single edges
and ignoring the labeling of the edges. The basic
graphs, with a total of m edges, are classified into sets
of basic graphs (m, r), which have the same topology.

We define H/'( „) to be the vertex labeling factor for
the basic type of graph (m, r) corresponding to the graph
type (e,t), and N(, ,) to be the number of independent
graphs of the type (m, r) that can be made up of nearest-
neighbor edges in a given lattice. It can be shown" from
the above definitions that

2' II II (~')')""'=ll'(-, .)N(-,.) II (~')", (7 13)
i'; ~ ~ (ij) e

where m„m„, and e, are the total number of x, y, and s
edges, respectively, in a labeled graph of type (N, t).
Thus Eq. (7.12) becomes

PF~"'= 2—(2P)"II V')"F(.,o~(., )
(n, t)

XS'(n, ~) '5'(, ,)N(m, ,) . (7.14)

This expansion has been applied to the one-dimensional
system for the case J =J&=J and J'=yJ. The basic
graphs for this system are just simple chains which have

N(, ,) ——N and 8"( „)=2. The labeled sets of graphs for
m=4 which contribute to the zero-field free-energy
series in one dimension are shown in Fig. 10. The
graph cumulants M(, o are calculated from Eq. (7.11)

"G. S. Rushbrooke, J. Math. Phys. 5, 1106 (1964).
"For details see Ref. 18.

a = (1/18) (2+7'),
a4= (1/2700) (2—24y'+ 7y'),
a6 ——(1/2679075) (107''—636''+ 1896''—422) .

(7.16)

If we substitute y=1+!) into (7.16), where l) is con-
sidered small, we find

a2= [(1/6)+(1/9) i)+ (1/18) ()21,

a4 ——[(—1/180) —(1/135)()+(1/150)&'

+ (7/675)!)3+ j, (7.17)

a, = [(1/2835)+ (2/2835) t') (1/—8505)!)'
—(404/2679075) ()3+ ~ ].

These results can be checked by expanding the perturba-
tion series (6.21) and (6.23) as a high-temperature series.
Agreement was found.

A cluster series for the anisotropic Heisenberg"model
similar to that developed by Domb' and Domb and
Wood' for the isotropic Heisenberg model is readily
obtained from Eq. (7.14) using a method given by
Rushbrooke. "We perform a formal partial summation
over all sets of labeled graphs (e,)!) which are of the
same basic type (m, r), and write Eq. (7.14) in the form

PF~("= Q—N(~, )P(~,)(K~K"K',L), (7.18)
(m T)

where K'=2Pj' and

y(„„)(K;K;K;L)
= 2 II (K')"'P(n, g)M(, g)8'(, g) 'W(, .) (7.19)

(n, t)

The summation in Eq. (7.19) is over all sets of graphs
(n, t) which are of the same basic type (m, r). The
$(,.) functions are found in terms of partition func-
tions of finite clusters of spins by successively applying
(7.18) to finite graphs. For the spin- —, isotropic Heisen-
berg model this method has provided a powerful method
for calculating high-temperature series expansions. 34

For the classical anisotropic model the cluster series
(7.19) is not very useful because of the difficulty of
evaluating finite cluster partition functions with
anisotropy present.

The diagram expansion (7.12) suffers from two dis-
advantages. The calculation of the graph cumulants
soon becomes very tedious and the restrictions on the
summation indices have to be carefully analyzed.
Horwitz and Callen" avoided these difhculties for the
Ising model by removing the restrictions on the lattice
sums and expressing the graph cumulants as sums of
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x'rhody
Aftztb z

= Zo' M( .,rt„,u.),
+x sty& z S~,g1I,g&t I t

(7.20)

where the prime denotes the exclusion of the case
n, =n„=n, =0. It can be readily shown using the opera-
tor "trick" (7.7) that

M(u, m„,r4) = lim II (c)/c!n,)"~

aa -+ O,hatt
—+ 0,

az -+L

dQ, )
Xln exp(P n,s )

~

. (7.21)
o, ~ 4~)

By direct differentiation oft',Eq. (7.21) the single-spin
average ((sp) "&(sp)"&(sp)"3)0 can be expressed as a sum
of products of single-spin cumulants. For example,

(s,')p
——M(100),

(s; s,!!)!!——M(110)+M(100)M(010), (7.22)

(s, s;!!s,*),=M (111)+M (001)M(110)+M(100)M(011)
+M(010)M(101)+M(100)M(010)M (001).

We see therefore that the graph cumulants, defined by
(7.11), are also expressible as sums of products of
single-spin cumulants. When all the graph cumulants at
a given order e have been expressed in terms of the
single-spin cumulants and the restrictions on the sum-
rnations in (7.1'2) have been removed it is found that
the following rearranged diagram expansion results:

PFN 2 (2P) F(,oM(, o~(
(n, f)

where

ijk ~ ~ (ij) e

Mt„&~=II M(u, ",n„',u, "). (7.24)

At each vertex v of a graph in the set (rt, t) we associate
a single-spin cumulant M(rt, ',rt„",e,"), where n, ', n„',
and n, ' are the number of edges labeled x, y, and z,
respectively, which are incident at the vertex e. The
product in Eq. (7.24) is taken over all vertices of a
graph in the set (n, t). The lattice summation in Eq.
(7.23) is, now unrestricted with J;,=0. Although a
proof of Eq. (7.23) can be given by generalizing the
arguments of Horwitz and Callen, " it is simpler and
more direct to follow the methods developed by
Englert' and Stinchcombe ef at." This alternative

2' F. Englert, Phys. Rev. 129, 567 {1963).
» R. B. Stinchcombe, G. Horwitz, F. Englert and R. Brout,

Phys. Rev. 130, 155 {1963).

products of single-spin cumulants. A simpler diagram-
matic expansion results. This procedure can be gener-
alized to the anisotropic classical Heisenberg model. The
single-spin cumulants M(rt„rt„,m, ) in this case are
defined by

in(exp(xs;*+ys;!!+vs,') )0

FIG. 11. Graphical representation of the term
(2t1)'zM(001)M (201)M(220)M(020) [Q!(I!P)'j

X[E!(~&L*)'j[Z!(~a*)j
approach has the advantage that expansions similar
to Eq. (7.23) can be established for the spin correla-
tion functions.

An example is given in Fig. 11 of the graphical repre-
sentation of a typical term in the linked graph expansion
(7.23). The single-spin cumulants are conveniently
found, in zero field or as a power series in the field,
by evaluating the integral in Eq. (7.21) as

(d&;/4v. ) exp(Q n.s )= (P n ') ' sinh(Q n ') (7.25)

Using a standard result we can write

M(n. ,n!!,u, )= lim II (8/Bn, )"
a~ -+ O,ezt -+ 0,

ag ~L

22m
—IB ( 1)n+1

X Q (Q n ')" (7.26)
n x -u(2n)!

where B„are the Bernoulli numbers. In zero field it is
seen that M(u, r!„,r4) =0 if one or more of rt, are odd.
Thus the linked graphs which contribute to the zero-
field free-energy series all have an cree number of x, y,
and z edges incident at each vertex. A similar result
holds for the original expansion (7.12).The contributing
graphs for H/0 have an even number of x and y
edges incident at every vertex and an arbitrary number
of z edges.

The expansions (7.14) and (7.23) are at present being
used to investigate the effects of anisotropy on the
critical properties of the three-dimensional classical
model. Diagram expansions similar to those given above
can be derived for the "planar" anisotropic Heisenberg
model defined in Sec. 2.

It should be pointed out that the expansion (7.14)
is not very convenient for deriving series expansions for
the isotropic model. This case can be treated in terms
of unlabeled graphs by rewriting Eq. (7.6) in the form

—PF&'&= lim ln(exp P (2j;,P+n, ,)s; s,)p. (7.27)
l ai7') ~0 (ij)

Analogous expressions to (7.12) and (7.14) can then
be derived by repeating the arguments given above.

8. COHCLUDDt'6 REMARKS

It was stated in Sec. 1 that the cluster series method
of Domb and Wood, ' when combined with the results
of Secs. 3 and 4, provides a powerful method of deriving
high-temperature series expansions for the isotropic
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It has been shown that, in zero Geld, only star graphs
contribute to this cluster series." The P(„,)(E,O)

functions for these graphs are found in terms of parti-
tion functions of finite clusters by applying Eq. (8.1) to
6nite star graphs. For example, the application of Eq.
(8.1) to a single edge gives &f)(y) (K,o) = ln&&8(E), and the
application to an 88-sided polygon (88)„yields

p( )„-—lnt 1+2 (21+1)N)"3
l=i

(8.2)

For an (r,s, t)8 graph'8 with r, s, and t edges along the
three "bridges" (see graph G' in Fig. 2) we find, using
Eq. (4.5), that

$(„,, o8
——ln p8 (2l&+1)(2l8+1)(2l8+1)

l ylglg

classical Heisenberg model. We now discuss this ap-
plication in more detail. The cluster series, which may
be obtained from Eq. (7.18), is

1nZ»&=E 1nL(sinhL)/L$+ P X(,,)P(,,)(K,L) . (8.1)
(~, r)

given for 6nding the entry parameters of the star
graphs. )' Thus if the g( „&(E,o) functions, for all the
star graphs which satisfy 8&8+&&(,,) &3E, are expanded
to 0(E~), then the high-temperature series expansion
for lnZN is given correctly to 0(E~). For example,
the expansion of the expression

lnZN ——x8Xq ln&(p(E)

+E &(~),4 (~),+&O,8,»8&t'n, 8,»8 (8 5)
n~3

gives the series for lnZN correct to 0(E').
The advantage of this approach over the usual

Brout-Horwitz-Callen type of expansion (7.14) is that
a computer can be used to perform the algebra required
to expand expressions such as (8.4) and (8.5) into high-
temperature series. Thus the detailed calculation of
graph cumulants of multiple edge graphs is avoided.

A similar technique can be used to derive the high-
temperature series expansion for the zero-Geld sus-
ceptibility. The cluster series in this case is

(3kT/m')x~=E+ Q 1V(,,)g(,,)(E,O), (8.6)

f 7'1 f2 ~$

!)(I&,"I&,'I&, '!'
&o o oi

where
g(„,)(K',0)= lim 3(8'/&&L')g(„,)(E,L) . (8.7)

tP(r+~)8 4'(~+&)8 t'(~+&)8 ~ (8.3)

Similar expressions can be found for the P(,,) functions
of graphs with higher cyclomatic number (such as u,
P, 8 graphs) by using the formulas given in Secs. 3
and 4.

A formal expression for the free energy which takes
into account all star graphs with cyclomatic number
C(G)&~2 is obtained by substituting Eqs. (8.2) and
(8.3) into Eq. (8.1).We find

lnZ&«= 21Vq in&&8(E)+ Q 1V(„)„(p(„),
%~3

+ Q Q Q +(, ,8)84'(t)8+ ' ' '
, , (8. )

r=i s=2 t=2
(r &~s&~t)

where q is the coordination number of the lattice, and
the restrictions on the second summations ensure that
the (r,s,t)8 graphs are not "overcounted".

The P(,,)(K,O) functions, when expanded as high-
temperature series, have a leading term of 0(E~~"(~ ~)),
where X( „)~&0, is called the entry parameter' for a
graph of the type (8&8,8). (A simple general rule has been

The application of Eq. (8.6) to finite graphs enables
the g(,,)(K,O) functions to be expressed in terms of
the zero-field susceptibility of Qnite clusters. The latter
can be determined using the methods given in Sec. 5.

The high-temperature series expansions for the free
energy and susceptibility (in zero field) of the isotropic
classical Heisenberg model are at present being ex-
tended by the author in collaboration with R. G.
Bowers, using the techniques discussed above. It is
hoped to give the results in a future publication. "
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