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To test the predictions of quantum electrodynamics, absolute and relative measurements of the positron-
electron scattering cross section were made at 200 and at 500 MeV. Recoil electrons were detected with the
spectrometer at 0° with respect to the incident-beam direction, and for the range of recoil momenta studied,
the elastic-scattering cone was entirely contained in the angular acceptance of the spectrometer. This method
permitted high precision and an experimental test of the radiative corrections. The absolute accuracy of
the cross sections was 19,. The complete radiative corrections for this experiment are not yet available.
However, for purposes of orientation, one may extrapolate existing calculations to the present situation.
If one does this, the shape of the recoil spectrum near the incident positron momentum is consistent with the
theory if the radiative corrections of the form 1+ ¢ are used (X2 probability of 0.5) ; the shape is in less good
agreement if the correction has the form e? (X2 probability of 0.2). The most precise measurements made,
where the corrections were about 159, were in agreement with the theory. The accuracy has to be increased
to decide between e? and 14-8. If radiative corrections are assumed to be precisely known, the experiment
determines1/K to about 0.6 F,where a violation of quantum electrodynamics of the form ¢— oo (1—g¢2/K?)?
is assumed, and where ¢ is the quantum-electrodynamical cross section and g is the four-momentum transfer.
A significant increase in sensitivity could be achieved by extending the experiment to available positron
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energies well above the relatively modest values used here.

I. INTRODUCTION

N high-energy electron-electron or positron-electron
scattering experiments the four-momentum transfer
is proportional to the square root of the incident energy
when the target electron is at rest, while it is propor-
tional to the sum of the energies when the two particles
collide in the center-of-mass system. Since deviations
from quantum electrodynamics (QED),! due possibly
to a finite electron-charge distribution or to breakdown
of Coulomb’s law at short distances, are expected to
depend upon the four-momentum transfer, it is gen-
erally assumed? that clashing-beam experiments will far
surpass anything that can be done in the laboratory
system. In spite of its considerable advantage, we have
been impressed by the difficulties and expense inherent
in the clashing-beam approach. We have therefore
posed the question: To what extent can one substitute
high precision in the laboratory system for the high
momentum transfer obtainable in the center-of-mass
system?
In discussions of possible violations of QED, the
expression
M

is frequently assumed,® where oo is the unviolated
electrodynamic cross section, o the violated cross sec-
tion, ¢*>0 the squared four-momentum transfer, and

o — oo(1—¢/K?)?
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K a constant. Assuming (¢?/K*)<1, the constant K
can be associated, by the relation

1/K2=(r.22/312+1/12A°, 2)

with a rms radius (r,) leading to an electron form factor
F.(®)=(1—{r.)*q®/6%%), and with an altered Coulomb
potential 1/7 — (1/7)[1—e4"] resulting in an altered
photon propagator —1/¢* — (—1/¢%) (1— ¢*/#?A?).

For incident electrons or positrons of energy Eiup
and rest mass mc? the four-momentum transfer in a
scattering through laboratory angle 6y, is

q= E(ZE]ab/C) sin01ab/2]/[1+ 2 (Elab/mcz) Sinzoxab/z:]llz
S (ZWLElab)l/2 ) (3)

while for two particles each having center-of-mass
(c.m.) energy E¢m., the four-momentum transfer is

q= (2Ec.m./6) Sin@c.m./ZS 2Ec.m./¢~ (4)

Thus for laboratory and center-of-mass experiments on

positron-electron scattering at 180°, the ratio R of the
deviations for a given &2 is

R= (qz)!ab/ (q2)c.m.= ZmElab/(ZEc.m./C)z. (5)

Assuming Eip=FEqn. =500 MeV, a “precision fac-
tor” of about 1/2000 results; while for Ejp=20 GeV
and E...,.=500 MeV, the factor is 1/50.% Although the
present experiment is an order of magnitude more
sensitive than previous experiments on either positron-
electron® or electron-electron® scattering, because of its

4In electron-electron experiments the maximum momentum
transfer occurs at 6o.m, =90°, giving the 180° positron experiments
an advantage of sin?(180/2)/sin?(90/2) =2. However, see V. N.
Bayer and S. A. Kheifets, Nucl. Phys. 47, 313 (1963), where it is
shown that under certain assumptions, the maximum deviation
from QED for both electron and positron experiments occurs at
90° c.m. scattering angle.

®J. A. Poirier, D. M. Bernstein, and Jerome Pine, Phys. Rev.
117, 557 (1960).

¢ E. B. Dally, Phys. Rev. 123, 1840 (1961).
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low momentum transfer, it cannot compete with clash-
ing-beam experiments now in progress.2’:3 We believe,
however, that the method is directly applicable at
energies up to 20 GeV and that it would lead to com-
parable precision at these energies. Such an experiment
would compare favorably with the clashing-beam ex-
periments envisioned for the near future.

The method used here took advantage of the opposite
charges of the incident and target particles. A magnetic
spectrometer was set at 0° with respect to the incident
positron beam direction and was used to detect the
recoil electrons while the incident positrons were de-
flected into the magnet iron. For electrons having
nearly the same momentum as the incident positrons,
the recoil angle in the laboratory was quite small, and
there was a considerable range of momenta over which
all of the emerging electrons were within the angular
acceptance of the spectrometer. The effective angular
acceptance was thus 4r sr, and the counting rate was
determined only by the momentum acceptance of the
spectrometer and the momenta of the incident positron
and recoil electron.

The positron-electron scattering cross section,® de-
rived in the first Born approximation, may be written®

dop=dor(D+I+4), (6)

where dog is the classical Rutherford cross section and
where the terms D, 4, and I are due, respectively, to
direct scattering from the charge and Dirac magnetic
moment, to virtual annihilation, and to the interference
between these terms. For highly relativistic incident
positrons the cross section has the simple form

dop=0.499X10~24(mc*/E,) (de/ ) (1— e+ €2)? cm?,  (7)

where e= (E_—mc?)/ (Ey—mc?) and E, and E_ are the
total energies of the incident positron and recoil elec-
tron. This relativistic approximation differs from the
exact formula by less than 0.29 in our energy range.
If 0.9E,<E_<E; one can make the qualitative
approximations e=<E_/E, E_=FE. thus obtaining

dos=0.5X10"%(mc?/E,) (dE_/E,) cm?.  (8)

For a fixed spectrometer resolution, Ap_/p_=dE_/E_
=~dE_/E,, the cross section varies only as 1/E, and is
rather constant as a function of the spectrometer setting
p-=E_e.

The electrodynamic cross section is severely modified
when p_ is within 1-29, of p,, since the radiative cor-
rections approach 1009, as p_ approaches p,. This
behavior is predicted by Meister and Yennie!®! in the

" F. Amman et al., in Proceedings of the International Conference
on High Energy Accelerators, Dubna, 1963 (Atomizdat, Moscow,
1964), p. 249.

8 A. Blanc-Lapierre et al., in Proceedings of the Inlernational
Conference on High Energy Accelerators, Dubna, 1963 (Atomizdat,
Moscow, 1964), p. 288.

9 H. J. Bhabha, Proc. Roy. Soc. (London) A154, 195 (1936).

10 N. Meister and D. R. Yennie, Phys. Rev. 130, 1210 (1963).

11 The Meister and Yennie calculation of § omits some terms
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formula

a 2EL\E4 L2 Es
= { [ln( )— IJ ln(—-—r )—% ln2(——r)
™ m62E3 E3E4 E4

U m(@)_% 1n<—E—1r)} O

3 mc? mc?

where in their notation E; and E; are the initial and
final positron energies, E4 is the final electron energy,
and 7 depends upon the conditions of the experiment.
Meister and Yennie conjecture that “if §’ is the doubly
logarithmic part of 8, the expression

e¥ (14-6—¢") (10)
yields a better estimate of the radiative corrections than
does the original estimate (1+4-6).” This is a refinement
of the exponentiation o¢=cce’, originally conjectured
by Schwinger? and shown to be valid for the infrared
contributions by Yennie and Suura.®® For this experi-
ment the two types of exponentiation give the same
result to within 0.19, of the corrected cross section in the
region E_<0.995E,, and they differ by less than 0.59
over the entire recoil-electron spectrum. Furthermore,
the correction is dominated by the infrared term [i.e.,
by the first doubly logarithmic term in Eq. (9)] in the
region near F,, and it is only in this region that the
difference between ¢® and (1-+9) is large.

After the radiative corrections have been made, the
shape of the electron spectrum, expressed as the rate
versus the percent down from p,, is essentially inde-
pendent of p,. In addition there remains a substantial
range over which the cross section is relatively constant
as a function of p_. In this region uncertainties in p_
are not important, and the counting rate for a given
Ap_/p_ is easily calculated. Since ¢? is also fairly con-
stant over this range, the shape of the electron spectrum
is not expected to be sensitive to violations of QED.

It is kinematically impossible for radiation to occur
during the scattering process in such a way that a recoil
electron of momentum p_ will be outside of the elastic-
scattering cone appropriate for this momentum. The
radiative corrections were thus determined by Ei=p,c
and E4=p_c, and the parameter 7 in Eq. (9) was given
for this experiment by

r=(1—E/Ey). (11)

Since p; and p_ were accurately known and since the
corrections were independent of the spectrometer angu-

lar acceptance, so long as this acceptance included the

(“internal radiative corrections”), which may be of importance
in this experimental region. A more exact calculation is in progress.
D. R. Yennie and R. K. Kuo (private communication).

12 7. Schwinger, Phys. Rev. 76, 790 (1949).

13 D. R. Yennie and H. Suura, Phys. Rev. 105, 1378 (1957).

1 This expression for 7 differs from the formula of Meister and
Yennie (4.6 b) by a factor of 2 due to the fact that A§=6, is not
small compared to 6s. D. R. Yennie (private communication).
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Fic. 1. Experimental setup in vertical section. Momentum-
analyzed positrons entered from the left and were incident on the
ion-chamber beam monitors and various other targets. Recoil
electrons from positron-electron scattering were momentum-
analyzed by the three-magnet spectrometer set at 0° and were
detected by scintillation counters at the focus of the spectrometer.
The Polaroid camera, Faraday cup, and spectrometer ion chamber
were used in various tests described in the text. The accelerator
vacuum extended to the entrance window of the ion chamber
while the spectrometer vacuum chamber extended from the exit
window to within a half meter of the Faraday cup and the
counters.

elastic-scattering cone, the uncertainties in the calcu-
lated radiative corrections were theoretical in nature.
We regarded these corrections as being part of the elec-
trodynamic process under investigation and not as an
effect leading to experimental errors.

The procedure was to use a narrow momentum reso-
lution to study the radiative corrections, concentrating
on the region near p;, and to test QED by measuring
the cross sections at different p,, using a wider resolu-
tion and a momentum setting on the flat portion of the
spectrum a fixed percent down from p;. The wider
setting was preferable at the data points since Ap_/p_
had to be determined experimentally at these points.
The invariant shape and flatness of the spectrum and
the 1/p, dependence of the cross section were among
the factors which permitted a high-precision experiment.

II. APPARATUS

Figure 1 shows the experimental set up in vertical
section. Momentum-analyzed positrons'® from the Orsay
linear accelerator passed through thin ionization-
chamber monitors and were incident on various targets
located at the center of rotation of the double-focusing,
zero-dispersion spectrometer.!® The recoil electrons were
momentum-analyzed with the spectrometer set at 0°
and were detected by scintillation counters. Another
ion chamber placed just in back of the counters was
used in studies of the spectrometer momentum and
angular acceptance. The scattering chamber surround-
ing the targets was connected directly to the vacuum
chamber of the spectrometer and extended to the exit
window of the ion chamber. The accelerator vacuum

18 R. Hirel, L. Burnod, and J. Delouya, Rapport Interne
LAL-28, 1962 (unpublished).
16 B, Milman, L’Onde Elec. 42, 310 (1962).
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extended to the entrance window. Flexible bellows were
used between the scattering chamber and the spec-
trometer to permit changes in the spectrometer angle
of about 4-2°.

The three-magnet deviation system!® used to mo-
mentum-analyze the incident beam was calibrated by a
floating-wire measurement!®” believed to be accurate
to a few parts in 10%. The field in the first analyzing
magnet was monitored during the runs with an NMR
probe. The momentum slits for positrons were set at
Ap/p=0.5%, or 1.0%, and the collimator settings varied
from 5 mmX35 mm to 15 mmX 15 mm, depending on
the measurements being made. The momentum -ac-
ceptance of the spectrometer was measured with inci-
dent electrons analyzed with Ap/p=0.25%, and a
2-mmX 2-mm collimator.

The beam monitors consisted of three thin-walled,
hydrogen-filled ion chambers having sensitive volumes
defined by parallel aluminum plates oriented per-
pendicular to the beam direction. Two of these cham-
bers were used to monitor the beam intensity, while the
third, a split-plate chamber similar to that described
previously,'® was used as a beam-position indicator. To
minimize the number of entrance and exit windows,
the three monitors were enclosed in a single, gas-tight
container filled with hydrogen at slightly above atmos-
pheric pressure. The two ion chambers which monitored
beam intensity had different thicknesses and thus dif-
ferent saturation characteristics.!® This provided a
check to ensure that at all times at least one of the
monitors was being used at beam-current densities so
low that saturation was not a problem. The beams were
centered at the target to about =1 mm with the aid of
the beam-position indicator. Beam sizes and positions
were checked with Polaroid film placed downstream of
the spectrometer where an output port permitted the
passage of the beam when the spectrometer field was
off. Since the quadrupoles of the analyzing system were
not used, the incident beams were highly parallel
(angular divergence less than 1072 rad),'® and the beam
spots were rectangular with horizontal and vertical
dimensions approximating the collimator settings.

The “1-GeV” Orsay Faraday cup'® was used to cali-
brate the ion-chamber beam monitors. Our estimates of
the efficiency of this cup are based upon tests described
in Ref. 18, as well as upon certain measurements made
during the course of this and other positron experi-
ments using the Orsay cup. Independent tests made of
“the modified 300-MeV” Stanford cup indicated that
the difference in efficiency for positrons and electrons
was (0.0040.30)9 and that the absolute efficiency was
therefore (100.0040.15)9,, for both. Measurements of
the relative efficiencies of hydrogen ion chambers and

17 C. Bazin, J. Dupin, and N. K. Loi, Rapport Interne 61-1,
1965 (unpublished).

18D, Yount and J. Pine, Phys. Rev. 128, 1842 (1962).

19 This Faraday cup is similar in design to the ‘“500-MeV”’

Orsay Faraday cup described by D. Isabelle, L’Onde Elec. 42,
354 (1962).



151 180°
the Stanford cup for positrons and electrons gave
(0.024-0.22)9, indicating that at 300 MeV the ioniza-
tion of hydrogen is the same for electrons and positrons
to £0.279%,. The relative efficiencies measured at Orsay
differed by (0.444-0.20)%, the apparent efficiency of
the Faraday cup being greater for positrons than for
electrons. After considering the various factors'8 which
could lead to such a difference, we believe that the most
probable was the emission of secondary electrons from
the Faraday cup. This would amount to $(0.44—0.02)9,
=0.219%, of the incident intensity and could possibly
be explained by the non-re-entrant geometry of the
Orsay cup. Combining the various uncertainties, the
estimated efficiency of the Orsay Faraday cup was
(100.21£0.20)9, for positrons and (99.794-0.20)9, for
electrons. A =£0.209;, absolute uncertainty in the value
of the integrator capacitors and a 4-0.159, uncertainty
in the ion-chamber calibrations resulted in an absolute
uncertainty of 4-0.349, in the efficiency of the cali-
brated ion chambers.

The relative efficiency of the ion chambers at 200
and 500 MeV was determined by intercalibrating the ion
chambers and Faraday cup at 200, 500, and 850 MeV.
Previous tests!® at the same energies had indicated that
the ionization of hydrogen at 1 atm increases by
(40.37£0.08)% over this range, while for 2 atm it
changes by (—0.0324-0.11)9,. The present intercalibra-
tions at 1 atm gave a (4-0.154-0.15)9;, “density effect”
in agreement with the Stanford results. This suggested
that the efficiency of the Orsay cup was constant to
+0.159%, in the range from 200 to 850 MeV. The differ-
ence in the ion-chamber efficiencies at 200 and 500 MeV
was taken to be 0.15%, while the relative error appro-
priate in comparing results at the two energies was
0.109%, (i.e., #£0.079, at each energy). This does not
include the uncertainties due to fluctuations of order
0.19, observed in individual integrations.

Six different targets were used. The first, with a
thickness of 0.0023 radiation lengths, consisted of the
aluminum and hydrogen of the beam monitors located
55 cm upstream of the center of rotation of the spec-
trometer. Three polyethylene “data” targets of 0.0025,
0.0046, and 0.0071 radiation lengths (1-, 2-, and 3-mm
thickness) and a bismuth target of 0.0181 radiation
lengths could be added at the center of rotation. A
final polyethylene target of 0.0046 radiation lengths
was placed 10 cm upstream and was used only at 500
MeV. The fact that some of the targets were not at the
center of rotation of the spectrometer was expected to
have negligible effect in this geometry, and no differ-
ence was found in the cross sections measured with the
targets at different positions. The uniform regions of the
movable targets exceeded 4 cm in diameter, while the
effective diameter of the beam monitor was 10 cm. The
data targets and bismuth targets were mounted in a
polyethylene target holder of 0.0046 radiation lengths
as a precaution against any enhancement of the scatter-
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TasLE I. Number of electrons per cm? in the different targets.
The errors shown are the absolute uncertainties. For all targets
except the aluminum, the electrons in the aluminum must be
added to the electrons in that target in order to obtain the total
number of electrons per cm? in the beam.

Number of electrons

Target (10% cm™2)
“Aluminum” (0.1635-0.0007)
1 mm CH, (0.3531+4-0.0011)
2 mm CH, (0.66830.0020)
3 mm CH, (1.0355-0.0031)
2 mm CH, (0.67612-0.0020)
(upstream)
Bismuth (0.28394-0.0009)

ing which might have occurred if a very small fraction
of the beam had been incident on a thick target holder.

After the run, all of the targets except the bismuth
target were sacrificed, and central disks 2.000 cm in
diameter were punched out and weighed to determine
the number of electrons in the path of the beam. The
measured weight per unit area of the polyethylene tar-
gets was shown to be independent of the size of the
punch, provided that punch diameters of 2 ¢cm and
larger were used.

Analysis of polyethylene samples from the same
sheets from which the targets were cut indicated 1.99
=+0.02 parts of hydrogen per 1 part carbon. This led
to a 0.39, absolute uncertainty in the number of elec-
trons in these targets. The uncertainty in the number
of electrons per cm? in the bismuth target was also
+0.39%, while the number of electrons in the beam
monitor was known to +£0.4%,. Relative errors in target
thickness were =£0.29, for the “aluminum’ and 4-0.19,
for each of the others. The number of electrons per cm?
in the various targets is given in Table I.

The “empty target” background, due to electrons in
the beam or to positrons stopping in the magnet iron
of the spectrometer, was found to be negligible at both
200 and 500 MeV in a preliminary run with no material
in the beam. The beam was held steady and monitored
indirectly by counting electrons for fixed periods with
and without a known target thickness in the beam.
Since the backgrounds were negligible, the beam moni-
tors could be used as a target thus eliminating the sta-
tistical errors that would have been present if a sub-
traction had been necessary.

Studies of the angular acceptance of the spectrometer
have been made by Dupin® for various momenta
spanning the range used here. These studies showed
that the vertical acceptance projected into a plane at
the entrance of the spectrometer was about 5 times the
horizontal acceptance. Thus losses first occurred when,
for a fixed p;, p— was decreased until the elastic-scatter-
ing cone increased beyond the horizontal acceptance or
until multiple scattering caused some of the particles
to be outside of the acceptance. The range of momenta

2 J. Dupin, Rapport Interne LAL-1145, 1965 (unpublished).
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(p.-p,)/p,= 000
(experimental)
{p.~p,)IP,=-0O01
(P.~p,)/P,=-Q05
(p--P,)/ P,=—009

30%

20%

10%

S
3

25° 20° 15 10° 08" O Q5 10° 15" 20° 25°
Angular  displacement in the horizontal plane

F1c. 2. Angular acceptance of the spectrometer in the hori-
zontal plane at 500 MeV/c. The experimental points joined by
the dashed curve indicate the fraction of the incident positron
beam transmitted by the spectrometer as a function of the angular
setting. This also corresponds to the transmission for electrons
from positron-electron scattering with (p_—p,)/p,.=0.00. Theo-
retical curves for (p-—p4)/p.=—0.01, —0.05, and —0.09 are
also shown to indicate how the losses due to multiple scattering
and Bhabha scattering become important when p_ decreases with
a given py.

over which the experiment could be performed was
limited mainly by multiple-scattering losses below 200
MeV and by the rapidly decreasing angular acceptance
above 500 MeV.

We remeasured the horizontal acceptance at both 200
and 500 MeV by rotating the spectrometer through an
angular range of about =4=2°, centered about 0°. For
these measurements the spectrometer was set for posi-
trons at the incident beam momentum and the trans-
mitted particles were detected with the spectrometer
ion chamber. The measured horizontal acceptances
were well centered on the beam line and agreed to
within 59} with those obtained by Dupin; the rising
portions of the transmission curves provided an ex-
cellent measure of the beam spot distribution in the
horizontal plane. The results obtained at 500 MeV,
normalized to unity, are shown in Fig. 2. Also shown
are the curves predicted for the thickest polyethylene
target and for various values of p_ when the spec-
trometer was set to detect the electrons from positron-
electron scattering.

The spectrometer with its shunt was calibrated with
a floating-wire measurement® believed to be accurate
to a few parts in 10%. Since the short-term regulatlon. of
the spectrometer was generally better than the reading
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accuracy of the digital voltmeter used to monitor the
shunt voltage, this shunt calibration was transferred to
a Hall probe in a series of intercalibrations in which the
ratio of the two monitors was measured at about 40
points beginning at a setting of around 600 MeV/c,
where the iron is saturated, and decreasing monotoni-
cally to about 50 MeV/c. A least-squares fit to the re-
sults permitted us to use the more sensitive readings of
the Hall probe directly. The ratio of the spectrometer
shunt to Hall probe readings was reproducible on differ-
ent intercalibrations to about 0.1%, in the range from
200 to 600 MeV/c. This uncertainty was reflected in p_.
On a given intercalibration run, the difference between
two nearby momentum settings could be determined to
about 0.01%%of p_, depending upon the short-term
regulation of the spectrometer and beam-analyzing
magnets. This latter led to errors in Ap_/p_ of about
0.5% when Ap_/p_ was 29%,. The results obtained for
p-and Ap_/p_ are described in detail in Sec. III.

The recoil electrons were detected in a two-counter
telescope located at the focus of the spectrometer. A
third counter, smaller than the telescope counters but
larger than the region defined by the transmitted parti-
cles, was installed between the two telescope counters.
The counters were well shielded, conservatively oper-
ated, and no trouble was observed from backgrounds
or noise. The ratio of doubles to singles was about 0.99.
The ratios of triples over doubles in the first and second
counters and triples over doubles in the first and third
counters provided a measurement of the bremsstrahlung
losses of a few tenths of a percent which occurred in
the counters.

The data obtained from the twofold coincidence were
recorded by scalers with resolving times smaller than
10 nsec, 50 nsec, and also by scalers with resolving times
greater than the beam pulse width. The beam pulse
width was monitored continuously during the experi-
ment and was typically 500 nsec. Counting rate correc-
tions were of order 19, or less, and the agreement
between different scalers indicated that this correction
could be made to about 209, accuracy, corresponding
to an uncertainty of about 0.29, in the counting rates.

III. DATA, CORRECTIONS, AND UNCERTAINTIES

The data and the principal corrections and uncer-
tainties are summarized in the tables which follow.
Included are a high-resolution study of the recoil-elec-
tron spectrum at 500 MeV made with the 3-mm
polyethylene target (Table IT) ; low-resolution spectrum
studies at 500 (Table III) and 200 MeV (Table IV)
made with the 3-mm polyethylene target and with the
aluminum and bismuth targets; and low-resolution
“data” points obtained with p_ approximately 3% be-
low p; for each of the six targets.2! (Table V).

% The high-resolution points were taken with Ap,/p,=0.5%,
Ap_/p-=0471%, and a 15-mmX15-mm collimator, while the

low-resolution points were taken with Ap,/p,=0.5 or 1.0%,
Ap_/p-=2.20%, and a 7-mm X 7-mm collimator.
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The high-resolution spectrum was taken to test the
radiative corrections. The low-resolution spectra were
useful in determining the proper settings for the data
points and in testing various corrections and errors.
Bismuth was chosen as one of the targets in order to
maximize these corrections and to expose any Z-
dependent effects which might have been overlooked.
Experimental parameters for the data points were
chosen in such a way as to minimize the systematic
errors.

The first two columns of the data tables identify the
points taken. The target is indicated in column 1 and
the electron momentum expressed as a percent down
from p; in column 2. Corrections and errors which
changed significantly from point to point are included
separately in the tables, while the remaining corrections
and errors are shown in the columns labeled 8. and
€misc- All the corrections (8;) and the errors (e;) are
expressed as a percent of the final corrected cross
section.

“Multiple-scattering” corrections (6ms) were com-
puted by folding together at each point a Gaussian
multiple-scattering distribution, the measured beam-
spot distribution, the Bhabha scattering angle for the
given p, and p_, and the spectrometer angular accept-
ance. The spectrometer angular acceptance was ap-
proximated by a rectangle with the measured width
and infinite height. The error (ems) was taken to be the
larger of 109, of the correction and the error arising
from the -1 mm uncertainty in the beam-spot position
and the uncertainty in the spectrometer acceptance.
Since multiple scattering was much more important at
200 than at 500 MeV, no distinction was made between
relative and absolute errors.

Corrections for bremsstrahlung followed by pair pro-
duction (8,p) or by Compton scattering (dcompton) Were
evaluated by folding together the Bethe-Heitler®? for-
mula and the formulas given by Rossi.?® Corrections for
trident production (8;) were calculated from formulas
given by Murota, Ueda, and Tanaka.?! In each case,
we have assumed that all of the electrons produced in
the proper momentum interval were within the angular
acceptance of the spectrometer. Differences in target
material as well as in target thickness were taken into

account.

In the case of tridents, the contributions for both
space-like and time-like virtual photons [Egs. (25) and
(42) in Ref. 247 were calculated. Since these were
similar in magnitude for this experiment, the inter-

2 In calculations involving the Bethe-Heitler formula we have
used the program described by R. A. Alvarez, Jr., Hansen Labora-
tory Report No. HEPL-228, Stanford, California, 1961 (un-
published). This program is based on formulas found in the
article of H. W. Koch and J. W. Motz, Rev. Mod. Phys. 31, 920
(1959) and is expected to be accurate to 2 or 3%.

% B. Rossi, High Energy Particles (Prentice-Hall, Inc., Engle-
wood Cliffs, New Jersey, 1952), Chap. 2.

% T. Murota, A. Ueda, and H. Tanaka, Progr. Theoret. Phys.
(Kyoto) 16, 482 (1956).

POSITRON-ELECTRON SCATTERING AT

200 AND 500 MeV 1099

o 20
5 Tridents + Pairs
Y Folded over 2.2% resolution
Z 15
€53
oc
hb- o
g3 10
38
@ .
85 05
=
*o
9y ===
4 00— S
< 097 098 099 100 101 E,
&9 E—~

F16. 3. Pair and trident backgrounds at 500 MeV. The data,
shown with statistical errors, were taken with 0.0048 radiation
lengths of aluminum plus 0.0072 radiation lengths of CH,. The
data have been shifted by 0.9% along the horizontal positron
momentum axis to take into account absolute differences in the
spectrometer and deviation-system momentum determinations.

ference between the two (which can be of either sign)
may be significant, but unfortunately no expression is
given for this in Ref. 24. The result without inter-
ference terms is, however, in reasonable agreement with
the experiment of Camac?® within experimental errors
of order 309 (i.e., it agrees with the expression of
Bhabha?® given by Rossi®® when the constant K, is set
equal to 1.35. The Camac result at 230420 MeV at
0.80 of the incident energy is Ky=1.64-0.2). Measure-
ments of the net pair-plus-trident background made
using incident electrons and detecting positrons in the
present geometry are shown in Fig. 3 along with the
calculated results. The agreement within statistical
errors is satisfactory after the data points have been
shifted by 0.99, along the horizontal positron-mo-
mentum axis to take into account absolute differences
in the spectrometer and deviation system momentum
determinations. (A shift of 1.124-0.089, found with
incident positrons is discussed in detail later. The repro-
ducibility of this shift is a measure of the reversibility
of the magnet systems, while the shift itself is indicative
of the absolute-energy uncertainties.)

The error in making the pair-production correction
was taken to be 109 of the correction for the aluminum
and polyethylene targets and 209 of the correction for
bismuth. The larger uncertainty in the case of bismuth
results from the failure of the Born approximation for
high-Z elements? The error assigned for Compton
scattering is 209, of the correction at all points. The
error assigned for trident production is 309, of the
calculated correction due to neglecting the interference
term. The sum of the corrections for annihilation
followed by pair production and by Compton scattering
was less than 2%, for bismuth and less than 19 for the
aluminum and polyethylene targets. These effects have

2% M. Camac, Phys. Rev. 88, 745 (1952).
% H. Bhabha, Proc. Roy. Soc. (London) A152, 559 (1935).
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Fi16. 4. Bremsstrahlung spectra obtained with aluminum, bis-
muth, and 3-mm polyethylene targets and with incident electrons
at 500 MeV/c. The theoretical curves were obtained by folding
together the Bethe-Heitler formula and the experimental mo-
mentum resolution. The difference in the peak height with and
without material in the beam provides a rough estimate of the
maximum bremsstrahlung loss. The data have been shifted slightly
to compensate for ionization losses in the different targets.

been included in the pair-production and Compton-
scattering corrections given in the tables.?”

The corrections given for the losses due to brems-
strahlung in the target (8vs) were calculated by folding
together the Bethe-Heitler formula and the experi-
mental energy resolution. For these calculations, the
Bethe-Heitler formula was multiplied by a “cutoff”
function, [1—e~*"], which became effective for photons
with energy £20.5 MeV. Check calculations using dif-
ferent cutoffs showed that the results were independent
of the cutoff chosen over a reasonable range. The
bismuth data again provided a test of our ability to
make this correction, and the effect could be separated
from multiple scattering and the various backgrounds
by the fact that it decreased with decreasing p_.

The numerical uncertainty in the calculation for
target bremsstrahlung was about 3%, while there was
an uncertainty of about 29, in the Bethe-Heitler for-

27 As the tables indicate, the pair-plus-trident background in-
creases rapidly as p.. decreases, and like multiple scattering, it is
one of the factors limiting the range of p_ over which a high-
precision experiment can be performed. Unlike multiple scattering
and Compton scattering, the pair and trident corrections also
increase with the incident positron momentum, and they would
probably be the dominant errors in an experiment at very high
energies. The pair and trident backgrounds can be controlled by
using thin, low-Z targets, and they can be measured quite accu-
rately by using incident electrons and by detecting the pair- and
trident-produced positrons as was done in obtaining Fig. 3. Since
the calculated corrections were small (~1%) at our data points,
and since they were in good agreement with experimental tests
such as that shown in Fig. 3, we have not felt it necessary to
measure the backgrounds directly at every point.
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mula itself® As in the case of the other important
corrections, an experimental test was possible. The
bremsstrahlung spectra obtained with the aluminum,
bismuth, and 3-mm polyethylene targets at 500 MeV
are shown in Fig. 4 with the prediction derived from
the Bethe-Heitler formula. The experimental results
agree with these predictions to within about 5%,. We
assigned errors (ers) of 59, of the bremsstrahlung cor-
rection and have not distinguished between relative and
absolute uncertainties.

A 7~ meson background was calculated to contribute
$0.19, to the observed counts in the worst case, be-
cause of the relative sizes of the cross sections.?® No
correction was made for this effect.

The energy of the incident particles was determined
by both the spectrometer and the deviation magnets.
One intercalibration was made with positrons incident
and with the spectrometer detecting the recoil elec-
trons, while the other was obtained with both systems
set for electrons. The two methods gave the same an-
swer to within 0.29, thus indicating that the deviation
magnet was reversible to this accuracy. This check was
necessary because the floating-wire calibrations of the
two magnet systems were made with the fields set for
electrons. The calibrations were believed to be accurate
to 0.2 or 0.3%, and absolute agreement on this level
was expected. The ratio of the energy given by the
deviation magnet to that given by the spectrometer
was 1.0060=:0.0010 at 200 MeV and 1.0112-:0.0008 at
500 MeV. The two calibrations were thus inconsistent

Normalized ratio of ion chamber readings
100 |

|
050
I

0.25
I

0.00 — l
486.25 486.75 487.25 487.75 497.00 49750 49800 49850

Spectrometer momentum setting (MeV/c)

F16. 5. Momentum acceptance of the spectrometer at 500
MeV/c. This figure shows the fast-rising portions of the curve
obtained with aluminum in Fig. 4, with an expanded horizontal
scale. The figure also shows the straight-line fit to the data used in
measuring the slit width.

# K. M. Watson, J. C. Keck, A. V. Tollestrup, and R. L.
Walker, Phys. Rev. 101, 1159 (1956).
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Fi1c. 6. High-resolution electron spectrum from positron-
electron scattering at 500 MeV. The theoretical curves are for the
uncorrected Bhabha cross section assuming constant Ap_, the
uncorrected Bhabha cross section assuming constant Ap_/p_, the
Bhabha cross section for constant Ap_/p_ with radiative correc-
tions of the form (1+438), and the radiatively corrected cross
section for constant Ap_/p_ folded over the finite momentum
resolution. The data have been shifted along the horizontal p—
axis to obtain the best fit to the theory. The vertical coordinate
has been renormalized by dividing the experimental cross sections
at each point by the constant 1.024. The +0.17 MeV/c relative
uncertainty in the location of the points on the spectrum is indi-
cated by the width of the error bars. Other systematic errors
which affect the shape of the spectrum have been combined with
%)he statistical errors and are included in the height of the error

ars.

both in value and in slope within the expected accuracy.
We defined the energy to be the mean and assigned
errors which included both measurements. The final
energies were (200.22£0.6) MeV and (495.742.7) MeV
The ratio of the energies was taken to be 2.476-0.006,
leading to symmetrical relative energy errors of 4=0.17
MeV at each point.

The spectrometer slit width was measured with an
incident electron beam by recording the ratio of the
readings obtained with the spectrometer ion chamber
to those obtained with the beam ion chamber as a func-
tion of energy. The measurements at the two energies
were made both by varying the deviation setting while
keeping the spectrometer fixed, and by varying the
spectrometer with the deviation field fixed. Typical
results are shown in Figs. 4 and 5. These data were
obtained at 500 MeV by varying the spectrometer
field; and they are compared with the predicted curve
for a roughly trapezoidal incident spectrum 0.55%,
wide at half-height, a uniform spectrometer response of
2.20%, and a radiative tail resulting from the beam
passing through the aluminum and hydrogen of the
beam monitor. The shape of the incident spectrum was

POSITRON-ELECTRON SCATTERING AT 200 AND 500 MeV
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due both to the size of the beam spot (3 mmX4 mm)
and to the fact that the energy slits of the deviation
system were not exactly at a “horizontal focus.”

The precision of the spectrometer acceptance meas-
urement depended on the stability of the magnetic
fields and on the knowledge of the shape of the magnet
calibration curve. The integration time for each point
was long enough (~1 min) to provide a good average
of the short-term fluctuations in the magnet regulation
and yet short enough to minimize drifts during the
total time required for the width measurement. Since
the material in the beam was very thin, the full width
at half-height could be taken as a direct measure of the
momentum acceptance with negligible error. The half-
height points were determined by fitting the data on
the fast rising portions of the spectrum with a straight
line, using the method of least squares. The errors in
this procedure suggested that the individual measure-
ments would be reproducible to about 0.3% if no shifts
in energy occurred. A comparison of 5 measurements
made at 500 MeV by varying the spectrometer showed
that the standard deviation for a single measurement
was about 0.69, thus indicating that significant drifts
had occurred. Since the fluctuations were expected to
be random, the measurements for a given set of condi-
tions were averaged with equal weighting, and the error
was taken to be the larger of 0.39, and the error calcu-
lated from the fluctuations. The values for the disper-
sion obtained by varying the spectrometer field were
(0.312340.0018)%/cm at 200 MeV and (0.3117
+0.0012)%/cm at 500 MeV. The results found by
varying the deviation field were (0.3102:0.0059)%,/cm

o (103%m?)

v constant_Ap_
W
axexp (8)
2.0 anfolded
folded “into
1 5. experimental resolution
1.0
0.5
0'04( 0 470 480 490 500

Recoil electron momentum (MeV/c)

F1G. 7. High-resolution spectrum replotted for radiative cor-
rections of the form e®. As in Fig. 6, the data have been shifted
along p- and have been normalized, in this case, by dividing each
point by 1.010.
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Fic. 8. Low-resolution spectrum at 500 MeV/c. The unnormal-
ized data with relative errors are shown along with the theoretical
curves for (14-8) and ¢?. The aluminum and polyethylene data
have been combined for clarity, but the bismuth check points are
shown separately. The 40.17 MeV/c relative uncertainty in the
energy is shown by the width of the error bars.

at 200 MeV and (0.313724-0.0013)%,/cm at 500 MeV.
Floating-wire measurements gave (0.3162:0.009)%,/cm
while the value calculated from the spectrometer pa-
rameters was about 0.326%,/cm.

The calculated dispersion for this spectrometer® de-
pends upon the “z value” of the field, which in turn
depends upon the saturation characteristics of the three
magnets. From the measured variation of # with the
field setting,?® we estimated that the ratio of the values
at 500 and 200 MeV should be 1.012-40.006. A weighted
average of the dispersion measurements gave (0.3123
=0.0006)/(0.3114-£0.0009) = (1.0029-£0.0032) while the
average with equal weighting was (0.312220.0010)/
(0.3112220.0026) = (1.0032-0.0089). This ratio for the
spectrometer separately was (0.9981+4-0.0005) and for
the deviation system (1.0114-0.019). Within the errors
assigned from the fluctuations, the present ratio meas-
urements were self-consistent but somewhat lower than
the predictions from the measured # values.

In comparing the experiment with theory, we com-
bined the directly measured values with equal weighting
to obtain for our (7.05440.004)-cm slit width:

Ap—/p—(500 MeV)=2.203%,

Ap_/p—(200 MeV)=2.195%.

We assigned relative errors of +£0.409, at each
energy, leading to a £0.609, uncertainty in the ratio,
and we assigned additional absolute errors of 4-0.409),
resulting in absolute errors of 20.609,. Within these
errors all of the data on Ap_/p_ were consistent, in-
cluding the result obtained from the variation of #.

and
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The value of Ap_/p_ for the high-resolution spectrum
was not measured directly; thus these data were nor-
malized to the absolute results of the low-resolution
spectrum and ‘“data’” points. The normalization was
done at points taken with the same target and mo-
mentum settings so that systematic errors in the nor-
malization were negligible compared to the statistical
error of £20.949,. This error was combined quadratically
with the error in the dispersion to obtain the absolute
error in Ap_/p_ for the high-resolution data.

Since the measurements of Ap_/p— and p_=p, were
not independent, it was important to consider to what
extent the errors in these quantities were correlated. To
test this, we calculated the ratio of the cross sections in
terms of the spectrometer and deviation measurements.

1 (Ap_) / 1 (Ap_)
Espeo P—— spec Edev ?— dev

(1.01124-0.0008) (0.3117--0.0012)

dUspec/ dUdev ~

0.31374-0.0013
~1.0054+0.006 at 500 MeV (12)
(1.0060-0.0010) (0.3123-£0.0018)
= 0.3102-0.0059
~1.01340.020 at 200 MeV. (13)

Because of the large random error in the deviation
measurement at 200 MeV, the test at this energy was
not very informative. The test at 500 MeV suggested,

3 Ol o (10 8%cm?)

2.5 3

o x exp(8)
2.0

1.5

1.0t { Bismuth
{ Aluminum+CH,

0.5

0.0 "
185 190 195 200 205

" Electron recoil momentum (MeV/c)

F16. 9. Low-resolution spectrum at 200 MeV/c. The £0.09
MeV/c uncertainty in the relative position of each point on the
spectrum is indicated by the width of the error bars, while the
relative error is indicated by the height.



1105

POSITRON-ELECTRON SCATTERING AT 200 AND 500 MeV

180°

151

160F  99°0F T'TF 68T 005+ 0S0F 9¢°0+ LI'OF L¥et+ ¥00F 910— 9T0F 980— €00F 620— STOF SHZ+ SO0F  SLTC 09—  wWnuimmiy
I1F  CTF O1F 87T THEI+ LVOF STO+ 9T0F 6£'¢+ ST0OF €L0— LTOF SS0— O1'0F 960— SIUTF 8711+ 0V0F  991C 1§9—  FHD wu-g
WeF  8¢eF LIF 1977 €8%+ 8V0F S€0+ 9€°0F 0L L+ LTOF LET— ¥CIF €1%— SHTF ¢¥¢l— OLTF OL1+ $10F  LSTC 18'9— qanwstg
8SCF  TSTF LIF 687°C LV'L+ 8VOF S€0+ LEOTF 608+ STOF STI— T0TF LE&E— O8'TF 606— OV IF SO¥I+ CT0F 01T 86— Inwstg
1¥F  801F T'1F VVT 1901+ 6v'0F ST0+ L10F 95'¢+ CI'0F 09°0— ZI'0OF €70— 80'0F €80— ¥80F 6+ OFV0OF  857T L§°S—  *HD wur-¢
S80F 650F 8T1F 087’z TSI+ 1S°0F 9¢°0+ F00F 640+ €00F ST0— ¥TOF 180— €00F LZ0— OT0F 09T+ LOOF  €HhT L8S—  wWnuny
€8°0F SSO0F 0C¢F 6V€'T LYo+ TSOF 9¢°0+ SO0F 680+ €00F FI'0— ST'OF 19°0— C00F 020— SO0F LU0+ SO0F 86T €6'y—  wnurmniy
660F I80F TIF LOV'T ¥1'8+ 1S0F STO+ 8T0F ¥Le+ TI'0F 95°0— 60'0F $£0— 90°0F $9°0— SSOF €56+ LTOF  STTT 9y— FHD ww-¢
OU'TF SOTF §T1F LETT 164+ ISO0F S€0+ 6€0F 1S8+ FTOF 1TT— €€0F €8C— OS'TF ¥S°L— CU'TF €11+ 110F  €00C 967 — qinwstq
YIF  3S1F §1F S0£T  SO'TI+ 6V0F S€0+ THOF 116+ 0T0F 860— 09°0F T0'Z— 060F 9%F— 98°0F 198+ #I0F 160 ¥8'e— qanwstg
06'0F $9°0F TIF 67'C 1€9+ 6V0F ST0+ 61°0F 0¥+ 600F IF0— 60°0F 0£0— SOOF 60— TELOF 8I'¢+ 8TOF  €0£T 09°¢— *HD ww-¢
I180F TS0F 61F 1S€°T 190+ 67'0F 9¢°0+ SO0F €60+ TO0F 10— STOF 60— TOOF 910— ¢TO0F 110+ SO0F  9¢£C 06'¢—  wnuruny
180F TS0F S1F 60¢'T 10T+ 670F 0¢0+ S00F 10T+ 200F 01°0— 80°0F 920— T100F 800— <T00F 800+ LOOF  987C 86'C—  wWnumunyy
060F 0L0F TI1F aTT ¥¥+ 0S0F STO+ 61°0F 0c¢+ 800F 6£0— SO0F 80— €00F €°0— LI'OF 9T+ SHOF 12T 89°C— FHO wu-¢
0CTF  OUIF ¥1F SST'T  T8TI+ LVOF SE0+ SHOF €101+ LI0OF 980— 350F 9%'1— 8S0F 26— €9°0F €9+ F10F €661 06T qnuwstg
FOTF  880F S1F €ST'T  TOFI+ L¥OF S0+ 0S0F €111+ TI0F 850— LI'OF LS0— ¥TOF €TT— THOF STH+ %10F 1681 06'1— qnustg
68'0F 890F SIF 91T 9¥'S+  T90F STO+ ¥TOF TOS+ SO0F 9T0— T00F 800— T00F €£1'0— 900F €90+ CI'0F  SS0T 99'T— fHD ww-¢
180F TS0F TTF Wwre 8T1+ 1S0F 9¢°0+ 90°0F 111+ 200F L0'0— FO'0F CI'0— 000F €00— T00F €00+ SO0F  917°¢C L6'1—  wnuimnpy
080F 1S0F €CF 68T 691+ 0S0F 9¢0+ LOOF €T+ 000F 000— 000F 000— 000F 000— 000F 000+ TO0F 1987 §6'0—  Wnumuniy
160F 1L0F ¥1F 9T S09+ TSOF STO+ LTOF 9LS+ TO0F 800— 000F 000— 000F 000— T00F 010+ THOF 0T8T 90— fHD wu-¢
L60F  6L0F LTIF 00L'T F1'ST+ 870F S0+ 850F TI'el+ 900F 670— SO0F ST0— €00F $1'0— 0TOF 00¢+ 600F  SL¥T 68°0— qInwstg
660F I80F STF  788L0 LUST+ 870F S€0+ S90F 00ST+ $00F €20— 000F 000— 00°0F 000— 000F 000+ ¥$00F #7890 800+ nwstg
180F 8S0F 8TF 9790 %79+ 6V0F STO+ 8¢0F 709+ 100F %00— 000F 000— 000F 000— 000F 000+ OT0F L0650 7¢0t+  HD ww-¢
08°0F IS0F 6%F 9.280 64T+ %S0F 9¢0+ L0OF €71+ 000F 000— 000F 000— 000F 000— 000F 000+ 000F I€I80 100+  wnumnyy
€80F SS0F SIF  1T€T'0 80T+ FS0F 9¢0+ 60°0F TLI+ 000F 000— 000F 000— 000F 000— 000F 000+ 000F ¥621°0 01+ wmurunpy
JOTIF  S80F TIF L7600 €91+ 1S0F S¢0+ 890F 651+ 000F 000— 000F 000— 00°0F 000— 000F 000+ O000F L6L00 80’1+ nustg
€80F 190F €IF 8¥T00 L69+ TS0F ST0+ T€O0F 749+ 000F 000— 000F 000— 000F 000— 000F 000+ 000F TELO0 €T+ *HD ww-g

¢go0F 190F --- 000 169+ 1S0F S0+ ¢€0F TL9+ 000F 000— 00°0F 000— 000F 000— 000F 000+ 000F $0000 677+ *HO ww-¢
OudﬂOmn—< U.\Ju&?vm %383 ANEQ omlOﬂv aeﬂm ostuy ummﬁm aLs Em uoydmo)y nSQEbOm 3y _uow £dy n&m suly aam FF) Anao aTOﬂv A+& wo &v uew.nd ,H
8453 shsy dop 00p +d \A&Il&
1T 0z 61 81 IA 91 St 4! €1 4! 11 01 6 8 L 9 S ¥ € 4 !

*6 *S1q Ul sTeq IOIId [E1}I2A 3} JO UIPIM 33 Aq umoys s1 Surijes wniyoads a43 ul 2/A9IN 60°0F JO AIUTe}I90UN Uy *I¥9) 9Y) Ul USALS SSoudIy) 39818) Ul SIOIId 9)njosqe
o} pue ¢ £819U5 9} UI SIT3UIRII0UN 9,(¢" (T SI0JUOW Wedq 03 3np %H¢ 0F ¢$I9UN0d oY} Ul Sun[yelIsswaiq o} anp %91'0F JO SIOLId PUE SIOLIS JTJBUIAISAS dAT)R[I 9} A[[eorjel
-penb Suruiquiod 4q pajBWNS) SI9M SIOLId JBWRISAS 9IN[0Sqe YT, *IT "09S UI USALS SSOUDIY} 39318] UI SI0119 9ATIR[AI 9T} PUB ¢SI91UNO0D 9y} Ut Sun[yerIsswaiq 03 anp %(90'0FZg 0+)
¢s10j1uow Weaq 0} anp %z’ 0+ oIe 9] PUe G SUWN[OD Ul PSPR[OUI SIOII PUB SUOIISII0D SNOJUEEOSIW 9YJ, ‘I0IId PUB UOT0LI0d Suris)jeds-s[dnnur oYy 9A1S 9 pue ¢ suwin
-10)) “I0JRWII[[0D WW-/ X WW-/ ® PUe ‘Y661'7="¢/"¢V ‘U0 1="¢/74V 9/ASIN 7'007="¢ JI1M UsYe] 91oM 9[(B} SIY} UI ©}eP Y], ‘AN (0T 3¢ WNnI}dads UON[0SaI-M0T ‘AT TIAV],



1106 BROWMAN, GROSSETETE, AND YOUNT 151

2828 Zlzogagy anmzay however, that the correlation of the systematic errors
°853 S fg|-co-no SSoo—s in p, and Ap_/p— was negative and that the net error
2o gs ZIHHHAHH HHHHHTH a o .
<4 E:g < derived by combining the separate errors quadratically
Lo Oy [ .
§£§§g ° g"f;; %Q&?%‘ﬁ% @gum?%gs was conservative.
© S0 & g8 COoONS COCOO
£E£55 | HHAHAA A IV. DISCUSSION
s2EE || o 3|DESEER 289RR% i it :
£992 - SITRRT H?H ‘_ﬂ‘ﬂ‘_ﬁ 173 A most sensitive test of the radiative corrections was
:é‘ig’g: o provided by the shape of the high-resolution spectrum
R ; o & g ,535.338:2 O e N at 500 MeV. In making this test the data were nor-
g8 = IF |S3SARS FmANNS malized to the theory and shifted along the horizontal
8888 g COO0OO0O0O aNANNNN . . .
o= 2 (p-) axis to obtain the best fit. In Figs. 6 and 7 these
ég o8 - L|283858 5RB=8S data are plotted along with the Bhabha cross §ection
E E gg = SITEEETE ij‘_if_i hd assuming constant Ap_; ‘the Bhabha cross section as-
atTY £0eeee mUNRER suming constant Ap_/p_; the Bhabha cross section for
o895 $|FFS IS BRRARN constant Ap_/p_ with radiative corrections of the form
iged | 7 §|33993F FRRRET 0 (Fig ) oad ¢ (Fig. 7, and the radiatively cor
85 5 HHAHHH HHHHHH 1g. 0) and ¢ (I'ig. /); an adiatively cor
838 2| TIRRITR IIZ85S rected cross section for constant Ap_/p_ folded over
32 = a iiiiii ?}_ii:_f_:_ the experimental momentum resolution. Two figures
(ﬁ: g §§ T [T T T gy gy are nefes}?alry sigce thefnorma}llization ;mddshift required
A g =+ 1233332 2253833 were slightly different for each type of radiative correc-
ﬁl 83 f h IR 3% 3%3 T35 tion T}gle (}a,rrors were obtaineg Ii) combining quad-
Q‘gsﬁ O =\O =t i <H<HONW . : y £
2,‘}5 £ g g | TEESaT SomwRS ratically those errors in Table II which would change
58 e S & $$$i§_2 TERIRT the shape of the spectrum. The width of the error bar
S99 indicates the £20.17 MeV/c relative uncertainty in the
"ﬁg’g fl38038Y 93885y location of each o h
SEEE L™ [|S3STT SRTIF5 | T i ovident from che fgune that the data agre
N = v
> < . . e . e
<1‘_§ E 25 fleeess SXSInT very well with the predictions when a radiative correc-
Sgasg || = f|SSdcmc Sod38s tion of the form 146 is used (X2 probability of 0.50)
2 -‘ﬁ’g S ;;;Jﬂ;; ;lé\lu')é and that the agreement is less good with the form e?
RS el D 2 = H 1 1
=3 §§§ E 3 RIATIST 222232 (X2 probability of _0‘2.0)- It shoqld b(fe em}plpaswed again
QXEST HHHHHH HHHHHH that complete radiative corrections for this experiment
i S g g L12288R8 1BResge are not available!; the radiative corrections used are
8885 | ° s 79557 §55S T? an extrapolation from the case A8s<K0; treated in Ref.
2 -t I5oNte ZamHg 10. Thus it is possible that the agreement with the two
SR3es | o §|3223%8 2323823 | joms may change.
%§ B HHHHHH HHHHHA The unnormalized spectra obtained at 500 and 200
P ‘5 g IRES]E =R8J88Y MeV are shown, along with the data points, in Figs. 8
gdges I~ BT9975T 799979 and 9. The data from the different polyethylene targets
o ". 3 85 | . b bined in th
g8 O OOO  wainomo and the aluminum target have been combined in these
SIEEE || o 312222228 225z82 figures. The data taken with the different targets
E <888 IHARARE AARHAH agreed well, and there was no indication that unantici-
8'§§ oy : 88838388 398383 pated Z-dependent effects were present. The figures
e BE § B A S A &Anbnh ! also show the theoretical curves for the two types of
é &_’% g3 Lne=nn WOV mad radiative corrections. The theoretical curves have been
>-\+:_§,° o B || « #1S58358 333333 shifted to coincide at the fast-rising portion of the data.
< J¥ed HAHHHA A H A This procedure changes the ratio of experiment/theory
oS Ha Hleomowa at some points by as much as 0.5%, but the general
STE8E | » $. |QFDTEHE RRIBIT features of the comparison are still represented correctly.
9SoE 8 N3 |R8358% JIIBS{ ]
ESEE, Q| Peeeee NaNANN The most sensitive measure of the absolute value of
e = the cross sections was given by the “data” points
ity S g2 EIS taken at 3%. The theoretical values used were
21828 | % |3ss3ss gsgssy | ke spm Ik Thethe
£§S88E || V5! = 22822y 333333
Q% g_g: °2 FEH A e Ttheory (p+=495.7 MeV/¢, p_=0.9700p,, Ap_/p—
SE-Ly = G 3 g =2.203%,)=1.102X10~%° cm?, §=—0.163, (14)
el g@ ~  5|BEEEEE Egfif 2 g Gtheory (P4=200.2 MeV/c, p_=0.9700p,, Ap_/p—
1] 12 (2}
B SE = HOPOPEY-- ORI ROPOREY- e =2.1959;)=2.724X 10" cm?, 6=—0.155. (15)
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TaBLE VI. Results of absolute measurements.
Oth (1+5) 0'1;.186 Oexpt
(107 cm?) (107% cm?) (10720 cm?) Oexpt/oth (14-8) Texpt/ o the’
500 MeV 0.9222 0.9363 0.9384 1.018+0.011 1.00340.011
200 MeV 2.303 2.333 2.329 1.01140.009 0.9984-0.009
500/ 0200 0.4004 0.4013 0.4031 1.007+40.009 1.00540.009

For this “test of QED” the polyethylene and alumi-
num data from Table V were combined to reduce the
statistical errors. The systematic error used was the
statistically weighted average of the separate systematic
errors. The final error was obtained by combining the
statistical and systematic errors quadratically. Table
VI gives the results of the absolute measurements.
Relative errors are used in the row labeled ‘“ratio,”
while absolute errors are given with the other experi-
mental values.

As Table VI shows, the absolute values are in agree-
ment with the theory if radiative corrections of the
form e® are used, but in less good agreement with the
theory if corrections of the form 1+4-6 are used. While
neither the recoil spectrum measurements [which favor
1467 nor the absoluie values [which favor %] is suffi-
ciently precise to eliminate one form or the other,
nevertheless, the over-all agreement with the radia-
tively corrected electrodynamic cross sections is excel-

lent on the 19, level. If the radiative corrections are
assumed to be precisely known, this experiment deter-
mines 1/K in Eq. (1) to about 0.6 F.
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