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To test the predictions of quantum electrodynamics, absolute and relative measurements of the positron-
electron scattering cross section were made at 200 and at 500 MeV. Recoil electrons were detected with the
spectrometer at 0' with respect to the incident-beam direction, and for the range of recoil momenta studied,
the elastic-scattering cone was entirely contained in the angular acceptance of the spectrometer. This method
permitted high precision and an experimental test of the radiative corrections. The absolute accuracy of
the cross sections was 1 jo. The complete radiative corrections for this experiment are not yet available.
However, for purposes of orientation, one may extrapolate existing calculations to the present situation.
If one does this, the shape of the recoil spectrum near the incident positron momentum is consistent with the
theory if the radiative corrections of the form 1+c are used (X' probability of 0.5); the shape is in less good
agreement if the correction has the form e' (&' probability of 0.2). The most precise measurements made,
where the corrections were about 15 /o, were in agreement with the theory. The accuracy has to be increased
to decide between e and 1+8. If radiative corrections are assumed to be precisely known, the experiment
determines1/E to about 0.6 F,where a violation of quantum electrodynamics of the form cr —+ cro (1—q'/E')
is assumed, and where 0. is the quantum-electrodynamical cross section and q is the four-momentum transfer.
A significant increase in sensitivity could be achieved by extending the experiment to available positron
energies well above the relatively modest values used here.

I. INTRODUCTION
' 'N high-energy electron-electron or positron-electron
- ~ scattering experiments the four-momentum transfer
is proportional to the square root of the incident energy
when the target electron is at rest, while it is propor-
tional to the sum of the energies when the two particles
collide in the center-of-mass system. Since deviations
from quantum electrodynamics (QED), ' due possibly
to a finite electron-charge distribution or to breakdown
of Coulomb's law at short distances, are expected to
depend upon the four-momentum transfer, it is gen-
erally assumed' that clashing-beam experiments will far
surpass anything that can be done in the laboratory
system. In spite of its considerable advantage, we have
been impressed by the difficulties and expense inherent
in the clashing-beam approach. We have therefore
posed the question: To what extent can one substitute
high precision in the laboratory system for the high
momentum transfer obtainable in the center-of-mass
system?

In discussions of possible violations of QED, the
expression

0 ~ ~p(1—q'/E')'

is frequently assumed, "where o-0 is the unviolated
electrodynamic cross section, a the violated cross sec-
tion, q2&0 the squared four-momentum transfer, and
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IC a constant. Assuming (q'/E')«1, the constant E
can be associated, by the relation

1/E'= (r )'2/3b'+1/O'A' (2)

with a rms radius (r,) leading to an electron form factor
F.(q') = (1—(r,)'q'/6''), and with an altered Coulomb
potential 1/r ~ (1/r)L1 —e ~"j resulting in an altered
photon propagator —1/q' ~ (—1/q') (1—q'/O'A').

For incident electrons or positrons of energy El,b
and rest mass mc', the four-momentum transfer in a
scattering through laboratory angle ei,b is

q = L (2E(,b/c) sin8l, b/2]/[1+ 2 (E),b/mc') sin'8&, b/2]'~'

& (2mEI.b)'~' (3)

while for two particles each having center-of-mass
(c.m. ) energy E, , the four-momentum transfer is

q= (2E, /c) sin8, /2&2E, . /c.

Thus for laboratory and center-of-mass experiments on
positron-electron scattering at j.80', the ratio R of the
deviations for a given k' is

R= (q') I,b/(q'), =2'~,b/(2E, /c)'. (5)

Assuming Ei,b ——E, .=500 MeV, a "precision fac-
tor" of about 1/2000 results; while for El,b= 20 GeV
and E, = 500 MeV, the factor is 1/50.' Although the
present experiment is an order of magnitude more
sensitive than previous experiments on either positron-
electron or electron-electron' scattering, because of its

'In electron-electron experiments the maximum momentum
transfer occurs at 8, =90', giving the 180' positron experiments
an advantage of sin'(180/2)/sin'(90/2) =2. However, see V. N.
Bayer and S. A. Kheifets, Nucl. Phys. 47, 313 (1963),where it is
shown that under certain assumptions, the maximum deviation
from QED for both electron and positron experiments occurs at
90' c.m. scattering angle.' J. A. Poirier, D. M. Bernstein, and Jerome Pine, Phys. Rev.
117, 557 (1960).

E. B.Dally, Phys. Rev. 123, 1840 (1961).
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low momentum transfer, it cannot compete with clash-
ing-beam experiments now in progress. ' ' ' We believe,
however, that the method is directly applicable at
energies up to 20 GeV and that it would lead to com-
parable precision at these energies. Such an experiment
would compare favorably with the clashing-beam ex-
periments envisioned for the near future.

The method used here took advantage of the opposite
charges of the incident and target particles. A magnetic
spectrometer was set at 0' with respect to the incident
positron beam direction and was used to detect the
recoil electrons while the incident positrons were de-
Qected into the magnet iron. For electrons having
nearly the same momentum as the incident positrons,
the recoil angle in the laboratory was quite small, and
there was a considerable range of momenta over which
all of the emerging electrons were within the angular
acceptance of the spectrometer. The effective angular
acceptance was thus 4m sr, and the counting rate was
determined only by the momentum acceptance of the
spectrometer and the momenta of the incident positron
and recoil electron.

The positron-electron scattering cross section, ' de-
rived in the 6rst Born approximation, may be written'

don do ~ (D+I+——A), (6)

where dry is the classical Rutherford cross section and
where the terms D, A, and I are due, respectively, to
direct scattering from the charge and Dirac magnetic
moment, to virtual annihilation, and to the interference
between these terms. For highly relativistic incident
positrons the cross section has the simple form

don=0. 499X10 '4(mc'/E )(de/e')(1 —e+c')' cm' (7)

where e= (E=mc')/(E+ —mc') and E+ and E are the
total energies of the incident positron and recoil elec-
tron. This relativistic approximation divers from the
exact formula by less than 0.2% in our energy range.

If 0.9E+(E &E+ one can make the qualitative
approximations e=E /E+, E=E+, thus obtaining—

don=0. SX10 "(mc'/E+)(dE /E+) cm'. (8)

For afixed spectrometerresolution, hp /p =dE /E
=dE /E+, the cross section varies only as 1/E+ and is
rather constant as a function of the spectrometer settingp:—E /c.

The electrodynamic cross section is severely modified
when p is within 1—2% of p+, since the radiative cor-
rections approach 100% as p approaches p+. This
behavior is predicted by Meister and Yennie"" in the

7 F. Amman et ul. , in Proceedings of the International Conference
on High Energy Accelerators, Dubna, 1963 (Atomizdat, Moscow,
1964), p. 249.

SA. Blanc-Lapierre et al. , in Proceea'ings of the International
Conference on High Energy Accelerators, Dlbnu, 1963 (Atomizdat,
Moscow, 1964), p. 288.

~ H. J. Bhabha, Proc. Roy. Soc. (London) A154, 195 (1936)."N. Meister and D. R. Yennie, Phys. Rev. 130, 1210 (1963).
"The Meister and Yennie calculation of 5 omits some terms

formula

n 2EiE4) ( Ets ) pEs

mcsEsi &EsE4 i &E,

11 (2E4 ( L~'t

+—1n) ——' In~ r, (9)
3 k mc' &mes

where in their notation E~ and E3 are the initial and
Anal positron energies, E4 is the Anal electron energy,
and r depends upon the conditions of the experiment.
Meister and Yennie conjecture that "if 5' is the doubly
logarithmic part of 8, the expression

e"(1+8—8') (10)

yields a better estimate of the radiative corrections than
does the original estimate (1+8)."This is a refinement
of the exponentiation 0 =0 pe, originally conjectured
by Schwinger" and shown to be valid for the infrared
contributions by Yennie and Suura. "For this experi-
ment the two types of exponentiation give the same
result to within 0.1%of the corrected cross section in the
region E (0.995E+, and they differ by less than 0.5%
over the entire recoil-electron spectrum. Furthermore,
the correction is dominated by the infrared term Li.e.,
by the first doubly logarithmic t'erm in Eq. (9)g in the
region near E+, and it is only in this region that the
difference between es and (1+6) is large.

After the radiative corrections have been made, the
shape of the electron spectrum, expressed as the rate
versus the percent down from p+, is essentially inde-
pendent of p+. In addition there remains a substantial
range over which the cross section is relatively constant
as a function of p . In this region uncertainties in p
are not important, and the counting rate for a given
hp /p is easily calculated Since .g is also fairly con-
stant over this range, the shape of the electron spectrum
is not expected to be sensitive to violations of QED.

It is kinematically impossible for radiation to occur
during the scattering process in such a way that a recoil
electron of momentum p will be outside of the elastic-
scattering cone appropriate for this momentum. The
radiative corrections were thus determined by Ei= p+c
and E4= p c, and the parameter r in Eq. (9) was given
for this experiment by'

r = (1—E,/E, ).
Since p+ and p were accurately known and since the

corrections were independent of the spectrometer angu-
lar acceptance, so long as this acceptance included the

("internal radiative corrections"), which may be of importance
in this experimental region. A more exact calculation is in progIess.
D. R. Yennie and R. K. Kuo (private communication).

'~ J. Schwinger, Phys. Rev. 76, 790 (1949).» D. R. Yennie and H. Suura, Phys. Rev. 105, 1378 (1957).
14 This expression for r differs from the formula of Meister and

Yennie (4.6 b) by a factor of 2 due to the fact that 68=84 is not
small compared to 84. D. R. Yennie (private communication).
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elastic-scattering cone, the uncertainties in the calcu-
lated radiative corrections were theoretical in nature.
We regarded these corrections as being part of the elec-
trodynamic process under investigation and not as an
effect leading to experimental errors.

The procedure was to use a narrow momentum reso-
lution to study the radiative corrections, concentrating
on the region near p+, and to test QED by measuring
the cross sections at, different p+, using a wider resolu-
tion and a momentum setting on the Qat portion of the
spectrum a 6xed percent down from p+. The wider
setting was preferable at the data points since Ap /p
had to be determined experimentally at these points.
The invariant shape and Qatness of the spectrum and
the 1/p+ dependence of the cross section were among
the factors which permitted a high-precision experiment.

II. APPARATUS

Figure 1 shows the experimental set up in vertical
section. Momentum-analyzed positrons" from the Orsay
linear accelerator passed through thin ionization-
chamber monitors and were incident on various targets
located at the center of rotation of the double-focusing,
zero-dispersion spectrometer. "The recoil electrons were
momentum-analyzed with the spectrometer set at 0'
and were detected by scintillation counters. Another
ion chamber placed just in back of the counters was
used in studies of the spectrometer momentum and
angular acceptance. The scattering chamber surround-

ing the targets was connected directly to the vacuum
chamber of the spectrometer and extended to the exit
window of the ion chamber. The accelerator vacuum

"R. Hirel, L. Burnod, and J. Delouya, Rapport Interne
LAL-28, 1962 (unpublished)."3.Milman, L'Onde Elec. 42, 310 (1962).

count

FIG. 1. Experimental setup in vertical section. Momentum-
analyzed positrons entered from the left and were incident on the
ion-chamber beam monitors and various other targets. Recoil
electrons from positron-electron scattering were momentum-
analyzed by the three-magnet spectrometer set at 0' and were
detected by scintillation counters at the focus of the spectrometer.
The Polaroid camera, Faraday cup, and spectrometer ion chamber
were used in various tests described in the text. The accelerator
vacuum extended to the entrance window of the ion chamber
while the spectrometer vacuum chamber extended from the exit
window to within a half meter of the Faraday cup and the
counters.

extended to the entrance window. Flexible bellows were
used between the scattering chamber and the spec-
trometer to permit changes in the spectrometer angle
of about +2'.

The three-magnet deviation system" used to mo-
mentum-analyze the incident beam was calibrated by a
Qoating-wire measurement"" believed to be accurate
to a few parts in 10'. The field in the first analyzing
magnet was monitored during the runs with an NMR
probe. The momentum slits for positrons were set at
d p/p= 0.5% or 1.0%, and the collimator settings varied
from 5 mmX5 mm to 15 mmX15 mm, depending on
the measurements being made. The momentum ac-
ceptance of the spectrometer was measured with inci-
dent. electrons analyzed with Ap/p=0. 25% and a
2-mm&& 2-mm collimator.

The beam monitors consisted of three thin-walled,
hydrogen-6lled ion chambers having sensitive volumes
defined by parallel aluminum plates oriented per-
pendicular to the beam direction. Two of these cham-
bers were used to monitor the beam intensity, while the
third, a split-plate chamber similar to that described
previously, ' was used as a beam-position indicator. To
minimize the number of entrance and exit windows,
the three monitors were enclosed in a single, gas-tight
container filled with hydrogen at slightly above atmos-
pheric pressure. The two ion chambers which monitored
beam intensity had different thicknesses and thus dif-
ferent saturation characteristics. ' This provided a
check to ensure that at all times at least one of the
monitors was being used at beam-current densities so
low that saturation was not a problem. The beams were
centered at the target to about &1 mm with the aid of
the beam-position indicator. Beam sizes and positions
were checked with Polaroid film placed downstream of
the spectrometer where an output port permitted the
passage of the beam when the spectrometer field was
off. Since the quadrupoles of the analyzing system were
not used, the incident beams were highly parallel
(angular divergence less than 10 ' rad), "and the beam
spots were rectangular with horizontal and vertical
dimensions approximating the collimator settings.

The "1-GeV" Orsay Faraday cup" was used to cali-
brate the ion-chamber beam monitors. Our estimates of
the eKciency of this cup are based upon tests described
in Ref. 18, as well as upon certain measurements made
during the course of this and other positron experi-
ments using the Orsay cup. Independent tests made of
"the modified 300-MeV" Stanford cup indicated that
the difference in eKciency for positrons and electrons
was (0.00+0.30)% and that the absolute eKciency was
therefore (100.00&0.15)% for both. Measurements of
the relative eSciencies of hydrogen ion chambers and

» C. Sazin, J. Dupin, and N. K. Loi, Rapport Interne 61-1,
1965 (unpublished)."D.Yount and J. Pine, Phys. Rev. 128, 1842 (1962).

"This Faraday cup is similar in design to the "500-MeV"
Orsay Faraday cup described by D. Isabelle, L'Onde Elec. 42,
354 (1962).



151 180 posI TRoN —E LEcTRo N scA TTERI NG AT 200 AN 0 500 Mev 1097

the Stanford cup for positrons and electrons gave
(0.02&0.22)%, indicating that at 300 MeV the ioniza-
tion of hydrogen is the same for electrons and positrons
to &0.27%. The relative eKciencies measured at Orsay
differed by (0.44&0.20)%, the apparent efTiciency of
the Faraday cup being greater for positrons than for
electrons. After considering the various factors" which
could lead to such a difference, we believe that the most
probable was the emission of secondary electrons from
the Faraday cup. This would amount to -', (0.44—0.02)%
=0.21% of the incident intensity and could possibly
be explained by the non-re-entrant geometry of the
Orsay cup. Combining the various uncertainties, the
estimated CSciency of the Orsay Faraday cup was
(100.21+0.20)% for positrons and (99.79+0.20)% for
electrons. A %0.20% absolute uncertainty in the value
of the integrator capacitors and a &0.15% uncertainty
in the ion-chamber cahbrations resulted in an absolute
uncertainty of &0.34% iil tlie eKciency of the cali-
brated ion chambers.

The relative CS.ciency of the ion chambers at 200
and 500 MCV was determined by intercalibrating the ion
chambers and Faraday cup at 200, 500, and 850 MeV.
Previous tests" at the same energies had indicated that
the ionization of hydrogen at 1 atm increases by
(+0.37&0.08)% ovel' tliis range~ wlille fol' 2 atiil it
changes by (—0.03&0.11)%.The present intercalibra-
tions at 1 atm gave a (+0.15&0.15)% "density effect"
in agreement with the Stanford results. This suggested
that the CKciency of the Orsay cup was constant to
&0.15% in the range from 200 to 850 MeV. The diBer-
ence in the ion-chamber cKciencies at 200 and 500 MeV
was taken to be 0.15%, while the relative error appro-
priate in comparing results at the two energies was
0.10%%uo (i.e., &0.07% at each energy). This does not
include the uncertainties due to fluctuations of order
0.1% observed in individual integrations.

Six diferent targets were used. The erst, with a
thickness of 0.0023 radiation lengths, consisted of the
aluminum and hydrogen of the beam monitors located
55 cm upstream of the center of rotation of the spec-
trometer. Three polyethylene "data" targets of 0.0025,
0.0046, and 0.0071 radiation lengths (1-, 2-, and 3-mm
thickness) and a bismuth target of 0.0181 radiation
lengths could be added at the center of rotation. A
final polyethylene target of 0.0046 radiation lengths
was placed 10 cm upstream and was used only at 500
MCV. The fact that some of the targets were not at the
center of rotation of the spectrometer was expected to
have negligible CGect in this geometry, and no diQer-
ence was found in the cross sections measured with the
targets at different positions. The uniform regions of the
n1ovable targets exceeded 4 cm in diameter, while the
CGective diameter of the beam monitor was 10 cm. The
data targets and bismuth targets were mounted in a
polyethylene target holder of 0.0046 radiation lengths
as a precaution against any enhancement of the scatter-

TABIX I. Number of electrons per cm' in the diferent targets.
The errors shown are the absolute uncertainties. For all targets
except the aluminum, the electrons in the aluminum must be
added to the electrons in that target in order to obtain the total
number of electrons per cm~ in the beam.

Target

"Aluminum"
1 mm CH2
2 mm CH2
3 mm CHg
2 mm CH2
(upstream)
Bismuth

Number of electrons
(10» cm~}

(0.1635~O.OOO7)
{0.3531+0.0011)
(0.6683+0.0020)
(1.0355+0.0031)
(0.6761+0.0020)

(0.2839+o.ooo9)

ing which might have occurred if a very small fraction
of the beam had been incident on a thick target holder.

After the run, all of the targets except the bismuth
taI'get wcie sacrificed, and ccntrR1 disks 2.000 cm In

ia meter were punched out 3nd weighed to determine
the number of electrons in the path of the beam. The
measured weight per unit area of the polyethylene tar-
gets was shown to bc IndcpeQdcnt of thc size of thc
punch, provided that punch diameters of 2 cm and
larger were used.

Analysis of polyethylene samples from the same
sheets from which the targets were cut indicated 1.99
&0.02 parts of hydrogen per 1 part carbon. This led
to a 0.3% absolute uncertainty in the number of elec-
trons in these targets. The uncertainty in the number
of electrons pcr cm' in the bismuth target was also
~0.3%, while the number of electrons in the beam
iiloliltoi was kilowli to &0.4%. Relative eiroi's in 'taiget
thickness were &0.2% for the "aluminum" and +0.1%
for each of the others. The number of electrons per cm'
in the various targets is given in Table I.

The "empty target" background, due to electrons in
the beam or to positrons stopping in the magnet iron
of the spectrometer, was found to be negligible at both
200 and 500 MeV in a preliminary run with no material
in the beam. The beam was held steady and monitored
indirectly by counting electrons for 6xed periods with
and without a known target thickness in the beam.
Since the backgrounds were negligible, the beam moni-
tors could be used as a target thus eliminating the sta-
tistical errors that would have been present if a sub-
tract~o~ had been necessary.

Studies of the angular acceptance of the spectrometer
have been made by Dupin' for various momenta
spanning the range used here. These studies showed
that the vertical acceptance projected into a plane at
the entrance of the spectrometer was about 5 times the
horizontal acceptance. Thus losses erst occurred when,
for a fixed p+, p was decreased until the elastic-scatter-
ing conc IIlcrcRscd beyond thc hoI'IzoQtal RcccptRncc or
until multiple scattering caused some of the particles
to be outside of the acceptance. The range of momenta

20 J. Dupin, Rapport Interne LAL-1145, 1965 (unpublished).
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Fyo. 2. Angular acceptance of the spectrometer in the hori-
zontal plane at 500 MeV/c. The experimental points joined by
the dashed curve indicate the fraction of the incident positron
beam transmitted by the spectrometer as a function of the angular
setting. This also corresponds to the transmission for electrons
from positron-electron scattering with (p —p+)/p+ ——0.00. Theo-
retical curves for (P —P+)/P+

———0.01, —0.05, and —0.09 are
also shown to indicate how the losses due to multiple scattering
and Bhabha scattering become important when p decreases with
a given p+.

over which the experiment could be performed. was
limited mainly by multiple-scattering losses below 200
MCV and by the rapidly decreasing angular acceptance
above 500 MCV.

%e remeasured the horizontal acceptance at both 200
and 500 MCV by rotating the spectrometer through a,n
angular range of about &2', centered about O'. For
these mea, surements the spectrometer was set for posi-
trons at the incident beam momentum and the trans-
mitted particles were detected with the spectrometer
ion chamber. The measured horizontal accepta, nces
were well centered on the beam line and agreed. to
within 5% with those obtained by Dupin; the rising
portions of the transmission curves provided. an ex-
cellent measure of the beam spot distribution in the
horizontal plane. The results obtained at 500 Mgf,
normalized to unity, are shown in Fig. 2. Also shown
are the curves predicted for the thickest polyethylene
target and for various values of p when the spec-
trometer was set to detect the electrons from positron-
e1.ectron scattering.

The spectrometer with its shunt was calibra, ted with
a Boating-wire measurement" believed to be accurate
to a few parts in 10'. Since the short-term regulation of
the spectrometer was generally better than the reading

accuracy of the digital voltmetc1 used to monltol thc
shunt voltage, this shunt calibration was transferred to
a Hall probe in a series of intercalibrations in which the
ratio of the two monitors was measured at about 40
points beginning at a setting of around. 600 MeV/c,
where the iron is saturated, , and decreasing monotoni-
cally to about 50 MeV/c. A least-squares fit to the re-
sults permitted us to use the more sensitive readings of
the Hall probe directly. The ratio of the spectrometer
shunt to Hall probe readings was reproducible on differ-
ent intercalibrations to about 0.1% in the range from
200 to 600 MeV/c. This uncertainty was reflected in p .
On a given intercalibration run, the difference between
two nearby momentum settings could be determined, to
about 0.01%'tof p, depending upon the short-term
regulation of the spectrometer and beam-analyzing
magnets. This latter led to errors in hp /p of about
0.5% when AP /p was 2%. The results obtained for
p and dp /p are described in detail in Sec. III.

The recoil electrons were detected in a two-counter
telescope located at the focus of the spectrometer. A
third counter, smaBel than thc tclcscopc counters but
larger than the region dined by the transmitted parti-
cles, was installed between the two telescope counters.
The counters were well shielded, conservatively oper-
ated, and no trouble was observed from backgrounds
or noise. The ratio of doubles to singles was about 0.99.
The ratios of triples over doubles in the first and second
counters and triples over doubles in the 6rst and third
counters provided a measurement of the bremsstrahlung
losses of a few tenths of a percent which occurred in
the counters.

The data obtained from the twofold coincidence were
recorded by scalers with resolving times smaller than
10 nsec, 50 nsec, and also by scalers with resolving times
greater than the beam pulse width. The beam pulse
width was Inonitored continuously during the experi-
ment and was typically 500 nsec. Counting rate correc-
tions were of order 1% or less, and the agreement
between different scalers indicated that this correction
could be made to about 20% accuracy, corresponding
'to an uncertatnty of about 0.2% In the counting rates.

III. DATA, CORRECTIONS) AND UNCERTAINTIES

The data and the principal corrections and uncer-
tainties are summarized in the tables which follow.
Included are a high-resolution study of the recoil-elec-
tron spectrum at 500 MCV made with the 3-mm
polyethylene target (Table II); low-resolution spectrum
studies at 500 (Table III) and 200 MeV (Table IU)
made with the 3-mm polyethylene target and with the
aluminum and bismuth targets; and low-resolution
"data" points obtained with p approximately 5% be-
low p+ for each of the six targets. " (Table V).

» The high-resolution points were taken with hp+/p+ ——0.5/0,
5p /p =0.471 jq, and a 15-mm&15-mm collimator, while the
low-resolution points were taken with dp+/p+ ——0.5 or 1.0%,
Lp /p =2.20'g, and a 2-mmX7-mm collimator.
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The high-resolution spectrum was taken to test the
j..adiative corrections. The low-resolution spectra were
useful in determining the proper settings for the data
points and in testing various corrections and errors.
Bismuth was chosen as one of the targets in order to
maximize these corrections and to expose any Z-
dependent eGects which might have been overlooked.
Experimental parameters for the data points were
chosen in such a way as to minimize the systematic
errors.

The 6rst two columns of the data tables identify the
points taken. The target is indicated in column 1 and
the electron momentum expressed as a percent down
from p~ in column 2. Corrections and errors which
changed signi6cantly from point to point are included
separately in the tables, while the remaining corrections
and errors are shown in the columns labeled 8;„and
e;„.All the corrections (5;) and the errors (e,) are
expressed as a percent of the final corrected cross
section.

"Multiple-scattering" corrections (5,) were com-
puted by folding together at each point a Gaussian
multiple-scattering distribution, the measured beam-
spot distribution, the Bhabha scattering angle for the
given p+ and p, and the spectrometer angular accept-
ance. The spectrometer angular acceptance was ap-
proximated by a rectangle with the measured width
and in6nite height. The error (e,) was taken to be the
larger of 10% of the correction and the error arising
from the %1 mm uncertainty in the beam-spot position
and the uncertainty in the spectrometer acceptance.
Since multiple scattering was much more important at
200 than at 500 MeV, no distinction was made between
relative and absolute errors.

Corrections for bremsstrahlung followed by pair pro-
duction (5») or by Compton scattering (bc, p„„)were
evaluated by folding together the Bethe-Heitler" for-
mula and the formulas. given by Rossi."Corrections for
trident production (5„;)were ca,lculated from formulas
given by Murota, Ueda, and Tanaka. ' In each case,
we have assumed that all of the electrons produced in
the proper momentum interval were within the angular

acceptance of the spectrometer. Differences in target
material as well as in target thickness were taken into
account.

In the case of tridents, the contributions for both
space-like and time-like virtual photons [Eqs. (25) and

(42) in Ref. 24] were calculated. Since these were

similar in magnitude for this experiment, the inter-

~ In calculations involving the Bethe-Heitler formula we have
used the program described by R. A. Alvarez, Jr., Hansen Labora-
tory Report No. HEPI 228, Stanford, California, 1961 (un-
published). This program is based on formulas found in the
article of H. %. Koch and J. W'. Motz, Rev. Mod. Phys. 31, 920
(1959}and is expected to be accurate to 2 or 3'P&.

~ B. Rossi, Fligh Energy Particles (Prentice-Hall, Inc., Engle-
wood Cliffs, New Jersey, 1952), Chap. 2.

~ T. Murota, A. Ueda, and H. Tanaka, Progr. Theoret. Phys.
(Kyoto) 16, 482 (1956).

2.0

1.5
lution

1.0

0.5

0.0—
0.97 0.98 0.99 180 101 E

FxG. 3. Pair and trident backgrounds at 500 MeV. The data
shown with statistical errors, were taken with 0.0048 radiation
lengths of aluminum plus 0.0072 radiation lengths of CH~. The
data have been shifted by 0.9% along the horizontal positron
momentum axis to take into account absolute differences in the
spectrometer and deviation-system momentum determinations.

ference between the two (which can be of either sign)
may be significant, but unfortunately no expression is
given for this in Ref. 24. The result without inter-
ference terms is, however, in reasonable agreement with
the experiment of Camac" within experimental errors
of order 30% (i.e., it agrees with the expression of
Bhabha" given by Rossi" when the constant E& is set
equal to 1.35. The Camac result at 230&20 MeV at
0.80 of the incident energy is Et 1.6&0.2). Measure-
ments of the net pair-plus-trident background made
using incident electrons and detecting positrons in the
present geometry are shown in Fig. 3 along with the
calculated results. The agreement within statistical
errors is satisfactory after the data points have been
shifted by 0.9% along the horizontal positron-mo-
mentum axis to take into account absolute differences
in the spectrometer and deviation system momentum
determinations. (A shift of 1.12%0.08% found with
incident positrons is discussed in detail later. The repro-
ducibility of this shift is a measure of the reversibility
of the magnet systems, while the shift itself is indicative
of the absolute-energy uncertainties. )

The error in making the pair-production correction
was taken to be 10% of the correction for the aluminum
and polyethylene targets and 20% of the correction for
bismuth. The larger uncertainty in the case of bismuth
results from the failure of the Born approximation for
high-Z elements. " The error assigned for Compton
scattering is 20% of the correction at all points. The
error assigned for trident production is 30% of the
calculated correction due to neglecting the interference
term. The sum of the corrections for annihilation
followed by pair production and by Compton scattering
was less than 2% for bismuth and less than 1% for the
aluminum and polyethylene targets. These effects have

~' M. Camac, Phys. Rev. SS, 745 (1952)."H. 13habha, Proc. Roy. Soc. (London) A152, 559 (1935).
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FIG. 4, Sremsstrahlung spectra obtained with aluminum, bis-
muth, and 3-mm polyethylene targets and with incident electrons
at 500 MeV/c. The theoretical curves were obtained by folding
together the Bethe-Heitler formula and the experimental mo-
mentum resolution. The difference in the peak height with and
without material in the beam provides a rough estimate of the
maximum bremsstrahlung loss. The data have been shifted slightly
to compensate for ionization losses in the different targets.

been included in the pair-production and Compton-
scattering corrections given in the tables. '~

The corrections given for the losses due to brems-
strahlung in the target (8Ts) were calculated by folding
together the Bethe-Heitler formula and the experi-
mental energy resolution. For these calculations, the
Bethe-Heitler formula was multiplied by R "cutoG"
function, I 1—e '"j,which became effective for photons
with energy k ~0.5 MeV. Check calculations using dif-
ferent cuto6s showed that the results were independent
of the cutoff chosen over a reasonable range. The
bismuth data again provided a test of our ability to
make this correction, and the CGect could be separated
from multiple scattering and the various backgrounds
by the fact that it decreased with decreasing p .

The numerical uncertainty in the calculation for
target bremsstrahlung was about 3%, while there was
an uncertainty of about 2%%uo in the Bethe-Heitler for-

~7 As the tables indicate, the pair-plus-trident background in-
creases rapidly as p decreases, and like multiple scattering, it is
one of the factors limiting the range of p over which a high-
precision experiment can be performed. Unlike multiple scattering
and Compton scattering, the pair and trident corrections also
increase with the incident positron momentum, and they would
probably be the dominant errors in an experiment at very high
energies. The pair and trident backgrounds can be controlled by
using thin, low-Z targets, and they can be measured quite accu-
rately by using incident electrons and by detecting the pair- and
trident-produced positrons as was done in obtaining Fig. 3. Since
the calculated corrections were small (~1%) at our data points,
and since they were in good agreement with experimental tests
such as that shown in Fig. 3, we have not felt it necessary to
measure the backgrounds directly at every point.

mula itself." As in the case of the other important
corrections, an experimental test was possible. The
bremsstrahlung spectra obtained with the aluminum,
bismuth, and 3-mm polyethylene targets at 500 MeV
are shown in Fig. 4 with the prediction derived from
the Bethe-Heitler formula. The experimental results
agree with these predictions to within about 5/~. We
assigned errors (eTs) of S%%uq of the bremsstrahlung cor-
rection Rnd have not distinguished betwce11 lclatlvc Rnd
absolute uncertainties.

A m meson background was calculated to contribute
&0.1%%uo to the observed counts in the worst case, be-
cause of the relative sizes of the cross sections. '8 No
correction was made for this CGect.

The energy of the incident particles was determined
by both the spectrometer and the deviation magnets.
One intercalibration was made with positrons incident
and with the spectrometer detecting the recoil elec-
trons, while the other was obtained with both systems
set for electrons. The two methods gave the same an-
swer to within 0.2%%uq, thus indicating that the deviation
magnet was reversible to this accuracy. This check was
necessary because the bloating-wire calibrations of the
two magnet systems were made with the fields set for
electrons. The calibrations were believed to be accurate
to 0.2 or 0.3%%u~ and absolute agreement on this level
was expected. The ratio of the energy given by the
dcvIRtlon magnet to thRt glvcn by thc spcctlometcl
was 1.0060&0.0010 at 200 MCV and 1.0112&0.0008 at
500 MCV. The two calibrations were thus inconsistent

1.00 "

0.75

0.50

0.25

Normatiied ratio of ion chamber readings

i

I

tl

I

1

L

t

I

0.00
486.25 488.75 487.25 48775 497.00 49750 49890 498.50

Spectrometer momentum setting (MeV/c)

Fio. 5. Momentum acceptance of the spectrometer at 5OO
MeV/c. This figure shows the fast-rising portions of the curve
obtained with aluTniTlum in Fig. 4, with an expanded horizontal
scale. The Ggure also shows the straight-line Gt to the data used in
measuring the slit width.

"K. M. Watson, J. C. Keck, A. V. Tollestrup, and R. L.
Walker, Phys. Rev. 101, 1159 (1956).



180' pQ TRON —ELECTRO

g- (10 34cm~)

200 AN SCATTERING AT ND 500 MeV 1101

2.5
due both to the size of the beam s o
and to the fact that h

' ' '
n

t tex 1
gya t c ener slit

The precision of th
exact y at a "horizo

urcment depended
o e spectrometer acceptance meas-

61d. d..h. k ld
e on t e stabilit

cahbration curve. Th
' '

ti
now e ge of the sha

1 h 1
e. e integration tim

p de R good RvclRgeg min) to rovi
rm uctuations in the ma g gu

t t lti i df
noug to minimize d

'

the material in the b
'rc or t e width me asurement. Since

e earn was ver thi
eta cnasadircc

height points were det
ance with negli ible e

.h. f-.-:.' "
f

ere etermined b 6tti
or ions o the s ectrum

ln. -ng h. -h.d
t}1'

q . The errors in
ges e t at the indi

'

ld b d 'brepro ucible to about
d. A mp

.
o measu e

c y varyin the s
en s

ar eviation for
t 06%%u th g 'g'us indicatin that

o s c c expec cd tince t e Quctuation
c measurements for a iv

0

t' d 'the wit equal wei h
'

h o calcu-e arger of 0.3 a
e uctuations. The v

sion obtained b
(0 3123+00018

y varyin the
el-

' o/cm at 200 Me
+0.0012)%%u'/ t 500 M

th d t' 61d
a MeV. The r
ion e were (0.3102+0.0059)%/cm

corlstant h I
~constant h&p

2.0-

s)
ded

1.5-

1.0 "

0.0 . .

460 470 480
Recoil electron m

490 500

F

n momentum (MeV/c)

g - solution electronzG. 6. Hi h-re
tro tt ' t500M

uncorrected Bhabh t
t dBh bh a cross section assum'

n, te
abha cross section for cons

th f (1+8) d
p /p folded over the fini

e ata have been shifted al
xis o obtain the best 6t to.the

e y ivldlng the ex crim
eory. The vert'. cal coord»

b h o t 1.024
uncertainty in the loc

y t e vridth of the error bars. 0
w c a ect the shape of the spectru

bars.

w c a ect t pec rum have been comb d
'

h
an are included in thein e eight of the error

2.5

« exp ( ~ )
f

1.5

0.5

both in value and in 1
' '

e e

a (10 34Cill )

W
expected accuracy.in s ope within the e e

b eai1 Rlld assigned
constant &p I p-

p constant P-

y' (200.2
un olded

MV h
The s e

'
i wasmpectrometer slit width was m

folded into
c-x exp(6')

1 to b

experimental resol t'reso ution

readings obtained ith the
to those obtained th h

0

wit the beam ionn n chamber as a func-

were made both b
e measurements a

1.0"

0
y varying the devi

t the two energies

k th t by y g th
eviation field 6xed. Typical

b d t 500 M Ve by varying the spectrometer

fo hl e oi a incident spectrum 0.55
0.04' 460 470 48

p om er response of
ra iative tail resultin

Recoil electron moment

g '
momentum (MeV/c )

e auminum an

IG. . High-resolution s
rections of the fo '. ' ' . e i' e

e s ape of the inci"

' A
' F' 6 th d

ong p and have been normal'z d
S point by 1.010.

orma ize, in this case b d' 'd'orma z ', y ivy ing each



ii02 BROWMAN, GROSSETRTE, AND YOUNT

e O
~~A m~

8 o ~0'~0
tfl +

cd O
0

cd

8 ~ cQ
~ gO e'+ ~& ~&

II ~ c ~~~+
0

IW c).B~
0
g~ o

~ H 5@~
@0o.g 0
lf)

O&80cdo
tn+tnt V

„g@0gg

cd cd
II .8
+ +g tn 0g

~ & ~ 0+& 5
o

I 0d~g

& g.o
0

~&O~H~+ ~l V

CIl em ~
g ~cd~ 0
cd O eeu~g V

V~0~ ~o++ g (g~
cd

o.o

le ~

o~ Q)+cd

8 ~~I~ a

o.8 w'fl ~
tll

"~~ 88

0~l
hO I 'U 'O8.0 g ~

wOgcncn

6 8 cl)

Q os~
~ w

cdS80 cn |ll
cn ~~

cg cd 0
V

+ 8
0

v J„.88~&
8
O

8cd~2~~

o 8
+ o o
o
g CIA&

bO O
& cn'+
tn o~
~ ."8
8+&

~ II'„

~4%
B~~

W0 0 cd

V

cd
O +"

Q
~ O cno~~
g 0
'~+ 0

cd

~ I4 Q+ eM Q+J
~~8

& ocd
Cd ~~ C4~

tn 8 cLl

~VC0
8
~ cdO

cd 0
~M~ (Q

~ ~

gal
cncn

C4W cd

Cd ~
o o

@0+w

~ WO o

cn

V

A o~

~ 8
& cn

cd
cn

g eH
cd Q
~ ~Q
g cd

Lf)

~ pf
cd

~ ~

CP ~
cn

0go
~ o

cd

8
Qtn ~

0
8 ~O
8 OIE

8 ~cd

@0+
O

~ pH

o&

5.V

ooo

U'

~.8~ W

~8
go
cd w

cn
cn

tn8 a"8
Q ~CP

~R
5~

Cd

Cd ~
cd

o~
0

VA

O

cd ~0
cn

~a~

~~8
cn

O+,
V 0Q go
w cf) ~OO
". „O

tn

cL)

O A
H O

4

bQ

0 cd.
4) cd

~ W

~ e Cd

bO ~0
~g~
~ o
V
tn

04 0
cd

o a
~ tl

.g I
0 4

~ H Qo.o
cL) ~

@0 ~
Cd

rh

O

tn gp

os~
cd

~ w Q
V

0 8V cn

8

Cd

cLl
~ W

0
8.8

~g 508 banc)t .t Q
0 g cd g cd

bD~ ~ ~ &Q ~ ~ ~cn&~ ~ g

cg
~ goM Q~ Q b0~ +~4

o 8 ~~@~ g
cd~ ~MM ~ tn ~ g

0
8 o ~ & eu o cd 4 c

V ~ g ~o,~

0

+

+

l
I

sl

U
OQ

~&4
W

~Pt4
Og

V

CD

+

O

CDO
O

OO
O

I

CDO

I

OO
CD

OO
O

l

OO
O

V

Ch
O

O

CD

O

OO
CD

CD

O
I

OO
CD

OO
O

8
O

CD

O

00
CD

O

OO

lf)

O

O

CD

CD

OO
O

O

O
O

O

O
O

O

O

O

O
CD

O
O

O
O

O

CD

CD
CD

CD

O
CD

O

00O

O

lf)

O

O

(V)O
CD

O

O
O

lf)

O

CD

CD

00

O

O

CD
uD

O

00O

O

O
O

O

CD

O
CD

O

Cjl
O

O

O
CD

I

O

O

lf)

O

00

O

CD

O
O

O

CD

00

00

O

O

O

lf)

CD

00

CD

O

CD

O

O
O

O

O

O

O
O

O

O
CD

O

O

O

Ch

O

CD

CD

CD

O
O

CD

00

O

O

O

CD

O
O

00

O

O

CD

O
O

O
O

Cjl
O

00
O

CD

O

CDO
O

O

O

O
CD

O

CD

V
8
8



180' POSITRON —ELECTRON SCATTERING AT 200 AND 500 M ev 1103

~
t6 8

8
V

2oVO
8
E~&-~iX

Eg~~

cd II

cA

cd I

g

@0~0

Q~.E g
II

cd

p
~&N a)

A
~ QO

II cd
+ &9 b0

~ ~

+~ a
co

cd

II 8~
~ CG

cd

g Wo

cd g4™
Q

cd ~ W
cn ~
0 m

ap g cd

P my~

~ H.g
.EgW'cd

+,PI

.3 8cd a~

8 4)m

Q

5 ~ +"
4 v

R~ 85 g) V

~.H c

g~g
+ cd v&AN++ v

V

I
C&

%1

E
o
41

cD

+

~~ o
I ~o

QO

CD

cD
C&
C?
CD

V

&D

cD

cD

CO

C)
C?
C)

CD
C?
CO

C?
CO

cD
V

00
00
CD

CD

C&

V

cO

cD
C)
CD

CD
C?
CD

C&

V

8

CO
C?
C&

V

Ch
cD

&D

CD

cD

C&
C?
CO

C)

cD

CD

CD

V

8
~ H
8

C?
CD

?
cD

C)
C?
CO

CD
C?
CO

cD
&D

cD

cD
CD

CO

C?
CD

CD
C?
co

lE)

CD

CO
C?
CO

C)
C?
CO

00
CD
C?

CO

C)
C)

C&
CD

cD
C?

I

C?
CD

8

cD

8
cD

H

CO
C)
CO

C)
C0

CD

Ch
cD

cD

CO
C?
CD

CD

I

C?
&D

C)
C?

CO
CO

cD

g
O
8
8

cr)

CD

CD

00

Ch

C)

CO
C?
CD

a
CD

CO
C?
CD

00

CD

C?

CO
C)

C?
cD

CO
C)
C)

CD

C?

C?
CO

CO
C)
CD

cD

c30

U
8
8

VO

&D

00
QO

cD

cD

cD

OO
OQ

CO

QO
LC)

C)

C)
CO

?
CO

Lf)
C?
cD

LQ

CD

ll)
00
cD

00

C&

C)

cD

C?
cD

Ch

CO

+
CD

C&

CO

00

CD

C?

C?
cD

Qh

cD

CV)

+

+

CO

H

00

cD

00
cD
Ch
CO

O
8
8

C)

CD

cD
CD

CO
cD

CD

cD

cD

00

CO

Ch
00
cD

cD

CD

cD

cD

cD
cD

00

CO

QO

CD

00
CD

lE)
CD

00

CO

H

00

C&

Ch

cD

CO

Ch
CD

CO

CO
00

CO
QO

CD

l/)
CD

QO

CD

Ch
C?
cD

00

00

CO

00

C)

V
8
8



1104 BROWMAN, GROSSETRTE, AND YOUNT

1.25

1.00 "
K

0.75 -.

0.50 "

0.25 "

O- (10 29Cm2)

J Bismuth

i Aluminum

The value of Ap /P for the high-resolution spectrum
was not measured directly; thus these data were nor-
malized to the absolute results of the low-resolution
spectrum and "data" points. The normalization was
done at points taken with the same target and mo-
mentum settings so that systematic errors in the nor-
malization were negligible compared to the statistical
error of +0.94%.This error was combined quadratically
with the error in the dispersion to obtain the absolute
error in Ap /p for the high-resolution data.

Since the measurements of d,p /p and p =p+ were
not independent, it was important to consider to what
extent the errors in these quantities were correlated. To
test this, we calculated the ratio of the cross sections in
terms of the spectrometer and deviation measurements.

0.00 ——
470 480 490 500

Electron recoil momentum (MeV/c)

FIG. 8. Low-resolution spectrum at 500 MeV/c. The unnormal-
ized data with relative errors are shown along with the theoretical
curves for (1+5) and e'. The aluminum and polyethylene data
have been combined for clarity, but the bismuth check points are
shown separately. The +0.17 MeV/c relative uncertainty in the
energy is shown by the width of the error bars.

at 200 MeV and (0.3137&0.0013)%/cm at 500 MeV.
Floating-wire measurements gave (0.316&0.009)%/cm
while the value calculated from the spectrometer pa-
rameters was about 0.326%/cm.

The calculated dispersion for this spectrometer" de-
pends upon the "e value" of the Q.eld, which in turn
depends upon the saturation characteristics of the three
magnets. From the measured variation of e with the
6eld setting, "we estimated that the ratio of the values
at 500 and 200 MeU should be 1.012&0.006. A weighted
average of the dispersion measurements gave (0.3123
&0.0006)/(0.3114+0.0009)= (1.0029+0.0032) while the
average with equal weighting was (0.3122&0.0010)/
(0.3112+0.0026) = (1.0032+0.0089). This ratio for the
spectrometer separately was (0.9981&0.0005) and for
the deviation system (1.011&0.019). Within the errors
assigned from the fluctuations, the present ratio meas-
urements were self-consistent but somewhat lower than
the predictions from the measured e values.

In comparing the experiment with theory, we com-
bined the directly measured values with equal weighting
to obtain for our (7.054+0.004)-cm slit width:

1 (~p—l 1 it'~p-l
da'spec/da'dev

+spec~ P- ~spec +dev~ P—~dev

(1.0112~0.0008) (0.3117+0.0012)

0.3137~0.0013

=1.005&0.006 at 500 MeV (12)

(1.0060+0.0010) (0.3123&0.0018)

0.3102+0.0059

= 1.013&0.020 at 200 MeV. (13)

3.0" o OO ~cm )

2.5

2.0

1.5

1.0

Because of the large random error in the deviation
measurement at 200 MeV, the test at this energy was
not very informative. The test at 500 MeV suggested,

and
AP /p (500 MeV) =2.203%%uo,

Ap /p (200 MeV) =2.195%%uo.

0.5 .

We assigned relative errors of &0.40% at each
energy, leading to a &0.60% uncertainty in the ratio,
and we assigned additional absolute errors of &0.40%,
resulting in absolute errors of &0.60%. Within these
errors all of the data on d,p /p were consistent, in-
cluding the result obtained from the variation of e.

0.0
185 190 195 200 205

'
Electron recoil momentum (MeV/c)

FIG. 9. Low-resolution spectrum at 200 MeV/c. The ~0.09
MeV/c uncertainty in the relative position of each point on the
spectrum is indicated by the width of the error bars, while the
relative error is indicated by the height.
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however, that the correlation of the systematic errors
in p+ and Ap /p was negative and that the net error
derived by combining the separate errors quadratically
was consel vatlve.

IV. IHSCUSSION

A most sensitive test of the radiative corrections was
provided by the shape of the high-resolution spectrum
at 500 MeV. In making this test the data were nor-
malized to the theory and shifted along the horizontal

(p ) axis to obtain the best 6t. In Figs. 6 and 7 these
data are plotted along with the Bhabha cross section
assuming constant hp; the Bhabha cross section as-
suming constant Ap /p; the Bhabha cross section for
constant hp /p with radiative corrections of the form
1+8 (Fig. 6) and c' (Fig. 7); and the radiatively cor-
rected cross section for constant Ap /p folded over
the experimental momentum resolution. Two figures
are necessary since the normalization and shift required
were slightly diferent for each type of radiative correc-
tion. The errors were obtained by combining quad-
ratically those errors in Table II which would change
the shape of the spectrum. The width of the error bar
indicates the +0.17 MeV/c relative uncertainty in the
location of each point on the spectrum.

It is evident from the 6gures that the data agree
very well with the predictions when a radiative correc-
tion of the form 1+8 is used (X' probability of 0.50)
and that the agreement is less good with the form e'
(Xs probability of 0.20). It should be emphasized again
that complete radiative corrections for this experiment
are not avMlableI~; the radiative corrections Used are
an extrapolation from the case 604(&84 treated in Ref.
10. Thus it is possible that the agreement with the two
forms may change.

The unnormalized spectra obtained at 500 and 200
MeV are shown, along with the data points, in Figs. 8
and 9. The data from the diferent polyethylene targets
and the aluminum target have been combined in these
6gures. The data taken with the diferent targets
agreed well, and there was no indication that unantici-
pated Z-dependent sects were present. The 6gures
also show the theoretical curves for the two types of
radiative corrections. The theoretical curves have been
shifted to coincide at the fast-rising portion of the data.
This procedure changes the ratio of experiment/theory
at some points by as much as 0.5%, but the general
features of the comparison are still represented correctly.

The most sensitive measure of the absolute value of
the cross sections was given by the "data" points
taken at p+—3%. The theoretical values used were

og„„r(p~=495.7 MeV/c, p =0.9700p+, Ap /p
2.203%)= 1.102X10 's cms 8= —0 163 (14)

o,h„,„(p+=200.2 MeV/c, p =0.9/00p+, /5 p /p
= 2.195%)=2.724X 10—"cm' 8= —0.155. (15)



151 180' POSI TRON —ELECT RO N S CATTERI N G AT 200 AN D 500 M 0 7 1107

500 McV
200 McV
&S00 &20@

og, it+sl
(10 "cm')

0.9222
2.303
0.4004

(16 "crn2)

0.9363
2.333
0.4013

0'exp t
(10 "cm')

0.9384
2.329
0.4031

~exp~/~a (1+~)

1.018~0.011
1.01'1+0.009
1.007'0.009

&expt/4'4h& 8

1.003+0.011
0.998~0.009
1.005~0.009

For this "test of QED" the polyethylene and alumi-
num data from Table V were combined to reduce the
stRtlstlcRl cllols. The systematic clI'ol used wRS thc
stRtlstlcRlly welghtcd RvcI'Rge of the scpaI'Rte systen1atlc
errors. The 6nal error was obtained by combining the
statistical and systematic errors quadratically. Table
VI gives the results of the ubsalnie measurements.
Relative errors are used in the row labeled "ratio, "
while absolN]e errors are given with the other experi-
mental values.

As Table VI shows, the a,bsotufe values are in agree-
ment with the theory if radiative corrections of the
form e' are used, but in. less good agreement with the
theory if corrections of the form 1+5 are used. While
neither the recoil spectrum measurements Lwhich favor
1+5j nor the ubsolN1e values t which favor t,'j is suK-
ciently precise to eliminate one form or the other,
nevertheless, the over-all agreement with the radia-
tively corrected electrodynamic cross sections is excel-

lent on the 1/q level. If the radiative corrections are
assumed to be precisely known, this experiment deter-
mines 1/IC in Eq. (I) to about 0.6 F.
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