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If the exchange interaction is quite small, the pair
spectrum is not sufficiently different from the single-ion
spectrum to be recognized.)

[g: On the other hand, the ground state of the Fe** ion at
either the M1 or M2 site involves the d. orbitals indi-
cated in Fig. 7. Consequently, there may be nearly
equal interaction between the metal ions and each of
their six ligands. Thus, the exchange interaction be-
tween n.n. M1 ions would be comparable to that
between an M1 and an M2 yielding a cooperative
transition involving all the ions at the same time.

In a similar manner, the behavior of the Ni*t salt
might be explained by noting that the ground state in a
cubic field consists of a “hole” in each of the d, orbitals
and that any tetragonal elongation along the z axis will
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tend to concentrate the ‘‘hole” wave function in the xy
plane. This could lead, again, to a greater exchange
interaction between two M1’s than between an M1 and
an M2.
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The apparent inconsistencies among the theories of de Haas-van Alphen oscillations in the Knight shift
due to Das and Sondheimer, to Stephen, and to Dolgopolov and Bystrik are resolved. The calculation of
the Knight shift is treated by a method which goes beyond the semiclassical approximation used by these
authors. It is found that for polyvalent metals the dominant magnetic field dependence may be due to the
behavior of the electronic wave function, rather than to the density of states.

1. INTRODUCTION

STRONG field dependence of the Knight shift has

been observed in tin.! Since the magnitude of the
effect is considerably larger than previous theoretical
estimates would indicate, and since there are apparent
disagreements among these theories a survey and ap-
praisal of this work seems timely. In addition to serving
these ends, some additional considerations are advanced
leading to a field dependence whose nature lies outside
the scope of the previous theories, and which may be
important for the interpretation of experiments.

We begin with a rederivation of the magnetic shield-
ing constant followed by an examination of validity of
the usual expression for the zero-field limit. The earlier
work on the oscillatory behavior of the Knight shift is
then discussed and, beginning with Sec. II, a different
theory for this phenomenon is presented.

‘The vector potential due to a nuclear magnetic mo-
ment may be written

A(r)=u.Xr?r.

* This study was supported by the U. S. Air Force Office of
Scientific Research Grant No. AF-AFOSR-260-66.

1 7. M. Reynolds, R. Goodrich, and S. Kahn, Phys. Rev. Letters
16, 609 (1966).

When this is placed in the Hamiltonian for an electron
in a magnetic field it gives rise to the terms

5, =5Ca+3C, ,
3Ca= Quown/fir®) L+ (e2Hun/2mc*r®) (x2+92)
3Cp= (16m/3)uopnd (1)S 4 2uoun (322—1)/r°]S.,

(the nuclear moment has been taken in the z direction
and L. is the component of angular momentum about
the z axis). The first term of the paramagnetic part is
the Fermi contact interaction, the only term ordinarily
considered in discussions of the Knight shift. The second
term of 3C, vanishes for cubic crystals and is responsible
for the so-called anisotropic Knight shift. The dia-
magnetic terms are generally dismissed on the grounds
that the orbital momentum of conduction electrons is
quenched and that the diamagnetic shielding term is
small compared to the singular Fermi term.

The Knight shift is given essentially by the magnetic
shielding constant

o=—H"(0F/dun)pn=o,

(1.1)

(1.2)

where F is the free energy and H is the applied mag-
netic field. We consider the independent-particle model
for a metal and in addition neglect lattice vibrations.
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Thus, for a nontransition metal the Hamiltonian may
be written, if we retain only the Fermi contact hyper-
fine term,

5C= 5(:0+5€n+3(:, 3

1 e \?
seo=—(v="4) +V(0),
4

2m

(1.3)
3= (16m/3)uousI- S (x),
z= Z,uQH' S 5

where A is the vector potential for the external mag-
netic field, V (r) is the periodic lattice potential, uo and
un are the electronic and nuclear magnetons, I is the
nuclear spin (unit) vector, and S is the electronic spin
operator in units of %#. We first calculate the partition
function

Z(s)=Tr{e "%},

and then evaluate the (zero-temperature) free energy
by the formula

1 potio
F—nf{=%=——

TS c—io

s2Z(s)éfds, ¢>0. (1.4)

Tr denotes the trace over spin and space variables and
¢ is the Fermi level.

Z(s) is required only_to first order in p, and may be
obtained by using the Schwinger trace formula. Taking
I and H along the z axis, we find for the ‘“nuclear”
partition function

Za(s) = — (167/3)spopn Tr{S.8(r)e—*Fetiay
Thus,
o=—(167/3) (uo/H) Tr{S:5(r)0(r—3Co—3Cz)},

where
6(x)=0,

The performance of the spin trace is elementary and
leads to the expression

o= (81”1,0/3H) Tr{6 (r)XpoH ({_3(:0)} )

where Tr denotes a trace over spatial states and X, ()
is the characteristic function of the interval —e<x<a.
Taking the eigenstates of 3¢y as (r|\)=yn(r), E, we
obtain quite generally

o= (8muo/3) imH=1 2\ |¥r(0) |2X uor (¢ — En) ,
H0

x<0; =1,x2>0.

where it should be kept in mind that ¢,(0) is field-
dependent.

In the usual calculations of the Knight shift this is
evaluated, in effect, simply by setting H=0, which
gives

o= (16mue’/3) kZ [Vx,n(0) |2 —En(R)), (1.5)
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where k, # denote the field-free band states. This may
be written

o= (87/3)x,(| ¥ (0)[?)

which is Towne, Herring, and Knight’s expression.?
However, ¥1(0) is nonanalytic at H=0 and the very
structure of the sum is field-dependent; consequently,
taking the limit in this manner is highly suspect. We
have been unable to find a rigorous derivation of
(1.6), but the following simple model and the results
of Sec. III lend confidence to its general validity.
If we assume that ¥V (r) =V (2), then 3C, is separable

(1.6)

5C0=3C,_+5C”, [501,501|]= 0 3
Hy= (1/2m){[pa— (e/c) AT+ [py— (¢/0)4, T},
3= (1/2m)p2+V (3).
For a suitable choice of gauge, A= (1n,k,, k=Fk., v),
(1) = (eH [mhc) 2 (27 1)~ 1212 (1—m0)2
XHa(n—n0)e*==¥, 1(z) ,
n= (eH/hc)112y7 No= — (hc/e‘[{)llzkiE ’
Ex=2uH (n+3)+E, (k).
If we use the integral representation

1 potiw
Xalx)=— s~!sinhas e** ds,

TS c—io

c>0

and the identity (2.4) we find, quite straightforwardly,
that

o= (4u0/3) (e/he) }{l_rflo :Z. [¥:.,(0) 2605 — E,(R)].  (1.7)

The H=0 limit is now quite trivial, for all the field
dependence is in the chemical potential. The resulting
sum is evaluated simply in terms of the one-dimensional
density of states® and we find (1.6) except that the
average is over the emfire occupied one-dimensional
band structure. However, in this model the sum in
(1.5) may be written

S O] [ ”kldkla(:—a(kz)—%kf),

T kz,v

where k, is the component of k in the x-y plane, which
gives precisely (1.7).

Das and Sondheimer? have evaluated (1.5) for free
electrons by perturbation theory (to first order in u,)
retaining the entire nuclear Hamiltonian 3C,, and have
obtained the steady part of ¢. Their result is [for free
electrons (| ¥,(0)|=1]

o= (87/3) (Xa+X,).
* ¥, J. Milford, Am. J. Phys. 28, 521 (1960).

3 M. L. Glasser, J. Phys. Chem. Solids (to be published).
4 T. P. Das and E. H. Sondheimer, Phil. Mag. 5, 529 (1960).

(1.8)
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Das and Sondheimer conjectured, further, that (1.8)
would remain valid for the oscillatory as well as the
steady part of the susceptibility and that an oscillatory
Knight shift might therefore be observable. They, in
effect, predicted density-of-states oscillation which have
been subsequently commented on by Kaplan® and
Rodriguez.®

Das and Sondheimer’s speculations have been ex-
amined by Stephen’ who calculated, in the scalar
effective-mass approximation, the exact free energy
including the complete hyperfine interaction 3C,. He
found that (1.8) is not correct. For free electrons
(m=m*) Stephen’s results are (at 7'=0°K)

c=0p+oa,
op= (dmnps/¢o){ 14-O[ (uoH /$0)21}

(no oscillatory terms),
vz — (e /3¢ {14-0 3 T(R)k~" sin (fto/ uok)
k=1
+-O[ (moH/$0)*]} ,

where 7 and ¢, are the free-electron density and Fermi
level, and® I(k)= f3'ds sV2(1—s)"2|sinkrs|ds. For m
#m*, o, has an oscillatory term with amplitude pro-
portional to H'2,

With these considerations in mind, we turn to the
calculation of Dogolpolov and Bystrik.® These authors
consider only the Fermi contact term in the hyperfine
interaction; consequently, their considerations apply
only to the paramagnetic shielding constant o,. The
semiclassical calculation, which they employ, is a slight
generalization of the effective-mass approximation; the
effective mass is simply expressed in terms of the local
curvature of the Fermi surface. For the special case of
a parabolic band, their result for the oscillatory part
of o, [Eq. (10) of Ref. 97 agrees exactly with Stephen’s
result [Eq. (27) of Ref. 7]. Both the calculations of
Stephen and Dogolpolov and Bystrik contradict Das
and Sondheimer’s speculation concerning the amplitude
of the oscillatory part of the Knight shift. What
Dogolpolov and Bystrik in effect did was to equate
their ¢ with Stephen’s o4.

In the remainder of this paper this problem is con-
sidered from the point of view of the nearly-free-electron
approximation. For simplicity, only the Fermi contact
term in 3C, is considered; the calculation can easily
be extended to include the other terms, but the interest-
ing features already occur in this approximation. From
the previous work on this problem, one has the feeling

5 J. I. Kaplan, J. Phys. Chem. Solids 23, 826 (1962).

6 S. Rodriguez, Phys. Letters 4, 306 (1963).

7 M. J. Stephen, Phys. Rev. 123, 126 (1961).

8 M. L. Glasser, J. Math. Phys. 43, 158 (1964).

9D. G. Dolgopolov and P. S. Bystrik, Zh. Eksperim. i Teor.
Fiz. 46, 593 (1964) [English transl.: Soviet Physics—JETP 19,
404 (1964)7].
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that any oscillatory behavior of o, must somehow be
related to the susceptibility factor in (1.6), and thus
arise from the behavior of the density of states at the
Fermi surface. However, the semiclassical approxima-
tion has severe limitations for Bloch electrons in a
magnetic field. Peierls,’® and Kohn' and others have
shown that the correct Hamiltonian (for a magnetic
field in the z direction) has the form 3¢= E(H,k) where
k is a (wave vector) operator whose components obey
the commutation relations [k.,ky|=1eH/hc, [k, or
ky,k.]=0. For H=0, 3C gives the ordinary band struc-
ture. The semiclassical approximation in effect replaces
E(H,k) by E(0,k). It is the field dependence which
gives rise, for example, to the lattice banding of the
Landau levels and magnetic breakdown. Pippard! has
shown that the Landau level band structure, at least
for nearly free electrons, depends sensitively on the
magnetic field, and one is led to conjecture that some
field dependence of o, might arise via the wave-function
factor in (1.6), which lies outside of the effective-mass
approximation. Furthermore, since the wave function
depends on the lattice potential to the first order, while
the density of states displays only a second-order de-
pendence, such an effect should be of importance in a
situation to which the nearly-free-electron approxima-
tion is applicable. The shielding constant has been
treated more or less exactly for Bloch electrons by
Hebborn® and Stephen, but their treatments are
limited to H=0 and the non-semiclassical effects are
missed.

The nearly-free-electron approximation leads to an
approach which has the advantages of comprehensive-
ness, as far as including quantum effects, and reasonable
simplicity. The free energy is simply expanded, by
thermodynamic perturbation theory, in powers of the
lattice potential. Unfortunately, this procedure has the
disadvantage that convergence depends on conditions
sufficiently restrictive to limit the validity of the results
to weak or to very high fields strengths, and we can
obtain only the steady behavior for moderate magnetic
fields, and oscillatory behavior only in the so-called
magnetic breakdown limit in which the Zeeman energy
exceeds the largest energy gap and where the deHaas—
van Alphen effect is dominated by the giant orbit oscilla-
tion. This method has already been applied to the
magnetic susceptibility.!® The calculation, as described,
bears out the above conjecture: A field dependence of
op is obtained to first order in the periodic lattice
potential.

10 R. Peierls, Z. Physik 80, 763 (1933).
11'W. Kohn, Phys. Rev. 115, 1460 (1959); E. I. Blount, bid.
%%3623636 (1962); L. M. Roth, J. Phys. Chem. Solids 23, 433

(1;2 612) B. Pippard, Phil. Trans. Roy. Soc. (London) A256, 317
By, E Hebborn, Proc. Phys. Soc. (London) 80, 1237 (1962).
4 M. J. Stephen, Proc. Phys. Soc. (London) 79, 987 (1962).
15 M. L. Glasser, Phys. Rev. 134, A1296 (1964); M. L. Glasser
(unpublished).
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II. CALCULATION

We consider N noninteracting electrons moving in a
weak potential ¥V (r), which occupies a large volume £,
in the presence of a nuclear magnetic moment ua,,
oriented along an external magnetic field represented
by the vector potential A= (—Hy, 0,0). Each electron
is, accordingly, described by the Hamiltonian J¢=3C,
+3C,+V (r), where

3= (1/2m)[p— (¢/c) AT+ 2uoHS.,
V(n=2x Vke™r,
3= (167/3)uopnd(r)S..

2.1)

The eigenstates of 3C; are the free-electron Landau
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levels
(r|N=(x| koynykezy0)
= N e 120102l (n— o)t arthadlX,, |
Ex=E,(nk.)=2ucH (n+%)+#%2/2m+uHo, (2.2)

n= (GH/hC)W)’, No= — (hc/eH)ugkx ’
No= (eH /mhc) 4132ty [)-1/2,

the H, are Hermite polynomials and X,(¢c=2=1) are
spin states. We require the expansion of the partition
function

Z(ﬁ)=Tr{eXP(_ﬁR)}; B= 1/k3T7

to second order in V(r) and first order in 3C,. This is
conveniently obtained by using Schwinger trace
formulalé

© 8 Bn—2
Tr{expB(A+B)}=Tr{e#4}—8 Tr{Be#4}+p X [(—1)"/n] TF{BG_“/ By - / ABn1B(B1)" - -BBn-1)
1] 0

n=2

where B(B8)=e¢#4Bef4. Carrying this out to third order, we find that the relevant terms are

1
Z(B)=Zo(B){14+368* 3 G(K,8) Vi?} —B Tr{3Caec—s%r} + 42 Tr[ / du:fc,,e-ﬂﬂ—u)C‘CLV(r)e—BuﬁcL}
K#0

0

1 ul
-3 Tr{:fcn / du, / duge—ﬂﬂ—“ﬂmV(r)e—f’(“l—"z)mV(r)e‘f’“ﬂCL}=Zz(6)+Zn‘°’(ﬁ)—l—Zn“)(ﬁ)—l—Z,.(z)(/3). (2.3)
0 0

Z4(8), which is independent of 3C,, is described in Ref. 15 and is not required here.

We first describe in detail the evaluation of

Z,9(8)=— (16m/3)ounB Tr{s(r)S e—r%r}

which gives the shielding factor for free electrons. If Landau states are used to evaluate the traces, we have for

any operator 4

Tr{deter} = (Sa2)~L(eH /frc)2 ¥ / dk, f by 3 (2l (kanky | A)e—bEe ko),

where

© n=0

M= /daf 20 [  (n—no) e Ravtkae) X * 4 =112 (=102} | (y—nq) et kemthe) X,

The calculation of the free energy is referred to unit volume and all volume factors have been dropped ; a summa-
tion over spin indices is implied in the integration in M. In the present case,

M (konk.o|S.8(r)) =306 2H 2 (—n0).

The k. integration and ¢ sum are trivial; the #» summation is easily performed by use of the relation

i (2mn))~le 2N H , (2)H o (y)eme = 2-1/2 (cscha) 2ee/2 exp[— 3{ (x+)? tanh (3a)+ (x—9)? coth (3a) Y. (2.4)
n=0

The k. integral now becomes Gaussian and we obtain

Zn® = (81/3)poun (m/ 2772 *u HBY2

16 A. Saenz and R. O’Rourke, Rev. Mod. Phys. 26, 381 (1955).
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which agrees with Stephen’s” Z,(8) for m=m*. For T=0°K the thermodynamic potential is given by (1.4).
Correspondingly, we obtain

Bn @ = — 12 (dpopn/3) (eH [hc) 2m /722, (2.52)
‘71)(0) = (87"/3)xp ’ (2.5b)

X, being the free-electron spin susceptibility. (2.5b) agrees with (1.6) since for free electrons (|¢r(0)|2)=1.
The evaluation of the first-order correction to ¢, proceeds by a natural extension of the above calculation.
We have simply to evaluate

2,0 (8) =g / au T (3 XY |V (5) [yt

The matrix elements are, in this case,

(N 3ealNy= (16m/3)popne 200D H (= 0o) Hor (— 10 )N N w ,

N[ V(@) | N=2x)2 > Vkd(ks— kz'—Kz)ﬁ(k,—k,'—K,)NnNn,/ dy e V21U I (n—no) H o (n— 1o’ Jeo?.
K —o0

As before, the k., integrations and ¢ sums are trivial, the #, »’ summations are carried out easily by using (2.4),

and the remaining k&, £, and y integrals are all Gaussian. Thus we obtain, after a great deal of simplification,

1
7. (ﬁ) = _33/2 (eH/ﬁc) (21rm/h2)”2 (ﬂoﬂn/ﬁﬂ') Z VK/ du F(u)e—ﬂu(1~u) e11(K) g—[ e, (K) / uoH] f(u)’ (2_5)
X 0

where e, (K)=72K 2/2m, ¢,(K)=#*(K2+K*)/2m, and

F ()= 1+cschBuoH sinhfucH (1—2u),
f(w)=% cschBuoH[ coshBuoH — coshBuoH (1—2u)].

Changing the variable of integration to s=1—2u« we find that the second term coming from F («) vanishes by sym-
metry and we are left with

Zn(l) (:3)=6312(6H/h6) (21rm/h2)1/2(u0”n/127r) Z VKG(K)ﬂ) ’

G(K,8)=exp{—1Beu (K)—3[e.(K)/uoH ] cothBuH} 2.6)

X / ds exp{2Bei (K)s2+3[ e, (K)/uoH] cschBucH coshBuoHs} .
(1}

The third-order term may be handled in a similar fashion and, indeed, can be simplified to a remarkable extent,
but the result is still too complicated to justify its inclusion in the following analysis and will no longer be considered.
Expanding (2.6) to second order in the magnetic field strength leads to the expression

1
Za D (8) = — B2 (eH /1) (2mm/#)"* (wonn/6m) 2 Vx[lF 1(L3; _%ﬂé)+%ﬂ3€l(K) (uoH)? 1F1(3,3; —.‘;ﬂe)] )
where ¢(K) = ;4 ¢.. Hence the low-field shielding factor, to first order in the lattice potential, is (see Appendix)

16
7= (87/3)Xp{|¥r(0) Iz)—zg(uoHP % (V/$) e (K)s 2 e(K) I (a)} ; @7

where

(l¥r(@[=1-% %(Vx/s“)a”2 In| (1+a)/(1—a'®)|,
h (d) = (33/aas)a5/z oF'1 (%;3;%’ (l) ’ a<l )
h(a)=a=%(8%/0(a7)*)a"? oF1(3,3,3; ¢71), a>1,
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and a=4{/e(K). In spite of its apparent complexity, %(a) is a slowly varying function except near a=1 where it
diverges logarithmically. This divergence corresponds to the usual breakdown of the nearly-free-electron approxi-
mation when 2kr=K.

The first-order contribution to the partition function, Z,™ (8), has singularities along the imaginary axis in the
complex 3 plane and, therefore, gives rise to oscillatory terms in the free energy. For simplicity we assume that
V() has only Fourier components with wave vectors perpendicular to the magnetic field. Then, introducing the
notation A=¢{/ucH, b= e(K)/uoH, the first-order contribution to the free energy may be written

8w
500 =Gl o0/ 25) ]| Z Vel (K);
K
(2.8)
o1 1
27l (K)= ds f du 57112 exp[As+b cschs(coshsu— coshs)].
c—10 0

By the mean-value theorem

1

/ du exp[[b cschs coshsu_|=exp[b cschs coshsuo ],
0

where 0<#(s) <1. The singularities at s= ki are therefore essential ; however, except at s=0, the integrand van-
ishes if they are approached in the right half-plane, as may be seen by expanding the exponential about one of these
points. Consequently, the s contour may be taken to lie along the imaginary axis (the remaining singularity at the
origin is integrable). We divide I(K) into two parts [=I,+1I; where I, is the integral from s=—=i to s=¢ and
I, is the rest. We further break up I, into a sum of integrals from ki to (k+1)ri(k# —1, 0) and by means of the
substitution s — ¢(k7r-+s) we find that

1 ® ™ 1
Io=2— >, exp(iAr+3im sgnk)/ dsf du|s+kr |12 exp{ixs—ib(—1)* cscs[ cosu(s+kr)— (—1)* coss]}. (2.9)
™ —® 0 0
k%0, —1

Now consider the # integration

Ui(s)= / 1 exp[4bhx(s,u) Jdu

where % (s,u) = (—1)*+! cscs cosu(s—+km). Since b will be at least of order 10% or higher, this may be treated by the
method of stationary phase, according to which

Ui(s)=2 [2m/b| ke’ (s,u;) | Je; exp[iblx (s,u)+kim sgius” (s,u;) ]+-0(67).
i
The sum is over the roots of /4’ (s,2) =0 which lie in the range of integration and e; is % or 1 according as #; is an
endpoint or not. Now, /' (s,#)=0 has the roots #;= jr/(s+kr) for which

hi(s,u;) = (—1)7*H cscs
! (s,u5) = (—1)7+*%(s+km)? cscs,

and it is clear, by inspection, that j=0,1, ---, kfor k>0 and | j| =0, 1, - - -, |k| —1 for £<0. Also e¢y=3% only. In
this way we obtain

Ui(s)~ (sgnk)[2w/b(s+kr)*J2(3 -+ Re) exp[ 1imr—ib cscs ], (2.10)
where Re denotes the real part. Inserting (2.10) into (2.9), we find

2(2wb) 21 ¢’_—‘=‘§' exp[iNer—+1mi sgnk](sgnk) I e l4(k+1) ] ds(sins) 2| s+ k| —3/2¢ibo1 ()
—00 0

+e‘i”/4kf ds(sins)! 2| sk | ~32¢Po 0} - (2.11)
0
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where g;(s) =%as+cots+ (—1)7 cscs. Now in the second integral replace s by #—s and in the corresponding term
in the sum over % replace k by — (k+1). Then the simple result

™

(2xd)2Iy=Re Y. expliNer+ (14sgnk)wi/4](k+1) sgnk / ds(sins)'2| sk | 3/2¢ 01 (s)
k=0, —1

70, —: 0

is obtained. When a< 1, meaning that the corresponding zone plane does not interesect the Fermi surface, g1(s)
has no stationary point in the range of integration. The dominant contribution to the integral in (2.11) comes,
therefore, from the neighborhood of the origin where g1 (s)~s. The integral is thus of order 5=%2, which is completely
negligible. When a>1, on the other hand, gi(s) is stationary at s=s, where
cosso= (2—a)/a,
g1(so)=3aso— (a—1)'2, (212)
&1 (s0)=—}a(a—1).

We find, again by the method of stationary phase,
/ ds(sins) 2| sk | 3201~ [270/5112(2/ a) | so+ b | 372 exp[ibgi (so) —37i ],
0
which gives

Io

2 (B+1) (F—1)
{ cos[ Aemr+bg1(so) 37 | +——— cos[ Ner— bgl(so)—l—iw]} . (2.13)

=1 | so+ Far | 312 | br—s0|3/2

We next require I; which may be written
1
wl;=Im / ds / du s712 exp[As+b cschs(coshsu— coshs) ], (2.14)
ot 0

where Im denotes the imaginary part and ¢* is a path, lying in the right-hand s plane, from anywhere on the real
axis to wz. We now let

U= / 1 exp[ Xk (s,u) Jdu,

where |X|=|b cschs[>>1 on ¢t and %(u,s)=coshsu. Considering U by the method of steepest descents, we find
that #=0 is a saddle point of order unity. Writing s=oe* and w=a--13, it is not difficult to show that the steepest
paths through this point, given by Imh(s,%)=0, are

B=a tan(x/2—0),

= —q tand.
If we distort the # contour to run along the former, we find easily that

U~%i[2a/| x| T2 (ex/s),
and (2.14) becomes

(2nb)12I =~Re / dss%2| sinhs | 1/2¢bo ()

4

where g(s)=3%as—coths+cschs. For a<1, g’(s)=0 has a real positive root oo given by coshso=(2—a)/a which
may be chosen as the end-point of ¢t, so this term exhibits only steady behavior. For a>1, go=1so, where s is
described in (2.12), and in addition g(ix)=1g:(x). The steepest paths have zero slope on the imaginary s axis; so,
distorting the contour to pass horizontally through s=1so, we find

2
/ ds|sinhs | 1/25—3/2¢%0 () ~—5¢=312[ 270 /b V2 exp[4bg1(s0) — 3im/4 ],
ot a
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and

I,22—[2/abs**] cos[bgi(so)+1m].
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(2.15)

Combining (2.13) and (2.15) with (2.8) we find that, for a(K)>1, the oscillatory part of o»® is given by

8
o= D) =t 208 | (V)7 cosCn/ ol + ]
X

2 Brso] 2

where

cos[méct/uolH+1m 4+

(k—1)

Ikﬂ'—sg]slz

coslrt/wo+e1} |, (2.16)

1
£o=2—e(K)g1(s0) and §&E=kr+&.
v

III. DISCUSSION

Equation (2.7) has some interesting consequences.
In a previous study of the effect of a crystal potential
on the magnetic susceptibility'®7 it was found that the
spin susceptibility is affected to only second order in
V. Since, furthermore, (| ¥#(0)|2) has no expansion in
ascending powers of the magnetic field, (2.7) is incon-
sistent with Eq. (1.6) and the latter can be correct
only for H=0. The error is of order (uoH/€)*(6/¢), where
§ is a typical band gap, and for H~10° G, e~10
eV, {~5 eV, §~0.1 eV, the field dependence amounts
to about one part in 10°, which is completely negligible.
Such a field dependence might possibly be detected in
a metal having a low Fermi level, large lattice spacing
and large band gaps.

In the effective-mass approximation,” o, does exhibit
an oscillatory and steady field dependence and it might
be argued that this is equivalent to the first-order de-
pendence discussed in this paper. However, doubt is
cast on this interpretation by the following considera-
tions: The effective-mass approximation for nearly free
electrons in a magnetic field has been examined by
Zilberman,!® as follows. The states of a free electron in
a uniform magnetic field are highly degenerate in the
quantum number k.; this degeneracy may be lifted,
however, by applying an infinitesimal field W (x) so
that ordinary perturbation theory can be applied to
include V(r). Referring to the Landau states given
earlier (now labeled E),©®) we have

Ev=E (0)+<)\| V( )I}\>_|_ Z M
M § VA By O — By ©

where E\© = 2uoH (n+3)+#2k .2/ 2m~+ Wi, 1, After some
rather tedious simplifications, Zilberman is able to
express this in the form

ehH
Ey=

2n+1)+7282/2ms*+V o+ A, cos (draiks),

2mi*c =1

17 R. Abe, Progr. Theoret. Phys. (Kyoto) 29, 23 (1963).
18 G. E. Zilberman, Zh. Eksperim. i Teor. Fiz. 23, 49 (1952).

where m*=m(1—c1)™, mz*=m(1—¢3)™! and «; is in-
dependent of V(r). All that need concern us here is
that Vo is a constant and the quantities ¢y, ¢3 and 4;
are all proportional to V'x2 Thus, if the m* of Stephen’s
work is interpreted as some function of Zilberman’s
effective-mass coefficients, Stephen’s expression (27) for
oo can only lead to a field dependence which is of second
order in V(r). Hence, the first-order effects we have
obtained lie outside the scope of the effective-mass
approximation.

To discuss the oscillatory effects, we require an in-
terpretation of (2.16). This is easily obtained with
reference to Fig. 1. We find from (2.12) that cos}se
= (K/2kr), and so may be identified as the angular
aperture of the overlap, or lens, surface as seen from
the center of the zone. The area of the lens is clearly
A =Fkp*(so—sinso) =1 K?g(s0). Consequently, the fre-
quency fr, of the oscillation corresponding to the effec-
tive Fermi level &, is given by (%ic/2me)A 1, and the
oscillation may be identified as due to the lens orbit.
The oscillation in £t is due to an electron making %
circuits of the Fermi sphere before tunneling to the
lens, and the oscillation in &~ corresponds to an elec-
tron circling the Fermi sphere 2—1 times and then fol-
lowing orbit (¢) in Fig. 2. The giant orbit oscillation
also occurs, but its amplitude is smaller than the others
by a factor of 10% To obtain oscillations corresponding
to more complicated orbits, as well as the de Haas~
van Alphen oscillation when ¢(K) <1, requires going to
higher order in V (r).

It is clear that in first order, the oscillatory behavior

Frc. 1. Fermi-
surface geometry for
the case a(K)>1.
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F1G. 2. Orbits cor-
responding to the os-
cillations which oc-

<> cur in first order. (a)
Giant orbit, (b) Lens
orbit, (¢) Dumbbell
orbit.
() (b) (©)

is dominated by the lens orbit oscillation ¢ for which

we have
ampoy 6 (mu H)V?

T eH=0) 8oy

where § is a typical band gap. Taking typical values of
0220.1 eV, uoH=210"* eV, =8 eV, we find r=ss3?
X1075. The effect will clearly be dominated by the
oscillation for the zone plane which has the smallest
overlap, and thus the smallest value of so. An overlap
surface subtending an angle of a few degrees, which is
not unreasonable to expect in tin, would give an 7 of
the observed magnitude.

It should be pointed out that the limitation to a two-
dimensionally periodic potential is not necessary, and
the calculation can be extended to include the variation
of V(r) along the field with only a slight increase in
complexity. On the other hand, the convergence of the
nearly-free-electron approximation, as applied to the
free energy, is extremely difficult to assess. The method
has been used principally to bring out certain features
of the shielding constant which are likely to be inde-
pendent of the approximation scheme. Thus the extra
labor in extending these results to more realistic poten-
tials is probably not justified. For the same reason it is
not proposed that (2.7) or (2.16) can be taken as a
starting point for a numerical calculation from band-
structure data.

APPENDIX

For example we evaluate the integral

1 cti0
J=—— 252¢22 1 F1(3,%; A2)ef*ds.
2771 c—1ic0
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Using the convolution theorem we find

3 c+i0
J= _)\—7/46_§3{5_: 5—1/2{3-7/46—1/2)\zM5/4,5/40\2)}
ML) c—ioo

Xef‘dz]

9B rt
— / £10) foe—w)du,
a3/ o

where M ,,.(2) is a Whittaker function, and
Ji(w) =87z M 54,54(N2) }

or
B(3,3) f1() =X (\—u) 9 (A— )0 (u)
and
fo() =L, Mz} =0(u) (wu) 2.
Hence,

& rt
w12B(3,3)J = >\‘5/2—3 / wW2ON—u) A — ) V2(C—u)V2du.
a3/ o
Let
a
I= / [(—u) (d—u) TV?u2du.
J0
If w=dx, then
1
Bi2] = @2 f [(1—2) (14ax) 20 1dz,
0

(a=—d/b, s=3).

This may be obtained from a table of Mellin transforms,
for example, and we find

b2 =d%2B(3,3) oF1[3,3,3; (4/b)], d<b.
Thus,

3 §

w2 ] = —)\—5’2—[§’ SIENTU2 oF 1(%,3,%; —):I y §<A,
ag? A
ik A

A2 = _>\—5/2__|:)\5/2§—1/2 2F1(%,3,%; —):I , A<¢.
ags $



