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Electron-Induced Cascade Showers in Copper and Lead at 1 GeV*
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The radial and longitudinal development of electron-photon showers has been measured in copper and
lead at 1 GeV. A new technique using the thermoluminescent property of LiF has been employed to measure
energy deposition. The resultant radial distributions and transition curves show good agreement with Monte

Carlo calculations.

I. INTRODUCTION

HEN a high-energy electron or photon enters an
absorber, an electromagnetic cascade shower is
produced. The basic interactions of the electrons and
photons are well established, but the analytical solutions
of the diffusion equations which describe the shower are
prohibitively difficult to obtain. Rossi and Greisen
concentrated on the longitudinal shower development
using various approximations. The lateral and angular
spread was derived by Kamata and Nishimura? but has
application only to high-energy cosmic-ray phenomena.
Another analytical set of solutions has been presented
for the longitudinal development by Belenkii and
Ivanenko.® The most useful calculations are the Monte
Carlo studies, which take into account the important
cross section data, and which do not introduce as many
oversimplifications. These were first done by Wilson*
and then more elaborately by Messel ef al.,° and Zerby
and Moran.® Most recently Nagel” and Volkel® have
improved the shower calculations in lead by lowering
the cutoff energy.
Experimental measurements of shower propagation
have been made using ionization chambers,® scintilla-
tors,!® photographic film* spark chambers,?? cloud

* Work done under the auspices of the U. S. Atomic Energy
Commission.
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chambers,!* nuclear emulsions,'* Cerenkov counters,!
and bubble chambers.}” All of these methods have some
disadvantages, especially for measuring radial develop-
ment of the showers. Some of these disadvantages are
limited intensity range of the detector, large energy de-
pendence, large physical size, laborious methods, and
disturbance of the shower by the detector. In addition,
those methods which make measurements point by
point require long machine time and careful monitoring
and data normalization to correct for variations in beam
intensity.

The recent development of thermoluminescent do-
simetry (TLD)'® seemed to offer an excellent tool for
the investigation of shower development, and a pre-
liminary experiment using LiF (TLD-700 Harshaw
Chemical Co.)" has been published.?’ This detector was
chosen because it has a flat energy response (Fig. 1), is
linear over a wide dose range (Fig. 2), and has good
precision over this range (Fig. 3).
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F16. 1. Energy dependence of LiF. Taken from
Cameron, ¢f al. (Ref. 22).
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F1G. 2. Thermoluminescent response of LiF, measured
with Co%® gamma rays.

Essentially the introduction of a small volume of LiF
into an absorber satisfies the requirements of a Bragg-
Gray cavity? and hence is a measure of the energy loss
in the surrounding medium. An advantage of using
TLD to measure energy deposition is that beam-
intensity monitoring is unnecessary, other than re-
quiring the absorbed dose in the LiF to be less than
saturation (~10° R) at shower maximum. This is true
because the LiF detectors are integrating devices, have
high sensitivity and hence respond to small doses, and
all of the detectors can be exposed in the absorber
simultaneously.

This experiment uses the TLD method to measure
the three-dimensional cascade in lead and copper at 1
GeV using the Stanford Mark III electron accelerator.
The results should be useful in determining the effi-
ciency of a total-absorption-type detector.

II. EXPERIMENTAL PROCEDURE

Powdered TLD-700 LiF was funneled into thin-
walled Teflon tubing (0.048-in. 0.d., 0.034-in. i.d.) using
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F16. 3. Measurement precision using the TLD technique.

2 F, W. Spiers, in Radiation Dosimetry, edited by G. J. Hine
and G. L. Brownell (Academic Press Inc., New York, 1956).
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Fi16. 4. The copper absorber showing the relative positions of the
LiF detectors. (a) Exploded view; (b) assembled view.

a vibrator tool to obtain uniform packing, and the tubes
were plugged at both ends. The bulk density was
measured to be 1.64 g/cm?. The copper consisted of
plates which were stacked to form a 12-in.X12-in.X 24-
in. absorber (Fig. 4). The middle plate was grooved to
hold the tubes. The lead absorber was in the form of
6-in. X 6-in.X$-in. plates, separated by air gaps of
0.050 in., in which the LiF-loaded tubing was positioned
(Fig. 5).

Using a glass plate, the beam-spot size was found to
be almost circular with a diameter of less than % in.
The beam energy was 1000410 MeV. Beam alignment
is more critical in this experiment than in similar experi-
ments where the beam position may be found by trial
and error during the course of the experiment. For
accurate positioning, two ZnS screens were placed at
the front and rear of the absorber, and with the ab-
sorber removed, the beam line was determined. Using a
transit, the LiF-loaded absorber was then positioned
such that the beam struck the middle of the first and
last detectors located in the absorber.

After the exposures were made the detectors were re-
moved from the blocks and subsequently analyzed over
a period of one month. There is less than 5%, per year
decay of the thermoluminescence at room temperature.??

i o Plates separated by 0,050"

air gaps into which dosimeters
are placed

LiF Dosimeters

F16. 5. A cutaway view of the lead absorber showing the
relative positions of the LiIF detectors.

22 J, R. Cameron, D. Zimmerman, G. Kenny, R. Buch, R. Bland,
and R. Grant, Health Phys. 10, 25 (1964).
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TasBLE 1. Lead.

Radial Normalized Radial Normalized Radial Normalized Radial Normalized
increment energy increment energy increment energy increment energy
(units of deposition (units of deposition (units of deposition (units of deposition
0.185 cm) (Roentgens) 0.185 cm) (Roentgens) 0.185 cm) (Roentgens) 0.185 cm) (Roentgens)
String No. 1. String No. 5. String No. 8 String No. 11

Depth 50.25 inch. Depth=1.25 inches. Depth=2.00 inches. Depth=2.75 inches.
0-6 0.36 0-6 0.55 22-23 143.0 38-39 15.9
6-12 2.23 6-9 1.12 23-24 196.0 39-41 10.37

12-18 320.0 9-12 2.15 24-25 128.0 41-43 5.15
18-20 23.5 12-15 5.54 25-26 66.4 43-45 2.83
20-24 3.02 15-17 14.77 26-28 26.7 45-48 1.57
24-30 0.52 17-18 320 28-30 11.54 48-51 0.93
30-42 0.12 18-19 67.9 30-33 4.99 51-57 0.4
19-20 143.5 57-63 0.16

String No. 2. 20-21 463.0 String No. 9.
Depth=0.50 inch. %é"%g ig‘égg Depth=2.25 inches.
g?z 8 g‘; 23-24 550.0 0-6 0.43 String No. 12.
: 24-25 181.9 6-9 0.89 Depth=3.00 inches.
12-15 1.55 : 9-12 1.71 0-6 0.20
15-18 5.54 25-27 81.9 12-15 3.93 6-12 0.52
18-20 224 a2 2B, 15-18 10.55 12-15 102
20-21 65.7 235 229 18-20 30.0 15-18 172
21-22 210.6 32-3 T 20-21 53.2 1821 362
22-23 1170.0 35-38 2.3 21-22 96.5 21-24 o1l
23-24 3000.0 String No. 6. 22-23 112.9 24-26 20.8
24-25 790.0 g INo. 23-24 61.6 26-27 12.8
25-26 147.0 Depth=1.50 inches. 2405 34.0 2729 84
26-28 33.8 0-6 0.40 25-27 18.8 29-32 3.99
28-30 9.76 6-12 1.55 27-30 8.04 32-35 1'80
30-33 2.74 12-15 4.35 30-33 3.30 35.38 107
33-39 0.70 15-18 14.07 33-36 1.58 38-41 O:S'/
. 18-21 3.7 36-42 0.66 41-47 0.25
String No. 3. 21-22 298.0 42-48 0.25

Depth=0.75 inch. 22—%3 ;fgg
0-6 0.38 23-24 : ing N
6-9 0.77 24-25 285.0 Deting No. 10, String No. 13.
9-12 1.85 25-27 91.4 o é’ : 096 Depth=3.25 inches.
12-14 3.96 27-30 22.6 6-12 0.69 0-6 0.10
14-16 10.84 30-33 5.57 1215 149 6-12 0.24

16-18 25.7 33-36 2.14 15-18 288 12-18 0.54
18-19 1.7 3642 0.84 18-20 565 18-21 1.14
19-20 . . ’ 21-24 2.14
20-21 2525.0 String No. 7. o 1840 24-26 417
21-22 4600.0 Depth=1.75 inches. 5394 207 26-28 7.80
sn M m ee | odm @ | ER ey
2426 512 9-12 1.94 25-26 60.6 234 288
“ < . 26-27 37.5 32~ -

26-28 12.7 12-15 4.24 27-28 242 34-37 1.67
28-30 4.98 15-18 10.8 28-30 1264 37-40 0.98
30-33 2.14 18-20 32.8 30-32 589 40-46 0.46
33-39 20-21 71.5 32-34 318 46-52 0.19
39-45 0.22 %5—%3 ‘%8(2)(‘/; 34-37 1.95

. - : 37-40 091

String No. 4. 23-24 465.0 .

Depth=1.00 inch. 24-25 237.0 40-46 0.42 String No. 14.
0-6 0.20 25-26 106.9 . Depth=3.50 inches.
6-12 0.78 26-28 43.6 b Stiulgzl\;g.'ll}.l 0-6 0.18
12-15 176 28-30 15.9 epth=2.75 inches. 6-12 0.42
15-18 4.84 30-33 5.80 0-12 0.09 12-15 0.73

18-21 19.52 . 12-18 0.30 15-18 1.35
21-24 236.0 String No. 8. 18-24 0.69 18-20 2.16
24-25 2470.0 Depth=2.00 inches. 24-27 1.60 20-22 3.92
25-26 3070.0 0-6 0.46 27-30 2.77 22-24 5.86
26-27 760.0 6-12 1.31 30-32 5.44 24-26 4.39
27-30 106.5 12-15 3.48 32-34 8.97 26-28 2.60
30-33 14.07 15-18 8.49 34-35 17.0 28-31 1.50
33-36 4.82 18-20 24.1 35-36 23.2 31-34 0.83
36-39 1.72 20-21 39.4 36-37 323 3440 0.40
39-45 0.59 21-22 76.1 37-38 29.5 40-46 0.16
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TasiE II. Copper.
Radial Normalized Radial Normalized Radial Normalized Radial Normalized
increment energy increment energy increment energy increment energy
(units of deposition (units of deposition (units of deposition (units of deposition
0.185 cm) (Roentgens) 0.185 cm) (Roentgens) 0.185 cm) (Roentgens) 0.185 cm) (Roentgens)
String No. 1. String No. 4. String No. 7. String No. 11.
Depth=0.25 inch. Depth=1.50 inches. Depth=3.00 inches. Depth=235.00 inches.
0-3 0.46 24-26 173.0 0-6 0.75 19-20 80.2
3-5 2.52 26-27 1000.0 6-12 3.70 20-22 39.2
5-6 8.54 27-28 3550.0 12-15 18.8 22-24 15.5
6-7 35.1 28-29 1710.0 15-18 133.0 24-26 7.14
7-8 397.6 29-30 379.0 18-19 650.0 26-30 3.16
89 662.3 30-32 83.42 19-20 1300.0 30-36 1.06
9-10 46.42 32-36 10.0 20-21 900.0 36-42 0.37
10-11 10.94 36-42 1.08 21-22 359.0
11-13 6.38 42-48 0.25 22-24 112.0
13-15 0.53 %/7}—27 24.6
. : -30 5.55 String No. 13
String No. 2. String No. 5. . g 0. 19
Depth=0.50 inch Depth=2.00 inches. 393 oos Depth=6.00 inches.
0-18 0.102 0-12 041 &‘152 8'53
18-24 1.02 12-18 3.09 12-18 2'27
24-27 23.0 18-24 181.0 . 18_20 6.01
27-28 241.0 24-25 2400.0 String No. 9. - .
28-29 1900.0 25-26 2360.0 Depth=4.00 inches. 20-22 10.6
29-30 354.0 26-27 755.0 0-6 046 o 03
30-31 53.9 27-28 219.0 6-12 1.38 24:25 57'1
31-33 10.7 28-29 85.3 12-18 6.33 2526 77.6
33-36 1.41 29-31 28.2 18-21 29.6 2627 451
36-48 0.19 31-33 8.82 21-24 172.6 27-28 244
) 33-39 1.96 24-25 441.0 %30 36
String No. 3. 39-48 0.38 25-26 288.0 - 13.
Depth=1.00 inch 26-28 109.0 30“3i 6.4
0-12 0.35 ) 28-30 34.0 gfé e
12-18 8.98 String No. 6. 30-33 127 3 83
18-20 157.0 Depth=2.50 inches. 33-36 423 T o
20-21 1460.0 0-12 0.13 36-42 1.53 3
21-22 3400.0 12-24 0.83 42-48 0.52
22-23 626.0 24-30 8.2
23-24 137.0 30-32 42.2 .
24-27 23.7 32-34 188.0 . String No. 15.
27-30 e 34-35 710.0 String No.‘ 11. Depth=8.00 inches.
30-33 0.84 35-46 1780.0 Depth=35.00 inches. 0-12 0.30
33-45 0.23 36-37 1720.0 0-6 0.96 12-18 1.23
. 37-38 589.0 6-12 4.70 18-21 4.33
String No. 4. 38-40 165.0 12-14 145 21-24 17.0
Depth=1.50 inches. 40-42 36.3 14-16 36.4 24-27 6.05
0-12 0.21 42-48 6.74 16-17 76.1 27-30 2.00
12-18 0.81 48-54 0.94 17-18 136.0 30-36 0.75
18-24 12.7 54-66 0.23 18-19 140.0 36-42 0.30

Each Teflon tube was cut into segments, the LiF vi-
brated out and weighed, and the light output measured
with a commercially available TLD reader (Controls
for Radiation, Inc.). The smallest segment that was
capable of being handled was 0.185 cm in length; it
yielded about 0.9 mg of phosphor. This placed a limit
on the resolution of the detector. The smallest segments
were taken around the peak of the profile, but larger
segments were required on the sides because the energy
deposition was considerably less and good resolution was
not necessary there. Radial resolution is poorest at the
front of the absorber where the shower has not spread
very much, and becomes progressively better further
into the block.

LiF powder from each cut was weighed on a torsion
balance (Vereenigde Draadfabrieken, Holland) which
can weigh to £0.025 mg, i.e., to about 439, for the

smallest samples. Figure 2 was then used to determine
the absorbed energy, and a profile curve obtained from
all the readings in a string. Zero radius was independ-
ently determined for each string by plotting the segment
readings, and finding the line about which the resultant
curve was symmetrical.

III. EXPERIMENTAL RESULTS

Table I lists the data from the radial energy deposi-
tion measurements in LiF at various depths in lead.
Table II lists the same thing for copper. The energy
deposition has been normalized to sample weight. In
Figs. 6 and 7 the normalized energy deposition versus
the radial distance is plotted for lead and copper, re-
spectively. The center of each of these profile curves
was chosen by symmetry. Data points for representa-
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tive depths are included on each figure. The measure-
ment errors are only slightly larger than the data circles
themselves.

IV. COMPARISON OF EXPERIMENT WITH
MONTE CARLO CALCULATION

A comparison between calculation and experiment
requires that a consistent choice of radiation length and
critical energy values be used. Dovzhenko and
Pomanskii® have pointed out that in the calculation of
the radiation length units, various authors took different
account of the influence of the total screening, of the
processes in the field of the atomic electrons, and of the
inaccuracy of the Born approximation. This has caused
the values of the radiation length units to differ by
10-209%, which in turn has led to a discrepancy in the
values of the critical energies. They analyzed the causes
of these discrepancies and listed values for radiation
lengths and critical energies of common substances,
along with equations to determine such values for
complex substances. We have used their values
(Table III) throughout this paper (except in Fig. 8).

A comparison of three Monte Carlo calculations for
a 1-GeV electron-initiated shower in lead with a 10-
MeV cutoff is shown in Fig. 8, where there is excellent
agreement. The choice of the cutoff energy significantly
affects the shape of the transition curve.®~® Both for
particle density and energy deposition, lowering the
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cutoff energy shifts the peak deeper into the shower and
decreases (flattens) the slope in the tail. For comparison
purposes we would like a calculation which uses a cutoff
energy corresponding to that of LiF(~2 eV). The cal-
culation for lead with the lowest cutoff energy is by
Nagel’ (E.=1.5 MeV, E,=0.25 MeV), and that for
copper is by Zerby and Moran® (E,=E,=2 MeV).
The amount of energy that is deposited in a cylindri-
cal ring of volume 277 dr dt at a distance » from the
shower axis and at a depth / in the shower is given by
E(r,t). Figure 9(a) shows a comparison of the Monte
Carlo copper calculation with the present experiment
and they appear to agree quite well. A similar compari-
son is made for lead in Fig. 9(b) where the agreement is
not as good. Since the lead absorber consisted of alter-
nate layers of lead and air, a correction was made to
account for the purely geometric spread. We chose to
view the absorber as a homogeneous mixture of lead
and air with an apparent density of 9.5 g/cm?. This is

TasLE III. Values of radiation lengths and critical
energies for various materials

Critical energy

Radiation length e (MeV)

Material X, (g cm™) (with density effect)
Lead 6.4 74
Copper 13.0 18.8
Li"F 39.8 63.0
Air 37.1 81s=

a The correction for the density effect is negligibly small for gases and is
not accounted for in this value.
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probably a good approximation deep in the shower;
however, it is not accurate in the first few strings.

Since the Monte Carlo calculation is based on a
delta-function-type incident electron, while our beam
was of a finite size, we would expect that the measured
E(r,t) histogram could be wider than the calculated
one for a given depth. At greater depths the effect of a
finite beam size should decrease. At the depths chosen
in Fig. 9(a) for copper, the effect of the beam size is not
noticeable. The experimental histogram at 10 radiation
lengths for lead in Fig. 9(b) is closer to the Monte Carlo
histogram than that at 2.25 radiation lengths.

Energy transition curves (longitudinal position
versus fraction of energy deposited per radiation
length) can be obtained from

Azzft)z /0” Erd)ir / /0 - /0 ) E(r,)drdt.

The integrations were performed graphically and the
resultant transition curves for the copper and lead ex-
periments were compared with Monte Carlo calcula-
tions (Figs. 10 and 11).

The slopes in the case of copper (Fig. 10) agree, but
the measured position of the shower maximum is deeper
by approximately 0.75 radiation length than that cal-
culated by Zerby and Moran® using a cutoff energy of
2 MeV. One would expect even closer agreement if the
cutoff energy were lowered. This is because the tail of
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F16. 9. (a) A histogram plot of E(r,f) for copper, comparing the
results of this experiment with a Monte Carlo calculation at two
different shower depths. (b) A histogram plot of E(r,f) for lead,
comparing the results of this experiment with a Monte Carlo cal-
culation at two different shower depths,
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the shower is predominantly due to photons which most
probably have energies close to the minimum of the
mass absorption curve. The Pb curve calculation which
carries photons to 0.25 MeV will not be significantly
affected since the range of 0.25-MeV photons is short in
Pb. In the case of copper, the cutoff energy is 2 MeV
where the photon range is considerable. Inclusion of
lower energy photons will tend to carry the energy of
the shower deeper. This is clearly shown in the calcula-
tions of Zerby and Moran.®

It has been suggested by Pinkau? that a large change
in the critical energy prior to the depth at which the
cascade is measured could result in some distortion of
the shower. For both the Pb and the Cu, the effect of
the LiF is too small to detect because of the small tubing
diameter.

It would be interesting to compare the slope of the
measured transition curve with a simple model ; namely,
the shower propagation after the maximum is due to
photons having the lowest absorption coefficient. This
has been done by Nagel,” Volkel,® and Lengeler,!” who
concluded that the model was too simple. They com-
pared e *mint with transition curves for particle number
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F16. 10. Longitudinal energy deposition in copper. A compari-
son of this experiment with a Monte Carlo calculation. X,=13.0
g/cm?, p=8.89 g/cmd.
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F1c. 11. Longitudinal energy deposition in lead. A comparison
of this experiment with a Monte Carlo calculation. X¢=6.4
g/cm? p=11.35 g/cmd.

# K. K. Pinkau, Phys. Rev. 139, B1548 (1965).
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F1e. 12. Fraction of the incident energy that escapes various
cylinderical volumes. A comparison of this experiment with Monte
Carlo calculations.

using the minimum attenuation coefficient. Since we
are measuring energy deposition, it seems more reason-
able to use the energy absorption coefficient. Both slopes
corresponding to attenuation and absorption are shown
in Figs. 10 and 11. The absorption slope, in the case of
copper, is close to both the measured and Monte
Carlo slopes. The agreement is not as good in the case
of lead. The model is probably too simple.

To determine the efficiency of a total absorption type
detector, a knowledge of the fraction of the energy that
escapes,

Ul;:)= /0 : / w E(r,)drdt / /o : /0 ) E(rp)drdt,

for various cylindrical volumes is useful. Figure 12 gives
U/ E, versus radius in Moliére units for lead and copper.
A Moliére unit 7, is the characteristic measure for radial
distributions in analytic-shower theory,? and is equal
to XoE,/ e, where ¢ is the critical energy of the mate-
rial, X, is the radiation length, and E,=21.2 MeV.
Again there is good agreement between this experiment
and Monte Carlo calculation. The Monte Carlo calcu-
lations are for cylinders of infinite length, whereas the
experimental absorbers were fairly long, but finite.

By plotting the radial size in Moliere units, the

% K. Greisen, in Progress in Cosmic Ray Physics (North-Holland
Publishing Company, Amsterdam, 1956), Vol. III.
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copper and lead curves nearly coincide. It would be con-
venient if all of the curves coincided not only inde-
pendently of choice of absorber, but also of incident
energy. Figure 13 shows that this is the case for Monte
Carlo calculations. It is interesting to see how other ex-
periments agree with Monte Carlo calculations when
plotted in this manner. Figure 14 shows that Muratal!
is not too far from agreeing with the Monte Carlo cal-
culation whereas the Kantz and Hofstadter™ results do

not agree.
V. SUMMARY

The use of thermoluminescent dosimetry techniques
to measure longitudinal and radial shower propagation
has proved to be quite effective. At 1-GeV incident-
electron energy, the radial energy deposition curves
have been measured and found to agree quite well with
Monte Carlo predictions. The energy-transition curves
in lead and copper, obtained by integrating the radial
distributions, agree very well in the case of copper, and
reasonably well for lead.
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Fic. 13. Fraction of the incident energy that escapes various
cylindrical volumes. A comparison of Monte Carlo results showing
the independence of the choice of absorber and of incident energy.
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F16. 14. Fraction of the incident energy that escapes various

cylindrical volumes. A comparison of Monte Carlo calculations
with other experiments.

The fraction of incident energy that escapes an infi-
nitely long cylinder of radius 7 in Moliére units is plotted
and it is observed that most of the existing Monte Carlo
and experimental data, including this experiment, co-
incide independently of choice of absorber and incident
energy.
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