
MAGNE TlC P ROPER Tl ES OF ZrZn,

occurrence of ferromagnetism at low temperatures. Data
obtained on the powder sample indicate an onset of
magnetic ordering at 32'K. In this ordered state the
magnetic moment per molecule is 0.10 p~. In the case
of the solid rod, we have a sample which contains Ta
as a chemical impurity and which has been severely
cold worked. The main e6ect of all this is the lowering
of the Curie point by only about 8'K. Thus we cannot
agree with the idea that the ferromagnetism of ZrZn2

can be easily destroyed by impurities and other lattice
disturbances. "We also find no evidence for the existence
of any magnetic ordering at temperatures between 32
and 120'K.
"B.T. Matthias et a/. , Phys. Rev. Letters 7, 7 (1961).

1Vote added in proof: The behavior of the high-

temperature susceptibility of ZrZn2 has been the sub-

ject of a recent publication: K. P. Wohlfarth, Phys.
Letters 20, 253 (1966).
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A lattice-dynamical calculation of the surface contribution to the low-temperature speci6c heat of a
crystal is presented. The free boundary surfaces of a crystal are treated as a perturbation of an unperturbed
crystal in which the atomic displacements satisfy the cyclic boundary condition. The general theory de-
veloped in tbis paper is illustrated by applying it to a nearest- and next-nearest-neighbor central-force
model of a simple cubic crystal, whose force constants are chosen in such a way that it is elastically isotropic
in the long-wavelength limit. The result for the low-temperature surface specific heat obtained here agrees
with the results of earlier calculations by Dupuis, Mazo, and Onsager, and by Stratton, which were based
on elasticity theory.

1. INTRODUCTION

'N this paper we present a lattice-dynamical calcula-
~ - tion of the surface contribution to the specific heat
of a crystal at low temperatures.

The majority of the previous calculations of the
surface specific heat of a crystal were carried out for
finite or semi-infinite isotropic elastic continua. The
earliest such calculation seems to have been carried out
by Breger and Zhnkhovitskii' ~ who determined the
normal-mode frequencies of a semi-infinite incompres-
sible isotropic continuum, from which the frequency
spectrum and consequently the specific heat were com-
puted. The assumption of incompressibility, while un-
physical, is a mathematically convenient one because

'A. Kh. Breger and A. A. Zhukhovitskii, J. Phys. Chem.
U.S.S.R. 20, 1459 (1946).

A. Kh. Breger and A. A. Zhukhovitskii, Acta Physiochim.
U.R.S.S. 21, 1001 (1946).' A. Kh. Breger and A. A. Zhukhovitskii, J. Chem. Phys. 14,
569 (1946).

only transverse waves will propagate in such a medium.
The result for the specific heat obtained in this way can
be written in the low-temperature limit in the form

c.(T)=w vr +ass+ .",
where A and B are constants, V is the crystal volume,
and 5 is its surface area. The first term is just the well-
known "Debye-T"' contribution to the low-temperature
bulk specific heat, and the second term is the surface
contribution.

Subsequently, Montroll4 calculated the surface spe-
cific heat of an isotropic elastic rectangular parallelepiped
whose faces are clamped. The normal-mode frequencies
of such a solid can be written down explicitly, and the
resulting specific heat has the form given by Eq. (1.1),
although the coe@cient B obtained by Montroll of
course di6'ered from that obtained by Breger and
Zhukhovitskii.

4 E. O'. Montroll, J. Chem. Phys. 18, 183 (1950).
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The first calculation of the surface specific heat for
a physically realistic model of a solid was carried out
by Stratton. ' He considered a semi-infinite elastically
isotropic plate, bounded by two planes perpendicular
to the s axis and of infinite extent in the x and y direc-
tions. The displacement field satisfied the cyclic bound-

ary conditions at boundaries of the solid normal to the
x and y axes, and the condition that the solid be stress
free on the two boundary surfaces normal to the s axis.
Stratton determined the frequency —wave-vector rela-
tion for this solid, and from it the specific heat, which
was found to have the form given by Eq. (1.1) at low

temperatures.
The surface contribution to the low-temperature

specific heat of the model studied by Stratton was re-
cently calculated by Dupuis, Mazo, and Onsager. ' In
contrast with earlier calculations these authors by-
passed the task of computing the frequency —wave-
vector relationship explicitly by carrying out the sum
over normal-mode frequencies in the expression for the
specific heat by means of a contour integral. Their
result for the surface specific heat has a remarkably
simple analytic form:

kB 2C)'—3CF4'+ 3Ci'
C (T) rs, =3x f (3)— 5T2. (1.2)

h' CPCP (CP—C ')

Here CI, and C& are the speeds of sound for longitudinal
and transverse waves in the solid, and f (x) is the
Riemann zeta function. The coefficient of ST' given by
Eq. (1.2) differs from the original result of Stratton.
However, in a recent note Stratton' has corrected two
errors in his earlier calculation and has obtained agree-
ment with the result given by Dupuis et al.

In this paper rather than assume a finite or semi-
infinite crystal from the start in a calculation of the
surface contribution to the low-temperature specific
heat, we base our calculation on a perfect crystal in
which the atomic displacements satisfy the cyclic
boundary condition. %e create a pair of adjacent free
surfaces in the crystal by setting equal to zero all of
the interactions between atoms on opposite sides of a
hypothetical plane through the crystal, which plane
contains no atoms itself. In other words, we cut the
bonds joining the atoms on opposite sides of this
hypothetical plane and in so doing create a semi-
infinite plate bounded by the two free surfaces.

To set these interactions equal to zero we subtract
their contribution from the potential energy of the
perfect, cyclic crystal. The negatives of these inter-
actions are treated as a perturbation on the potential
energy of the perfect uncut crystal. The difference be-
tween the specific heat of the cut crystal and the
specific heat of the unperturbed crystal caused by the

~ R. Stratton, Phil. Mag. 44, 519 (1953).
~M. Dupuis, R. Mazo, and L. Qnsager, J. Chem. Phys. 33,

1452 (1960).' R. Stratton, J. Chem. Phys. 37, 2972 (1962).

perturbation is the surface contribution. This difference
will be calculated by a Green's-function method.

The method underlying the present calculations will

be developed quite generally in Secs. 2 and 3 of this
paper. However, in order that the evaluation of the
various integrals arising in this work can be carried out
analytically rather than numerically we apply our
methods in the succeeding sections of this paper to a
nearest- and next-nearest-neighbor central-force model
of a simple cubic crystal, whose force constants are
chosen in such a way that the crystal is elastically
isotropic in the long wavelength limit.

A preliminary account of this method was given in a
short note by Maradudin and Ashkin. a Unfortunately,
in that note an error in the evaluation of one matrix
element led to a result for the surface specific heat
which while of the same form as that obtained by
Dupuis e3 al. ' and by Stratton, v diR'ered from it by a
numerical factor. In this paper the error is corrected
and the result of Dupuis et, al. is obtained.

The only previous calculation of the surface con-
tribution to the low temperature specific heat of a
crystal which is lattice dynamical in character rather
than proceeding directly from the assimilation of a
crystal into an elastic continuum was carried out by
Patterson. ' The crystal model used in these calculations
was a finite simple cubic crystal with nearest-neighbor
central and noncentral force interactions between atoms.
The eigenfrequencies of this crystal model can be ob-
tained explicitly, so that the calculation of the specific
heat can be carried out in a fairly straightforward
fashion. Patterson found a surface contribution to the
specific heat which at low temperatures has the form
(constant)ST'. However, Lengeler and Ludwig' have
shown recently that for this crystal model it is not
possible to satisfy simultaneously the conditions for
elastic stability and the conditions on the atomic force
constants which follow from the invariance of the
crystal potential energy against infinitesimal rigid-body
rotations of the crystal. Consequently the results ob-
tained by Patterson have primarily a qualitative
rather than a quantitative significance.

The method developed in this paper for the calcula-
tion of the surface contribution to the specific heat of
a crystal may not be any simpler in its computational
aspects than the earlier methods which were based on
elasticity theory. However, inasmuch as it is essentially
a perturbation calculation, although carried out exactly
by Green's-function methods, we feel that it may be
more easily understood than some of the previous
calculations.

Finally we remark that we will not enter here into a
s A. A. Maradudin and M. Ashkin, Proceedings of the IX Inter-

national Conference on Lom Temperature Physics, Columbus, Ohio,
1964 (Plenum Press, Inc. , New York, to be published).' D. Patterson, Can. J. Chem. 33, 1079 (1955).

'0 B. Lengeler and W. Ludwig, Proceedings of the International
Conference on Lattice Dynamics, Copenhagen, 1963 (Pergamon
Press, Inc. , New York, 1965), p. 439.
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comparison of the predictions of theory and the results

of experimental studies of the specific heats of as-

semblies of fine particles. Such comparisons have been

given in the paper by Dupuis et al. ,
' and in a forth-

coming review article by one of the present authors. "
I'ro. 1. The integration

contour CIA

Z P lane

C,

2. THE SPECIFIC HEAT OF A PERTURBED
CRYSTAL

In this section we obtain a formal expression for the
change in the specific heat of a crystal brought about
by the introduction of a perturbation into it. The ex-

pression is designed to be particularly useful for the
calculation of this change at low temperatures. For
much of the following discussion it is not necessary to
specify the nature of the perturbation, so that several
of the intermediate results we obtain are quite general.
However, we will not lose sight of the fact that finally
it is the surface contribution to the specific heat that
we wish to calculate, and that the type of perturbation
which we are required to consider for this purpose con-
sists of changes in only the forces between the con-
stituent atoms and not in the atomic masses. Our final

expressions accordingly apply only for perturbations of
this type.

The specific heat of an arbitrary crystal can be
written in the harmonic approximation as

(sph .)'
C.(T)=ke P

~ sinh'-'Ph(e
(2.1)

where T is the absolute temperature, k~ is Boltzmann's
constant, p= (keT) ', and (e, is the frequency of the sth
normal mode of vibration. If we expand the hyperbolic
sine in the denominator of the summand in Eq. (2.1)
in powers of exp( —Ph(d, ), we obtain an expression for
the specific heat which, although valid at all finite
temperatures, is particularly well suited for its calcula-
tion in the limit of low temperatures

function F(s'),

ke(ph)'
C„(T)= Q e s'e "~szF(s')ds (2 4)

F"'(s') =Q(1/(s' —(eo,')). (2.6)

In writing Eq. (2.6) we have denoted the normal mode
frequencies of a perfect crystal by ((eo,}.

Combining Eqs. (2.4) and (2.5) we see that the change
in the specific heat of a crystal caused by the intro-
duction of impurities or imperfections into it is given by

ke (ph)'
QCz(T) — Q ~ zie ehz/Fzz(s2) —F(0) (s2)]ds

n=l

(2.&)

From Eqs. (2.3) and (2.6) we find that in the limit
as s

provided that we take for C~ the contour shown in
Fig. 1.

The result expressed by Eqs. (2.3) and (2.4) is based
only on the harmonic approximation. It therefore ap-
plies equally well to perturbed crystals and to perfect
crystals.

If we denote functions associated with a perfect
crystal by a superscript zero, then the specific heat for
such a crystal can be written

ke (ph)'
Cz(0&(T) = Q ii see " "*F('&(s')ds (2.5)

~Z n=l

where

C.(T)=ke Q n Q (Ph(e, )'e—"e"".
n 1 e

~2.2~ i COs COs

F(s') —F"'(s')=2 + + + "
z' s' s'

We begin the evaluation of C, (T) by introducing the
function F(s') of the complex variable s,

~0. ~08——+ + +
s' s4 s'

(2 g)

F( ') =2(1/( '— ')). (2.3) 1
= —P [a&,'—(eo,']+0(s ') .

s4 e

This function has simple poles at s= &~, with residues
of ~2'„respectively. Because only positive values of
the frequencies (&d,} appear in the expressions for the
specific heat given by Eqs. (2.1) and (2.2), we can
rewrite Eq. (2.2) as a contour integral involving the

"A. A. Maradudin, in Solid State Physics, edited by F. Seitz
and D. Turnbull (Academic Press Inc. , New York, to be pub-
lished), Pol. 19.

The fact that the difference F(s') —F( ~(s') is of O(s )
in the limit as

~
s

~

~~, together with the presence of
the descending exponential in the integrand of Eq.
(2.7) means that we may deform the integration con-
tour Ci in Eq. (2.7) into the contour Ci (shown in
Fig. 2), which consists of an infinite semicircle in the
right half-plane together with the imaginary axis, and
know that the contribution from the semicircle vanishes.
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FIG. 2. The integration
contour C2.

calculation of the surface contribution to the specific
heat of a crystal.

When the result given by Eq. (2.13) is substituted
into Eq. (2.9), we obtain for the change in the specific
heat

AC. (T) =6A( (3)k44(kaT/I4)'+o(T') (2.14)

-iR

With the change of variable s=iy, we obtain therefore
that

2k44 (pfi)'
P n y' sinnPhyQ(y')dy, (2.9)

J= y4 sinnPhyQ(y')dy (2.11)

in the limit as nPA becomes infinite. From the results of
Lighthill's" analysis we can state that if the function

Q(y ) has as its only singularity a logarithmic depend-
ence on

l yl in the li~it as
l yl~ 0, i.e., if

Q(y')- —A»
I y I+o(inly I) (2 12)

as lyl~ 0, then the dominant term in the asymptotic
behavior of the integral J in the limit as nPA~~ is
given by

where we have put

Q(y') = —F(—y')+F"'(—y') (2 1o)

Inasmuch as we are primarily interested in the
specific heat in the limit of low temperatures, we may
use a result from the theory of the asymptotic behavior
of Fourier integrals" to simplify our subsequent analy-
sis. In the limit of low temperatures P is large. The
summation index n is always greater than or equal to
unity. We therefore require the asymptotic behavior
of the integral

in the limit as T ~ 0, where ('(x) is the Riemann zeta
function.

It is shown in the Appendix that the specific heat of
the unperturbed or perfect crystal contains no con-
tribution proportional to its surface area, if the atomic
displacements satisfy the cyclic boundary condition. It
follows, therefore, that the entire surface contribution
to the specific heat is given by the change hC„(T), when

the perturbation of the crystal is the introduction of a
pair of free surfaces into it in the manner described in
the Introduction.

The problem of calculating the surface contribution
to the low-temperature specific heat of a crystal is thus
seen to reduce to the problem of showing that the func-
tion Q(y') associated with the introduction of free
surfaces into a crystal has the asymptotic behavior
given by Eq. (2.12) in the limit as

l y l~ 0, and of deter-
mining the coefIicient A.

3. THE FUNCTION Q(y')

We now must ask, what is a convenient way of
calculating F(z'), F&'&(z'), and consequently Q(y')? In
the present paper we have adopted the following course.

The (time-independent) equations of motion for an
arbitrary perfect crystal can be written as'4

Q (M~2b4pb„b p Cp&" (144; lV—)}Np(1Y)=0 (3.1).
L'x'P

In this equation M„ is the mass of the I(:th atom in the
lth unit cell of the crystal, u (lx) is the n-Cartesian
component of the (time-independent) displacement of
the atom (lx) from its equilibrium position, and the
(C t4"&(144; 1' )}xare the atomic force constants. Equa-
tion (3.1) can be rewritten compactly in matrix form as

34rA/(nPf4)—4+o(n 4), (nPh) —&~ . (2.13) Lu=0. (3.2)

That the function Fo(—y)' can have its only singular
(i.e. , nonanalytic) behavior in the limit as lyl~O was
proved in the Appendix of Ref. 13. A proof of the same
result for the function F( y') runs a—long the very same
lines. It was also shown in Ref. 13 that a logarithmic
dependence of Fa(—y') on

l yl of the type given by the
right-hand side of Eq. (2.12) is characteristic of two-
dimensional crystals. It was this last result which in
fact provided the heuristic motivation for the de-
velopment of the method used in this paper for the

"M. J. Lighthill, Fourier Andysss and Generahzed Functions
(Cambridge University Press, Cambridge, 1958), Chap. IV."J. Mahanty, A. A. Maradudin, and G. H. gneiss, Progr.
Theoret. Phys. (Kyoto) 24, 648 (1960).

The time-independent equations of motion for an
arbitrary imperfect crystal can be written in a similar
fashion:

Q (M4~'b44h„;b o 4o(1»; 1V)}Up(1V—) =0, (3.3)
)Ig/P

or compactly as
(I.—bL) u=O. (3 4)

The elements of the matrix 8L, which expresses the
eGects of the perturbation on the equations of motion,

' A. A. Maradudin, in Astrophysics and the Many Body ProMem
(W. A. Benjamin, Inc. , New York, 1963), p. 109.
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are given explicitly by

bI..p(l»; lV) = (M„—M&,)l]]& S..t].p
—(C p&'](l» 1'K') C p(l»'l»)). (3.5)

%e now dehne the Green's-function matrix for the
perfect crystal, 6, and for the perturbed crystal, U, by

In the special case, and the only one we consider
from now on, that the perturbation of the crystal con-
sists only of force constant changes with no mass
changes, M~„=M„, and we have the result that

&(y') = —Q M„fU (l»; l»; —y')
$aa

G=L—'

U= (L—5L)—1.

(3.6a)

(3.6b)

—G (l»; l»; —y')] (3.15a,)

= —Q M. Q Q P G.p(l»; lV; —g)
lpta I,'L" g']t" Py

Combining Eqs. (3.6a) and (3.6b) we see that the
matrix U is the solution of the equation XTp, (l'»', l"»"; y)G,—(l"»";l»; —y2) .

U=G+GsLU

=6+GTG,
where the matrix T is dehned by

T=&L+~LGT

(3.7a)

(3.7b)

(3.8a)

(3.15b)

The elements of the Green's-function matrix for the
perfect crystal can be written equivalently as'4

G p(1»; lV; co')

U p(l », lV;oP)

(M]„M& .)'" ~

B &'](l»)B &'&(1'»')

(3 9)
CO Cl) t]

where co, is the frequency of the sth normal mode of
the crystal, and B &'&(1») is the (l»e&) component of the
associated unit polarization vector. These two sets of
quantities are de6ned through the eigenvalue equation

e,p(1»; lV)
B &'(l'»')=(a 'B "(l») (3.10)

] "p (M]„M, „.)'"

= (I—i]LG)—'l]L. (3.8b)

The interest in these matrices lies in the fact that the
elements of U can be written in the form

e.(» i
kj)ep*(»'i kj)

+(M M, ) l kj &L&2 ~,2(k)

Xe&k [x(])—x(&')] (3 16)

In this expression E is the number of unit cells in the
crystal, co, (k) is the frequency of the normal mode
described by the wave vector k and the phonon branch
index j, while e(»

i
kj) is the associated unit eigenvector.

x(l) is the position vector to the lth unit cell. The fact
that G p(l»; lV;(o') depends on l and l' only through
their di6'erence is a consequence of the invariance of
the perfect crystal against a displacement through any
of its translation vectors.

The eigenvectors {e(»ikj)} satisfy the orthogonality
and closure conditions

Q B &*'(l»)B &"&(1»)=(]„ (3.11a)

together with the normalization and closure conditions p e *(»
i
kj)e (» i

kj') = i],,

p e.*(»]77)ep(»'~ l&) =&„„,f,.p

(3.17a)

(3.171)

Q B "(l»)Bp"(1'»') =t]&] f'&„„.b.p (3.11b).

Combining Eqs. (3.9) and (3.11a) we see that the func-
tion F (oP) is given by

Let us expand T p(l»; lV; (e') formally ]n a double
Fourier series according to

T p(l»; l'»', co')

F ((u') =Q M&.U (l»; l»; co') . (3.12) 1
(M,M„)"'Q—Q e (»ik,j,)t(k,j,; k,j,;~&)

~171 ~272

In a completely analogous fashion we can write the
elements of the matrix 6 in the form &&ep(»'i k272)e'k&'*«&+'»'&(]') (3 18)

G p (l», lV; (e')

(M M )'" ~

from which it follows that

(os) (l»)B (0~) (P»')
(3.13)

07 —
C00&

That a double Fourier series is necessary is a conse
quence of the loss of translational symmetry by the
crystal in the presence of the perturbation.

If we substitute Eqs. (3.16) and (3.18) into Eq.
(3.15b) we find the following simple result for Q(y')

Po(u)') =Q M,G (l»; l»; u') .
lpga

(3.14)
t(kj; —kj; —y2)

f](y') = -Z
5'+~'(k)i' (3.19)
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s-e(»" ) =t(kj; k'j', p&p)

V(kj; —kiji, ppP)

= V(kj;h'j'; p&p)+ p
petit p&

—
G&z~ (ki)

l9XtxBXP

(4.5)

p" (r) &p'(r—) -+b,e v'(r)-
r' r rXt(ki j„k'j'; p&p), (3.20)

where
where v&(r) is the potential energy of interaction be-
tween two atoms separated by a distance r, and primes
denote diGerentiation with respect to argument. In
what follows, for a reason which will be clear below,
we approximate Eq. (4.5) by

1 /&L e (t~; l'K')

V(kj; k'j'; p&P)= —P g e *(a~kj)
g lttcr l'tt'P (M,M. )'"
Xe *(~'~ k'j')e 'p'*&'& —'"'*i'& (3 21)

The equation satisfied by the Fourier coefficient positions of the atoms l and l', r"= ~x(/) —x(l')~. The
t(ht'; h'j'; p&p) is obtained by substituting Eqs. (3.16) coefficient pp &p(r") is given by
and (3.18) into Eq. (3.8a). When we do so we find that

p&ppp r)

In the remainder of this paper we apply the results
of this and the preceding section to the calculation of
the surface contribution to the low-temperature specific
heat for a particular crystal model.

4. THE CRYSTAL MODEL USED IN
THIS PAPER

The crystal model for which we evaluate the function
Q(yP) in this paper is a simple cubic crystal with
nearest- and next-nearest-neighbor central-force inter-
actions between atoms. This model was chosen for
study because it is the simplest nontrivial model of a
cubic crystal on which the condition of elastic isotropy
can be imposed, and the imposition of this condition
ultimately enables us to calculate the surface contribu-
tion to the specific heat of this crystal analytically,
rather than numerically.

The translation vectors of this crystal are given by

x(l) =t,a&+/„ap+t. ap, ——,'L&l, l„, l.&-',I. (4.1a)

ai ——(ap,0,0), ap= (O,ap, 0), ap= (0,0,ap), (4.1b)

where l, l„, l, are three integers, which can be positive,
negative or zero, and where ap is the lattice parameter.
The total number of atoms in the crystal is E=L'.

The primitive translation vectors {b,) of the re-
ciprocal lattice for our crystal model, defined by

x.(ll') xt& (tt')
(p e(r")= y"(r")

gll' 2
(4.6)

are automatically satisfied for every atom L in the
crystal, regardless of whether it is in a surface layer or
in the interior.

We will impose the cyclic boundary condition on the
atomic displacements in this crystal model,

u (l,+L, l„,/, ) =u (/„ l„+L, /, ) =u (l„l„,l,+I)
=u. (l.,/„,l.) .

4.8

The elements of the crystal dynamical matrix which
follows from this assumption, are given by

1
D s(k) =—Z' ~ e("')(1-e-"*"-*"') (49)

M l'

Thus we work with what is in fact de Launay's two-
force-constant model" for a simple cubic crystal.

It should be pointed out here that our use of either
of the expressions (4.5) or (4.6) for pp &p(r") ensures
that the conditions imposed on the atomic force con-
stants by the invariance of the crystal potential energy
against rigid-body rotations of the crystal, viz. ,"

P p.s(r ')x„(t') =P v.,(r"')x, (t'), (4.7)

are found to be
a;.1,=2~&;;, (4.2)

The allowed values of the wave vector k appearing in
this expression are given by

2Z 2' 2'
bi ———(1,0,0), bp ———(0,1,0), b, =—(0,0,1) . (4.3)

Gp ap Qp

The prime on the sum in this expression means that
the terms with L=L' are to be excluded from it. r" is
the magnitude of the distance between the equilibrium

The potential energy of the crystal in the harmonic
approximation can be written as

C'=-', P'P q &p( "')(u (l) — (l'))
ll' aP

X (u&p (l) —ue (l')) . (4.4)

j.
k= —(hibi+hpb p+«pb, )

L
(4.10)

2 L
(»,hp, hp), ——+1&hi, hp, hp& —,

"J.de Launay, in Solid State Physics, edited by F. Seitz andD. Turnbull (Academic Press, Inc. , New York. , 1956), Vol.
p. 219.

' A. A. Maradudin, E. W. Montroll, and G. H. Weiss, Theory
of Lattice Dynamics in the Harmonic Approximation (AcademicPress Inc. , New York, 1963), p. 13.
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where h1, h2, h3, are three integers, which can be posi-
tive, negative, or zero. They are, therefore, uniformly
distributed throughout the cube (&)r/«, &)l/(lp, ~)r/«)
with a density V/(2)r)2, where V= (L«)2 is the volume
of the crystal.

Substituting Eq. (4.6) into Eq. (4.9), we find that

(&)= (2/kf') {p&" («) (1 cosk*ap)+ p" (2'i «)
X$2 —cosk, ttp(cosk„tip+ cosk, ap)]) (4.11a)

D )/(k) = (2/M')ps" (2 / ap) sink «sink)/«. (4.11b)

Comparing the long-wavelength forms of these expres-
sions with the analogous elements of the Green-
ChristoGel tensor of elasticity theory,

p ( ) 2p '(2'" )
D..(k) =- + k.'

p a() ap

when Eqs. (4.14) and (4.16) have been used. The
eigenvector e(kl) is found to have the simple form

(4.18)

The modes labeled by j=1 therefore are pure longi-
tudinal modes. Since the modes labeled by j=2 and
j=3 must be perpendicular to the mode j=1, and to
each other, according to Eq. (3.17a), they must be pure
transverse modes. Explicit expressions for the eigen-
vectors e(k2) and e(k3) will not be required in what
follows, because they can always be eliminated in favor
of e(k1) through the use of Eq. (3.17b) and the de-

generacy of the modes j= 2 and j=3.
In what follows me will find it convenient to intro-

duce the notation

p "(2'"«)
+ (k„'+k,2), (4.12a)

Qp

Ct = C44/P

ct'=3C44/p=3cl',

(4.19a)

(4.19b)

1 2~)) (2)/2(l )
D,„(k)=— k,k„,

p ap

where cl and c& are, respectively, the speeds of prop-
(4.12b) agation of longitudinal and transverse sound waves in

our model of a crystal.

D (k)eiastic= (1/p){ct)ks +C44(k„'+ks2)l )

Dst)(k)elastic = (1/p) (c)2+C44)ksk„,

(4.13a)

(4.13b)

5. THE FUNCTION Q(y2) FOR THE ASSUMED
CRYSTAL MODEL

ap

C12 C44

ap

~))(2)/2(2 )

ap

(4.14)

In the equations p=3f/«2 is the mass density. The
fact that the Cauchy relation c12=c44 is satisfied is of
course a consequence of our assumption of central-
force interactions between atoms.

The isotropy condition for cubic crystals is"

C11 &12 2C44 ~ (4.15)

From Eqs. (4.14) we see that the satisfaction of this
condition requires that

we obtain the following relations between the elastic
constants and atomic force constants for our crystal
model:

p "(«) 2p "(2'"«)
C11 +

We now introduce a pair of adjacent (100) free
surfaces into the crystal by setting equal to zero all
atomic interactions between atoms on opposite sides of
the plane s=-', ap. For the present model this means
setting to zero all interactions between an atom in the
plane 1,=0 with its nearest- and next-nearest-neighbors
in the plane /, =1.Ke do this by subtracting from the
potential energy of the crystal, as given by Eq. (4.4),
the contribution from all interactions of this type. In
this way we obtain the result that

C cut crystal

= 4 2' 2 p -p(r"') (u-(t) u. (l'))(u—p(t) (tu')p)—

——.
' 2' Z 4 .p(r"') Lti4pt)4 )+t'ai. A.)]

ll' aP

X (u. (t)—u. (t'))(us(t) —u, (t')). (5.1)

From the relations

p "(«)=
p "(2)"«) (4.16)

In all that follows we adopt the condition (4.16).
In the long-wavelength limit the normal-mode fre-

quencies, which are the eigenvalues of the matrix D(k)
whose elements are given by Eq. (4.13), are found to be

(5.2)

together with Eqs. (3.5), (5.1), and (5.2) we find that

p)22(k) = (3C44/p)kp

cp2, 22(ir) = (c44/p)k2,

(4.17a)

(4.17b)

pL p(ll ) pp )2(r )[8l t l tp+)t)4'pt)l I]'
t)L )2(tt) = —Q' ps )2(r")Lb),pt)l, .)+l)4.pt)42].

tot (5.3a)

(5.3b)

"C. Kittel, Introduction to Solid State Physics (John Wiley R
Sons, Inc. , New York, 1953), 1st ed. , p. 52. The Fourier coefficient V(kj; 14'j';tp2), defined by
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Eq. (3.21), for the present crystal model becomes

V(kj; k'j'; (p')

1 2' 2 e-(kj)es(k'i')( -s(r")
Q~ zz ~p

]P ik—~ x (l) ik—' ~ x (1,')

e
—ik ~ x(l)—ik'x{l)] (5 4)

where we have used the fact that the eigenvectors
(e(kj)} for Bravais crystals can be chosen to be real,
and to satisfy the condition'

e(—kj) = e(kj). (5.5)

Replacing l' as a summation variable by a new inde-
pendent variable l through the relation

x (l) = x(l) —x(t'), (5 6)

we can rewrite Eq. (5.4) as

V(kj; k'j'; (p')

—1
~
—i(k+k') ~ x(z) ~ g-

zg0 c
EM l zap

Xe (kj)e()(k'j')&p t)(r')(e' '*&"—1)(e'"' *&"—1)

=g(k,+k,')f(k„+k„') Q.t(kj).t(kj'), (5.7)

t(kj; k'j';(p') takes the following simple form when

the result given by Eq. (5.7) is substituted into it:

t(kj; k'j'; (pp)

=b(k,+k, ')g(k„+k„') P pt(kj)&)t(k'j')

+p p i)(k.—kl.)h(k„—kl„)st(kj)pt( —kljl)
Z k1j1

((p' (p—,p(k, )) 't(—k,j» k'j'; (p') . (5.10)

This equation is an integral equation with a degenerate
kernel. To solve it we define the function gl (k,k„;k'j', (p')

by

gl (kg„; k'j' (pp)

vt (—kl jl)= Q i)(k.—k&.)f)'(k„—kl„)
kgji (0 —

pt)xx (k))

Xt(kl jl; k'j';(p'). (5.11)

In terms of this function the Fourier coeScient
t(kj;k'j', (p') is given by

t(kj; k'j'; pp')

=Q tt(k.+k.')t')(k„+k„')()l(kj)&)l(k'j')

+Q &)t(kj)gi(kxk, ; k'j'; (p'). (5 12)

with

st (kj)=hl„ l
(I.M)"'

( ff(ql)))/p

(x(Z) e(kj))

Xe"'"k *&" sin-', k x(l). (5.8)

Combining Eqs. (5.11) and (5.12) we find that
gi(kxk&,' k'j'; (PP) is the solution of the equation

gi(k*k„ k'j';(p')

=b(kx+kx )b (kp+kx ) Z Mii (k*k„;p)')&)i (k'j')

It is the separable form (5.7) for the coefficient
V(kj;k'j', (dP) to which it gives rise that prompted our
adoption of the approximation (4.6) in this work.

Because of the restrictions that /, must equal —1
and that q&"(r') is nonzero only if the vector x(Z)
Pr'=

~
x(l)

~ ] connects a given atom with its nearest-
and next-nearest-neighbors, the vector x(l) can assume
only the following five values:

+P 3f tt, (k,k„)gt, (k,k„; k'j'; ), (5.13a)

where we have introduced a 5X5 matrix M(k,k„;(p'),
whose elements are given by

vt( —kj)vt. (kj)
Mtt (k.k„;u')=P . (5.13b)

kxi pt) —(p (k)

(1) x(l) = up(0, 0, —1)

(2) =a, (—1, 0, —1)

(3) = ep(0, —1, —1)

(4) = ap(1,0, —1)

(5) = ap(0, 1, —1) .

(5.9)

The solution of Eq. (5.13a) is readily found to be

gi(k*k, ; k'j';(p')

=b(k.+k.')b(k„+k„') Q (t I—M(k, k„;(p')]—'

XM(k, k„;p)') }it.&) t (k'j'), (5.14)
The numbers (1)—(5) are merely a conventional labeling
of these 6ve vectors which will be useful below for
labeling matrix elements.

The equation (3.20) for the Fourier coefficient

'g See, for example, A. Kalfisz, Gitterplnkte in Mehrdimen-
sionaten Eggdn (Pandstwowe Wydawnictwo Naukowe, Warsaw,
1957), Monografie Matematyczne Xo. 33.

from which it follows directly that

t(kj; k'j'; (d')

=t')(k.+k.')b(k.+k„') Q &)t(kj)

XLI—M(k, k„;(pP)]—ti. &)t (k'j'). (5.15)
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E(x(l) e(kj))e ""'"*"'
IM r'r' leg j

Xsin2k x(l)(cd2 —{0&(k)) '(x(l') e(kj)) e'(/2&k*('&

Xsin-,'k x(l'). (5.16)

As it stands, this element is complex in general. For
computational purposes, however, it is more convenient
to work with a real matrix. If we recall that l,= /, '= —1,
we see that we can rewrite Eq. (5.16) as

3ftt (kJc Cd') =e ('/" '(—k'~k '2'2&ttt (k k2, 0)')
Xe(c/2)ak(kzrz'+kzcz') (5 17)

where

2&cil (kzka &
cc&2)

((/ "(rl) ( "(r'))'/2

XP(x(l) e(kj)) sin-', k x(l)(cd2 —cd/2(k)) '
kzj

X(x(l') e(kj)) sin-', k x(1'). (5.18)

If we introduce a diagonal SXS matrix E(k,k„) whose
elements are given by

g--, (k k ) t&--,e(C/2)aa(kala+kala) (5.19)

the relation (5.17) between the matrices M(k,k„;cv2)
and m(k k„;aP) can be written

M (k,k„;442) = E—'(k.k„)m(k.k, ; co2) E(k,k„) . (5.20)

It follows, therefore, that

(I—M(k,k„;(g2))
—l

=K '(k,k„)(I—m(k k„;c42)) 'E(k,k„). (5.21)

The Fourier coeflicient t(kj; k'j', co2) accordingly can
be written as

t(kj; k'j', ) =t/(k, +k, ')t/(k„+k„') P 2/-(kj)

Xe /i{aa2)(kz/—z+kzlz)['I m(k k ~ c02)]—l-t,

X ec(aa/2) (kziz'+kala') 2 , (kcj&) (5 -22)

Substituting into Eq. (5.22) the explicit expression
for 2/t(k j) given by Eq. (5.8), we obtain

t(kj, k'j '; cd)
(( "(r') (/ "(r'))'"

=S(k.+k.')t (k,+k„')

X(x(l) e(kj))(x(l') e(k'j'))sin-', k x(l)sin-', k' x(1')

When we substitute Eq. (5.8) into Eq. (5.13b) we

obtain the following expression for the matrix element

M it (k k„;cd)

Mii (k*k, ;aP)

For the calculation of the function Q(y') according to

Eq. (3.19) it is the coeflicient t(kj; —kj; —y ) that is

required. From Eq. (5.23) we see that this function

has the comparatively simple form

t(kj; —kj; -y')

IM « rl rl'

X(x(l') e(kj)) sin2k x(l) sin-', k x(l')

X[I—m(k, k, ; —y')] 'll. . (5.24)

Finally, combining Eqs. (3.19) and (5.24) we obtain
for the function Q(y') the result

4 ((/ "(r') {/ "(r'))'"
Q(y') =

I.M «' r'r'

(x(l).e(kj))(x(l') e(kj))
XP sin-', k x(l)

[y2+44, 2 (k)]2

Xsin2k x(l')[I—m(k, k„; —y )] &it . (5.25)

6. THE EVALUATION OF Q(y2)

If Q(y2) is to have a singular dependence on ~y~ in
the limit as

~ y~
—+ 0, e.g., of the type of ln

) y ~, the sum
on k on the right-hand side of Eq. (5.25) must diverge
at the point y=o. Since the sum on k is a Gnite sum
(because it extends over the 1V allowed values of k in
the first Brillouin zone of the crystal), this divergence
cannot come from large values of k. On the other hand,
the form of the summand in Eq. (5.25) strongly sug-
gests that it is the region of small k values which
leads to a divergence of Q(y') at y=0, i.e., that part of
k space for which the summand is largest as

~ y ~

—& 0.
We see from the expression given by Eq. (5.25) that

in the limit as
~ y ~

—& 0, considered as a function of the
wave vector k the summand is given by

(x(l) e(kj))(x(l') e(kj))
sin-', k x(l) sin-', k. x(l')

X [I—m(k, k„;0)]—'tt. .
cd, 4(k)

It is notdiflicult to see from Eq. (5.18) that 2&etc (k,k„;0)
is finite. Inasmuch as cd, (k) ~k~ for ~k~ tending to
zero, while e (kj) becomes a function of (k//

~

k
~ ) in this

limit, it follows that on converting the sum over k to
an integral, the integrand is a function of the magnitude
of k of the form

(k x(l))(k x(l))
[I—m(k, k„O)]—';lk'dk

k4

[I—m(k. k„;0)] ' i&.dk, —

Xe—c{ao/2&(k~k*'&[I—m(k k . co2)] 'ii, . (5.23) as
~
k~~ 0. If the sum on k is to diverge in the neigh-
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)r/ao

k~

I.ao

-)r/ao
(6 1)

[y2+ C 2k2$2 [y2+ C 2k2]2

(1 1')

[y2+ c 2k2]2

s 0( ') conveniently aswe can express y

)r/ao )r/ao

dk„Jii (k k„;y)Q(y2) = ap P — dk,
-~(ap

X[I—m(k, k, ; —y2)]—2--,
2 6

o E . (6.6), and. wesubstituted into q.en
s in t e in

ive a nonvanishing con ri
th t only the term

1 hnd that J«, „,yintegra, we

1' r I')'[Ti—T,j

where

J (k,k„; ')=( )
(r 1)'+4(r l)(r r.

&ii (k*k, ; y')

[ — j+[ —vj
4 /'0 X e

1 1')(r 1)(r I')R,+(I I')Sg.
ao4 ~

ression in a compact form an aTo wnte this exp o m

uced the following notation.
~ E. (6.2 we a

we have introduced t e o
"( )=ape, for eache viz. ) p Go =

)as

d /'. We have also introduce

)

outsi e e
d tfof the two a ]acen. (6.2) the area S o

b our cutting

[d'+ c

face area is clearly given y

(6.4)5= 2L2a02.

(6.9)

(6.10a)

(6.10b)

The Evaluation " '
)

k,kpj V )
' - ele-

;t for g; i. (k.k 2 i y'

so if the matrix

ion -wavelength '
e lattice

0 it can only do o
ular as eobtain the g

flpwestprderint e

borhpod o =
. ~—i are at least ' ".

f t iningo»ythet rm o
3 This p

[I—m(k k„; 0)g
„pljcit calculation o by ret» g '

the expression (6.
imit as &~" A p

11 p, and k„in parameter ao .
h lpng-wavelength

..., ;„the limit of sm *
t in Ms the result that. &n t

[I—m(k*k y)~",that this mat"" e. " y'

(1 (k ))(I' e(kj))

O 1S
2 p 2 —I/2int is

section show~ .
h limit. There-

/o
ortjonal to (k&+ & .

carrjed out in
k k 2) g dks

2+c2kpj2

fact is P' p .
this section ar c . .

this Jt)
al] calcu»tions '"

ll I ~,'mit Intuitively ' "
X(k 1 k. 1 ) (6.6)

the long wav g '
d because lt isis what we woul - p '

the approximatio
ex ect to :"..f.

the degeneracy

small k»«e
„tinuum, and wh ch

We now carry put .
3 and the closure p«p

es which s«v'
'

con«ibut
the sum over j u ' g

ert

1 b an elastic continuum

label. edby j=2, 3 an
4 ]g) we

to the low temper .
for fl(y2) given y '

I the ejgenvectors.
From the P .

h sum over
ex ression or

one factor, pthatin tes
variable nI—m(k, k„;—y)j 22, is in e

n integral with the ai om over t|, to an in eg

i

1

verting a sum

-1'—

equivalence

(k l)(k. l')

h dimensionless vectoor 1 withFinally, we inintroduce t e im
u h the relationinteger cornomponents throug e

x(l) = apl. (6.5)

from 1 for simplicity in ypt eset ting. )(
we evaluate t e he

( —')j '.- J(k.k„;y
Because we nee to know ony e

1 ate them in the o g-on-
wave e~ng ' ', makes our task much simp

we can evaua e
lerwavelength limit, and this ma es ou

than it would be otherwise.

d'+cpkgj2 2 d'r (d+cr 'r2+kg2 d c

1
(6.10d)

d' 'k 2(2 2 dc (d+cr)'r2+k ' d' c

d'+c'k 2j2 2 c' (d+cr)'r2+kg2 d c

r t on the integrals appear g
ht-hand side of Eq. 68 in ica e
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that a ears as c in the dehning equations,respectively, t a app e uations,
nd (6.10). Because t e in eg

luated between infiniteall converge when evauate
d to the limit ao —+0 in obtaininglimits, we have passe to t e irni

( )
t there are several relations among the e emen s ot"„d t according to thethis matrix is carrie ou acco

it is found to ha e the formscheme given by Eq. (5.9), it is oun o

G

ii ti

J(k,k„;y') = e I' y e (6.11)
8 P

8

where

(6.15a)

(6.15c)

oo x
R'= dk,

d+"k. d.
(6.15b)S' = (d'/c') R' = re/c' )

1 1 x 1

r' k,2 d'+ c'k, 2 rd d+ cr
dk,

k,' 1 m 1
(6.15d)U'= dk, )

r2+kP d'+c'k ' c d+cr
r'd'+k '(d'+c'r') 7r d'+c'r'+crd

c'(r'+k. 2) (d'+ c'kP) c' d+ cr

mii (krak, ; —y')

Qo c~2

2x lt'

«/ap

«/ap

(k I)'(k. I')' 1

k2 y2+ c&2k2 y2+ c 2k2

(I I') (k I) (k I')

y2+ c 2k2

~ ~er unlike the situation which obtains in the

fi 't in those integrals which diverge
when the limits are extended to in nity; in

to the limit a0~0. In this waying integrals we pass to e
we obtain the result that

mii. (k,k„; —y')

cP-1 (I I') —1- ap cP—+ +——((r I)'(r.
ll' cP cP 2m l'
+[('I)'+4(' I)(' I')+ (' I')'](U '—«')
—(V' —V')+(l. l')(r 1)(r I')R, '

—(1.I')Sg'}, (6.14)

B. The Evaluation of [I—m(k, » y'& ' —')g 'ii

n -wavelength limit the matrix element
'518) oh i bm«(k, k, ' —y') is found from Eq. i . o e

2»~ii (k.k„' —y

ao ci2 '" (1.e(kj))(1'.e(kj))
dk,

2m tl I /„y'+c, »
X (k. I) (k I') . (6.12)

n of the sum over j is carrie out inThe evaluation o e
E (6.7) was car-exactly the same w ywa as the sum in q.

ext divers frome result in the present contex i eried out. The resu
'

en b E . (6.7) only in t ah t the erst power
the several denomina-of [ '+c 'k'] now appears m t e sever

tors. We therefore 6nd that

I—m(k, k„; —y')
'1—A —D

—D 1—8
—E —F
—D —G
—E —H

—D
—G
—H

1—8
—p

—E
—H
—J
—F

1—C.
(6.16)

Ke exploit the structure of this matrix to invert it
the following way. The matrix I—m is bloc

a 3 3 and a 2)&2 matrix by a similarity
transformation with the matrix, w ic is
explicitly by

'(1/K2) 0 0 0 0
0 —'0 —1 0

0 1 0 1 S—I 0
0 2 0 1 0 0
0 0 2 0 1 .0

0 000
010

0 ioi

(6.»)
Thus we find that

a
S—'(I—m) S=

pib
where —21/2D —2/2E

(6.18)

—2'i'D 1—8—G —(F+H), (6.19)

.—2'"E —(F+H) 1—C—J .
1—8+G —(F H)—

b= —(F H) 1—C+J—(6.20)

The notation not identified in these ex ressions is thatp t

h th t because we are interested
iven in Eq. (6.9).

ed in
rms of lowest order in ao in the long-

ma be thoug t a e

s ld gl t the contribution towavelength limit, we sshou neg ec
l brackets infrom the terms in curly rac e s

'
»ii i'(kzkr i

ill see below that this isEq. (6.14). However, we wi see e
~ ~

not permissible.
that the elements of the

such a way that the matrix —m „;—y
form
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It follows, therefore, that

-a—'( 0
(I—m)-'= S ————— S '.

0
i

b-I

At this point it is worth while to write out explicitly
the expressions for the elements of the matrices a and b:
ggg = 2+ (gpcp/2~) [(«'—«')+Sg'], (6.22a)

g„= ', (—g~-—P/2 )[k, (V,' V, ')—
—(VI' —Vg') —Sg'7, (6.22b)

ggg
———

xp
—(gpcg2/2ir) [k„g(vg' —Ug')

—(Vi' —Vg') —Sg'], (6.22c)

g =-' —(gpc'/2ir)[k, '(TI' T,')—+2k '(Ug' Ug')—
—(VI' —Vg')+k, 'R, ' —Sg'7, (6.22d)

(6.21)

g22 ————',—(g pep/2ir) [k,'k„'(T I' T,')+r—'(UI' U,')—
—(Vg' —V,') —5,'], (6.22e)

ggg ——-,'—(gpcgg/22r) [kpg(TI' Tg')+2—k„g(vg' U,')—
—(Vg' —Vg')+k„'Rg' —Sg']; (6.22f)

b, = —(gpcP/2 )(k.'[4(vg' —U, ')+R, '7 —5,'}
= —(gpcP/2gr) (ak,'—P), (6.23a)

b„=—(gpcg2/2gr)k, k„[4(UI' U, ')+Rg'—7
= —(gpcgg/2gr)nk, k„p, (6.23b)

b22= —(gpcgg/2ir) {k„2[4(vg'—Ug')+Rg'7 Sg'}-
= —(gpcg2/2ir) (ak„'—P) . (6.23c)

In writing these results we have used the relation cp
=3cP which is a consequence of our assumption of
elastic isotropy.

%e note 6rst of all that the elements of the matrix
b are all of 0(gp). This means that the elements of the

inverse matrix b ' are of 0(gp ') in the limit as gp g 0
In fact, the inverse matrix b—' is readily found to be

2gr 1 —(ak '—P) nk k

g,cP ft(P a—r') nk, k„ —(ak.'—P)

I
1 b I I

(6.24)

lim a=
apso

1 1
3 3

1
3 ~

2
3 A

(6.25)

But this matrix is singular. ' This means that the deter-
minant of a must be at least of 0(gp), so that the ele-
ments of a ' are at least of 0(gp ') in the limit as
a0~0. If we write the elements of the matrix a in
the form

~ij= ~ij +~ij. .(o)+ . .(I) (6.26)

where the superscript denotes the power of ao to which
the coefficient is proportional, the inverse matrix a ' is
readily found to have the very simple form

1 1 1

a I=(Q g~g. &'&}—' 1 1 1 (6.27)

to lowest order in ao. More explicitly, we have that

Although the elements of the matrix a are of 0(1)
in the limit as ao —+ 0, this does not imply that the ele-
ments of the inverse matrix a ' are also of 0(1) in this
limit. For if we set gp=0 in Eq. (6.22), we see that the
matrix a takes the form

2 1 1i
3 3 3

1 1 1 u ' a-' e-'
gg

'= (2ir/gpc 2)( r'(TI' Tg') —r2[6—(UI' —U—g')+Rg']+9[(VI' —Vg')+5, '7} ' 1 1 1 —= g ' g ' g ' . (6.28).1 1 1, c ' c ' a '
We see that each element of a ' is of 0(gp ') in the limit as gp g 0.

Combining Eqs. (6.21), (6.24), and (6.28) we obtain finally the result that the matrix (I—m) ' is given by

1 1 1
g—I g—I —u ' g—I

v2 v2 v2
1—g ' -'(g I+big ') '(g '+big '-) -'(g—'—bgg ') -'(g '—bgg ')

V2

1
(I—m)

—'= —g
—' -'(g—I+b» ') -', (g

—I+b22 ') —'(g ' —bgg ') —(g '—b22 ')
K2

(6.29)

1
g—I (g—I

bgg
—I) 2 (g

—I
bg2 I) (g—I+bgl I) (g—I+b12 I)

V2

1—g ' —(g '—bgg ') 2 (a '—b22 ') —(g '+b21 ) (g +b22 )
r

"It was in the calculation of the matrix element a11 that the error in the paper of Maradudin and Ashkin (Ref. 8) occurred.
Through a transcription error the a0 ——0 limit of a11 was found to be 5/3, which in turn implied that the inverse a ' existed and was of0(2) in the limit as a0 —+ 0. Consequently, the contribution to a ' to Q(y ) was erroneously omitted as being of higher order in ao thanthe contribution from b '.
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C. The Asymptotic Behavior of Q(y2)

When the result given by Kq. (6.29) is substituted into Eq. (6.2) for Q(y2), and the sums over l and f' are carried

out, the result can be expressed in the form

Qb") =Qi(r')+Q (r') (6.30)

where

Sc'
Q1(y') = gip dkg

«/ap

dkpg5 [J11+2J13+2J14+2J22+J23+2J24+ J25+ 2 J33+2J35] (6.31a)
—«/ap

Sc,'
Q2(y2) = ggp dk.

—«/ap

«/ap

dk„[fg„-'(J22—J24)+2b12—'(J23 J25)+f122 (J33 J35)].
«/ap

(6.31b)

We have used the relations among the matrix elements Jgg. (k,k„;y2) expressed by Eq. (6.11) in writing these

expressions.
We have separated Q(y2) into the two parts given by Qg(yp) and Q2(y2) because the former contains the factor

c ' in the integrand which was incorrectly taken to be identically zero in the work of Maradudin and Ashkin,

who computed only the contribution from Q2(y2). The contribution to the specific heat from Qi(yp) may therefore

be regarded as providing a correction to the result of Maradudin and Ashkin, which, as we will see shortly, brings

it into agreement with that of Dupuis et al. ' and of Stratton. '
Let us evaluate the small

~ y~ limiting form of Q2(y2) first. From Eq. (6.8) we fgnd that

J22—J24= 2k, '[4 (Ug —Ug)+Rg]+ 2Sg,

J23—J25——2k,k„[4(Ug Ug)+Rg], —

J33—J35——2k„'[4(Ug —Ug)+Rg]+2Sg.

(6.32a)

(6.32b)

(6.32G)

Combining these expressions with the expressions for the elements of b given by Kq. (6.24), it is found to be
convenient to write Q2(y2) itself as the sum of two contributions,

Q2(f ) Q21(p )+Q22(y ) (6.33a)

where

«lap

Q21(y') =— dk,
Sx'

«/ap r2

dk„[4(Ug —U,)+Rg]
P or'— (6.33b)

«/ap

Q22(y2) =— dk
8x

«/ap 1 1
dkyS, -+

p p —ggr2
(6.33c)

Because the integrands of these expressions depend on k, and k„only in the combination r= (k,'+k„')"', it is
convenient to transform to polar coordinates for the evaluation of these integrals. This transformation is made
according to

«/ap

«/ap

«/ap

IHg
—«/ap

«/ap

rdr d8=2&
«/ap

rdr. (6.34)

The replacement of the square bounded by the points (&gr/ap, &gr/ggp) by a circle of radius gr/gip in the k,k„plane
introduces a negligible error into our final results. The second equality in Eq. (6.34) follows from the independence
of the integrands in Eq. (6.33) on the variable e.

If we now substitute into Eqs. (6.33) the explicit expressions for the integrals Ug, Ug, R„S„gg,and p from Kqs.
(6.10) and (6.23), make the change of va, riable r= (~ y/cg)N, and recall that cg2=3cg2 for our crystal model, we
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obtain the following expressions for Q21(y') and Q22(y'):

(xcg/ao( yl)

Q21(y') =
Sect,2

dug' 4 +
31/2(1+3u2)1/2 ((1+3u2)1/2+31/2u)2 (1+u2)1/2 ((1+u2)1/2+u)2 (1+u2)2/2

1 1 1 Q

X (1+u')'"—4u'—
31/2 (1+3u2)1/2+31/2u (1+u2)l/2+u (l+u2)1/2

(6.35a)

S («i/~o I ul ) Q 1
dl

(l +u2)1/2 (l +u2) I/2
Q»(y') =

SxcP

~2 ——11 1 1
+ (1+u')'"—4u' ——

31/2 (1+3u2)1/2+31/2u (1+u2)l/2+u (1+u2)l/2
(6.35b)

Fortunately, the completion of our calculation does not depend on our being able to evaluate these integrals exactly.
The parameter y appears only in the upper limit of each integral, not in the integrand itself. It is clear that the

forms that Q21(y') and Q»(y') take in the limit as
l yl~ 0 are determined only by the large u behaviors of the

corresponding integrands. [This is easily demonstrated by splitting the range of integration (0,2rc&/a, lyl) into

two parts (O,T) and (T 2rc, /a//lyl), and expanding the integrands in powers of u and of u in the two intervals,

respectively. The cutoff T is arbitrary, but as a practical matter would be chosen in such a way that the series in

T which come from the upper limit of the interval (O, T) and from the lower limit of the interval (Tpc&/a2l yl. )
converge, or are at least asymptotic series. ) Expanding the integrand of Q21 (y2) in powers of u ' and retaining only

the leading term, we find that in the limit as
l yl~ 0

Q21 ')
SxcP

(«i/~o[ ul ) S 1 mcg S 1—ln +constant = — —ln
l y l +constant'.

12u 82/c/2 12 a& I y I
Sec]2 12

(6.36a)

Similarly, we find that as lyl —1 0

(~c~/col yl)

Q„(y')
SmcP

Combining the results given by Eqs.

7dl S 7 xcg
—ln +constant =-

4u 8 c,'4 a, lyl

(6.36a) and (6.36b), we find that

S 11
Q (y') = — —»lyl+o(inlyl)

Secs 6

S 7
—ln

l y i+constant'.
Secs 4

(6.36b)

(6.37)

as
l yl~ 0. This is the result obtained by Maradudin and Ashkin. '

Turning now to the contribution to Q(y') arising from Ql(y'), when the explicit expressions for the elements
Jll (kyar; y') and a ' are substituted into it we find that it is given by

5 '"1 '" r'(Tl Tl)+r'[6(U/ Ul)+R—,)+9(Vl—V,+5,)—
82r2 /, ,/, r'(Tl' Tl') —r'[6(—U1' —Ul—')+R1')+9 (V'1—V'1+5'/)

When we transform to polar coordinates, substitute into this integral the explicit expressions for the integrals
Tl, Tl, , and make the change of variable r= (l yl/cl)u, we obtain

y2 («//~al ul) lit (u)
Ql(y') =——, dgu

4x c~2 o D(u)

1 2(1+3u')'"+3'"u 1 2(1+u')'"+u
$(u) = — u'

2c/2y (1+3u2)2/2 ((1+3u2)1/2+31/2u)2 (1+u2)2/2 ((1+u2)1/2+ u)2

1 1 1 1

(6.39a)

+@2 +6
(1+u2) 2/2 31/2 (1+3u2)1/2 ((1+3u2)l/2+ 31/2u)2 (1+u2)1/2 ((]+u2)1/2+ u)2

(1+.3u2)1/2+ 2(31/2)u (l+u2)1/2+2u 1

+9 + , (6.39b)
33/2 ((1+3u2)1/2+31/2u)2 ((1+u2)1/2+u)2 (1+u2)l/2
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y
D(u) =——u'

cg (1+.3') i/2 (]+3') i/2+ 3 i/2u (1+u2) i /2 (1+u2) i/2+ u

1 1 1 1
+6 ——

(1+m')'" 3'" P+3 ')'"+3'" (1+dj'"+e)
1 1+6u+3'/2u(1+3u2)i/2 1+2gP+u(]+u2)i/~-

+9 (1+u')'"+— (6.39c)
33/2 (1+3u2) i/2+ 31/2u (]+u2) i/2+ u

( «~0!uI) 3d+ 5 wc~
-', ln — +constant=-

2u &~ed aoI y I

S
,' lnIyI+constant'.

8mcg'
(6.40)Q, (y')

8mcP

the same kind of reasoning as before, it follows that the small Iy I
behavior of Qi(y') is determined by the

large u behavior of the quotient $(u)/D(u). Expanding this quotient in powers of u ' we find that in the limit as

S

When we add together the results given by Eqs.
(6.37) and (6.40), we finally obtain the result that in

the limit as IyI~O
5 10

fl(y') = — —» Iyl+o(inly 1)
S~cP 3

(6.41)

7'. THE SURFACE CONTRIBUTION TO THE
SPECIFIC HEAT

Comparing the result given by Eq. (6.41) with Eq.
(2.12), we find that the coeKcient A appearing in the
latter equation is

a = (S/S eP)(10/3). (7.1)

It only remains to substitute this value for A into Eq.
(2.14) to obtain the result that the surface contribution
to the specific heat of our crystal model is given in the
limit of low temperatures by

crystal which from the start has been assimilated into
an elastic continuum. In this case, the difference equa-
tions of motion, Eq. (3.3), and the matrix equation for
the matrix T(co'), Eq. (3.8a), become differential and
integral equations, respectively. All of the parameters,
such as the atomic masses, the range of interatomic
forces, atomic force constants, and lattice parameters,
which characterize the crystal on a microscopic level,
are now absorbed into the parameters, such as mass
density and elastic constants, which characterize the
crystal on a macroscopic level. The equations with
which one has to work are considerably simplified as a
result. This approach to the calculation of surface
speciac heats is now being pursued.
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k~' 10
=3m—f'(3) ST'+o(T').

h' 3c '

The latter expression is just that obtained by Dupuis
et al. ' and by Stratton, ' Lsee Eq. (1.2)j in the special
case that cP=3cP.

We have therefore succeeded in showing that the
method suggested by Maradudin and Ashkin for evalu-
ating the surface contribution to the specific heat of a
crystal is a practical method. It is of course clear that
the numerical computations which will accompany the
application of this method to anisotropic crystals will
have to be carried out on a high-speed computer. This,
however, will also be the case for any other method of
computing the surface contribution to the low-ternpera-
ture specific heat of such crystals.

Finally, we remark that the present method may 6nd
its greatest utility when it is applied to an anisotropic

By counting the number of normal modes in a given
frequency interval more carefully than the calculation
is ordinarily done we prove in this Appendix that the
low-temperature specific heat of a crystal for which the
atomic displacements satisfy the cyclic boundary condi-
tion contains no contribution which is proportional to
the surface area of the crystal. This negative result
establishes that the change in the specific heat of such a
crystal brought about by the introduction of a pair of
free surfaces in the manner described in the text in fact
represents the entire surface contribution to the specific
heat. The proof will be carried out for the crystal model
employed in the text, but it is felt that the result is
more general than the model. A proof of this conjecture
on the basis of arguments of the kind employed here,
however, would be dificult.

Our demonstration is greatly simplified if we use the
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result, which can be obtained by integrating Eq. (2.2)
by parts, that the low-temperature specific heat of a
crystal is given by

C„=kePA P 1V((o)e "~""$(nPhco)' 2—(nPPuo)]dk&
n~l p

(A. 1)

In this expression N(co) is the integrated frequency
spectrum of the crystal, and is defined so that N(co) is
the number of normal modes with frequencies less than
or equal to co. Our extending the upper limit of integra-
tion to infinity is prompted by the fact that in the limit
as p~~, only the low-frequency part of the factor
N(co)L(nphco)' —2(nphc0)] contributes significantly to
the integral.

We mill establish that the low-frequency limit of the
integrated spectrum of a crystal for which the atomic
displacements satisfy the cyclic boundary condition has
no part which is proportional to the surface area of the
crystal. For this purpose we will use a result from the
theory of numbers.

The temperature dependence of the specific heat of a
crystal at low temperatures is determined by the low-
frequency end of N(a&), which in turn is determined by
the limiting forms the normal mode frequencies take
as functions of k in the long-wavelength limit. If we
recall the expressions for the frequencies of the normal
modes of the unperturbed, cyclic, crystal in the long
wavelength limit given by Eqs. (4.17) and (4.19), we
can write the low-frequency limit of N(&o) in the form

1V(~)= Ng(&u)+2N~(co), (A.2a)
where

points of an n-dimensional simple cubic lattice con-
tained inside or on an n-dimensional sphere of radius r
centered on one of the lattice points has been well

studied in the context of the theory of numbers. '
However, we were not able to find estimates of this
function for three-dimensional spheres which are suS.-
ciently precise for our purposes. Such an estimate can
be made in the following manner.

Let us denote by A „(r') the number of lattice points
of a p-dimensional simple cubic lattice which lie inside
or on a p-dimensional sphere of radius r which is
centered on one of the lattice points. Thus we have that

A„(r') =
n1, n2, ''' np

0& n22+n22+" +n,2& r2

(A.4)

A„(r') =A„(n) =

As a function of a continuous variable r, A„(r) is dis-
continuous. It increases by some integer each time r
achieves the value of the radius of a shell of lattice
sites. Because nj, n2, ~ ~, n~ are all integers, nl'+n2
+ +n„' must also be an integer. Consequently, we
are led to the conclusion that

A (r')=A (Lr']), (A.S)

where Lx] is the greatest integer contained in x (in-
cluding x itself, if x is an integer). In other words, the
number of lattice points inside or on a sphere of radius
r is equal to the number of lattice points inside or on a
sphere of radius $r']'". To emphasize that Lr'] is a
non-negative integer we will set [r']=n, where n is
now a non-negative integer.

The function A„(r') satisfies a useful recurrence
relation

1Vt(cv) = 1 (A.2b)
h1h2hs = —Oo

0& (4n.2cP/I 2ao2) (h12+h22+h22) & ao2

nlsn2s ' ' 'on@
0& n12+n22+ ~ ~ ~ +n 2& n

1
—n»2( m& n1/2 0& n12+ ~ ~ ~ +np 12& n —m2

(A.6)

h1h2hs = —~
0& (4n 2cs2/1. 2ao2) (h12+h 22+h22) & ta2

1. (A.2c) )n 1 /2)

A, g(n m')—
~tn'/2)

The functions 1Vi(s&) and N~(cv) can be given a simple
geometrical interpretation. Ni, &(co) is the number of
points on a simple cubic lattice of lattice constant
unity contained in or on a sphere of radius (coI ao/2vrc&, &).

As a first approximation, the function Ni, ~(a&) is
given by the volume of the sphere,

Ng, g(co) =—vr(col ao/2m ci, ~) . (A.3)

ill/2)
=A, |(n)+2 P A, i(n m'). —

m~1

In particular, we have that

A3(n)=Ag(n)+2 P A2(n —m'). (A.7)

The result given by Eq. (A.3) is proportional to the
crystal volume, V= (Lao)~, and yields the well known
Debye T' law for the bulk contribution to the low-
temperature specific heat of an isotropic solid. Our
concern is with the leading correction to the expression
given by Eq. (A.3), which is of lower order in l. than
O(1.').

The problem of determining the number of lattice

It was shown in 1906 by Sierpinski" that a constant
8 exists such that

Bn"&A 2 (n) —7m &Bn"— (A.g)

W. Sierpinski, Prace Mat. -I'iz. 17, 77 (1906). This result is
mentioned in the following, more accessible, reference: W.
Sierpinski, E/ementary Theory of ÃNmbers (Pandstwowe Wydaw-
nictwo Naukowe, Warsaw, 1964), Monograie Matematyczne
No. 42, p. 346.
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for any positive integer n. The exponent ~ appearing
in these inequalities is not the best known. It is known"
to be greater than or equal to ~, and less than or equal
to 37/112& —,'. However, the estimate given above is
adequate for our purposes.

Combining Eqs. (A.7) and (A.S) we &nd that

The function

«(nl/2) —n1/2 [nl/2)

satisfies the inequalities

0( «(n1/2) & 1

(A.11)

(A.12)

2m Bn'—/'+2 p {2r(n m—) B—(n n3—2)' }&A3(n)
for all non-negative n. In terms of this function we can
rewrite Eq. (A.10) as

)~1/2)( n+Bn1/3+2 Q { (n 2n2)+B(n 32n)1 3/} (A 9) 1~3(n)——3'3m'" —(—-'333+23r« —23r«')n"'
—(22r« —2r«2+ 33r«3)

~
(2B{n'/3 —«n'/3} (A.13)

With the aid of the results

2m+ 22r P (n—n32) = 23r{n[n//2] —-', [n'"]'}

or, less sharply as

(2 (n) 3rn2/ —
(

&—2B'n (A.14)

Bn'/ +2B P (n —n3 )'/'(2Bn'/ [n'/2],

we can write that

A 3(n) —233{n[n'") —-', [n'")'}—3r{n —[n'")'}

~
~3(r2) —33~r3

~

&2B"r3/3. (A.15)

Finally, the content of Eq. (A.15) in the context of
the problem studied in this paper is that

43r // 10

$1,1(/o) ——
V~ (2B"V"' (A.16)

3 &2+C/, 1 2%C), g

If we recall that n=[r'] and that 0&r' —[r')&1, for
all positive r2, it follows from Eq. (A.14) that

3'

+ [n'/2]—&2Bn'/'[n'/ ). (A. 10)
3

~'See, for example, E. Landau, Elementary Number Theory
(Chelsea Publishing Company, New York, 1958), p. 5.

Inasmuch as the right side of this inequality is of lower
order in V than V'" 5, we conclude that the low-
temperature specific heat of our cyclic crystal has no
contribution which is proportional to its surface area.


