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Scattering of Electrons by Ato~ic Systems with Configurations 2p~ and 3p&
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The theory is developed describing transitions induced by electron impact between all the ground-state
terms of atoms and ions with configurations (2p)& and (3p)&. Full account is taken of exchange, and the
computed cross sections satisfy exactly the required unitarity bounds. A description is then given of the
method used for the solution of the resultant coupled integrodiBerential equations.

1. DTTRODUCTIOÃ

HE interpretation of astronomical observations is
helped considerably by a knowledge of the atomic

processes which can take place in the constituent ele-

ments of astronomical objects. In particular, by study-

ing the observed spectrum one gets some idea of their
chemical composition, density, and temperature. Many
spectral lines observed in gaseous nebulae, in auroras,
and in the night airglow are due to transitions, among
the terms of atomic systems, which involve no change
in the electron con6guration of the system. Because of
the conservation of parity, these transitions are for-
bidden for electric-dipole radiation but are allowed for
electric-quadrupole and magnetic-dipole radiations. The
transition probabilities are of the order (1 to 10 ')
sec ', compared with 10' sec ' for permitted dipole
lines. The strongest lines in the spectra of most nebulae

are due to the 'D~-'P2 and 'D~-'P2 magnetic dipole
transitions in Orrr, which has the configuration (ls)'
X (2s)'(2p)' in both the initial and final states. ' Indeed
there is considerable astrophysical interest in all the
forbidden lines arising from transitions between the
three spectral terms of configurations 2p' and 3p',
q=2, 3, 4 in a large number of atoms and ions. These
lines can be excited by electron impact. Consequently,
it is of interest to predict theoretically the excitation
cross sections for electrons incident on atomic systems
with configurations (1s)'(2s)'(2p) ~ and (1s)'(2s)'(2p)'
X (3s)'(3p)'

There is additional astrophysical interest in these
transitions for at least two reasons. Firstly, they play
an important role in determining the electron density
distribution and the electron temperatures in the E and
F regions of the upper atmosphere. Secondly, it has

*Work performed while a resident research associate of the
National Academy of Sciences National Research Council.' M. J. Seaton, Rept. Progr. Phys. 23, 313 {1960).
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been pointed out by Branscomb and Pagel, ' that the
absorption of photons by atomic and molecular nega-
tive ions, especially C and possibly 0, may be of
considerable importance in understanding the physical
properties of stellar photospheres. In order to compute
the bound-free and free-free absorption coefFicients it is
necessary to know the radial function describing the
motion of the electron, freed by photodetachment,
relative to the parent atom. This is precisely the
scattering radial function.

Early calculations of the electron-induced transitions
in these atoms were shown by Bates el ul. ,

' to exceed
the conservation condition by a large factor. Seaton in
a series of papers4 developed the theory of the con-
tinuum Hartree —Pock equations and applied it to a
variety of atoms and ions. However, owing to the
complexity both of the algebra and of the numerical
evaluation of the resulting equations only a few calcula-
tions of limited accuracy have been carried out. Re-
cently, the theory has been extended by Seaton and
applied by Shemming' to calculations of transitions in
Onz. Both the methods of distorted waves and exact
resonance were used in the solution of the resultant
coupled integrodiff'erential equations. Recently, also,
some exact solutions of a single second-order integro-
diRerential equation describing the elastic scattering on
the ground state of C have been reported by Myers-
cough and McDowell' and on 0+ by Dalgarno, Henry,
and Stewart. 7

' L, M. Branscomb and B. K. J.Pagel, Monthly Notices Roy.
Astron. Soc. 118, 258 (1958).

3 D. R. Bates, A. Fundaminsky, J. W. Leech, and H. S. W.
Massey, Phil. Trans. Roy Soc. A243, 93 (1950).

4 M. J. Seaton, Phil. Trans. Roy. Soc. 245, 469 (1953); Proc.
Roy. Soc. (London) A218, 400 (1953);ibid. A231, 37 (1955).' J. Shemming, University of London, thesis (1965) (un-
published).

s P. P. Myerscough and M. R. C. McDowell, Proc. Phys. Soc.
(London) 84, 231 (1964).

7 A. Dalgarno, R. J. W. Henry, and A. L. Stewart, Planetary
Space Sci. 12, 235 (1964).
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In this paper the theory of scattering of electrons by
atomic systems with configurations 2p' and 3q', where

q=0 to 6, is developed. Particular emphasis is given to
developing the formalism in a way which takes full
advantage of the power of high-speed digital computers
to aid in the algebraic analysis as well in solving the
resultant equations. It is found that, if a proper treat-
ment of exchange is adopted, then the post-prior dis-
crepancy which troubled early workers in this field does
not arise. Further, if only the terms in the ground state
conhguration of the atom or ion are coupled then the
resultant integrodifterential equation can be easily
solved without further approximation using fast com-
puters. There is very little point in attempting to
simplify the equations to use approximate solutions thus
introducing further unnecessary errors and ambiguities.

It is convenient to discuss here in general terms the
expected accuracy and thus justi6cation of our ap-
proach for these transitions. It is by now well-known
that the close-coupling expansion can give results of
dubious accuracy for excitation. Thus, in calculating
the 1s-2s or Is-2p excitation by electron impact in
atomic hydrogen the 1s-2s-2p close coupling approxi-
mation gives results much larger than experiment
(Burke and Smith' ). It is not suflicient to include just
a few further excited states in the expansion but the
whole series must be rearranged to obtain faster con-
vergence. However, for elastic scattering on the ground
1s state of hydrogen, the approximation obtained by
retaining only the 1s state in the expansion gives, when
exchange is included correctly, ten percent accuracy.
This is basically because the 1s state is well separated
in energy from neighboring states and is thus weakly
coupled. In atoms and ions with configurations (2P)'
and (3P)' the ground state terms are also well isolated
and weakly coupled to other levels. The transitions
amongst these terms, is thus more analogous to elastic
scattering in hydrogen than to excitation. Thus, pro-
vided all the direct and exchange interactions between
the terms are included correctly, as in this paper, then
the result can be expected to be of fairly high accuracy.

In Sec. (2), the form of the trial function to be sub-
stituted into a variational principle is discussed. The
use of the principle itself and the derivation of the
continuum (i.e., scattering) Hartree-Fock equations is
presented in Secs. (3) and (4). In the final section, (5),
we report in detail the numerical methods we have
developed to solve the coupled systems of integro-
diGerential equations.

2. THE TRIAL WAVE FUNCTIOÃ

It will be assumed throughout this paper that the
Hamiltonian is spin-independent; consequently, both
total spin and orbital quantum numbers, S and L re-
spectively, are conserved. In order to take advantage
of this fact we shall work in a representation which is

8 P. G. Burke and K. Smith, Rev. Mod. Phys. 34, 458 (1962).

X+~I', :X ', r;a)F,;(r;)r, ', (1)

where X ' denotes all the coordinates of the (%+1)
electrons except those of the ith, and F;,(r) is the func-
tion which describes the radial motion of the impinging
electron in the channel I', when the system was initially
in the state I;.. The summation over F, in (1) is re-
stricted in practice to go over the terms belonging to
the ground state configuration of the target. It will be
shown below that the functions F,, (r) satisfy coupled
systems of second-order ordinary integrodiGerential
equations with the boundary conditions

F. (r) ~ rii+i
r-+0

F;,(r) k, '"(b,;sin8;+R;;cos8, ), kP&0 (2a)

~ g
—I&~l ~( ys( &~&s~ k,2 &0,

where

and

8,=kr —I,~/2 —g; ln2k;r+oi, ,

q, = —(Z—V)/k;,

&ri, =argF(l, +1+. iq;)

(3)

The radial functions F;,(r) are continuum Hartree-
Fock orbitals; from the properties of the surface
harmonics F;,(r) will be automatically orthogonal to
atomic discrete orbitals with orbital quantum number
lq&/;. For closed subshells, it follows from the anti-
symmetry of Eq. (1) with respect to the interchange of
any two of the electrons that there is no approximation

diagonal in both L and S. It is well known that only
approximate solutions can be given to the problems of
collision theory; Seaton 4 has shown that the only
consistent means of obtaining antisymmetric wave
functions in approximate solutions is to make the
expansion explicitly antisymmetric.

Consider the collision of an electron with an atomic
system with nuclear charge Z and having S electrons,
let the totally antisymmetric (%+1) electron wave
function be

iI', :x,x,x, x )=—+(1',:X),

where x; denotes the spatial and spin coordinates of the
ith electron and F;=y, k,.l,L,S,LSMI,Mq is the complete
set of quantum numbers required to specify the atomic
system in the state j.The atomic term is labeled L,S;,
the wave number and the orbital angular momentum
of the projectile are k, and I,, respectively. This (1V+1)
electron wave function can be expanded in terms of
basis functions which are completely antisymmetric
under interchange of the coordinates of a pair of target
electrons

N+'i
~I'", x; x~+,)= Q (—1)~+'—'(A'+1)—'i'
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3. VAMATIONAL PRINCIPLE

For the asymptotic normalization chosen in Eq. (2),
it can be shown (see Burke and Smith') that

8(L—S.i2) =0
provides the basis for a variational principle, since the
quantity (L 61/2) is stationar—y with respect to
variations

bt;, (r) k;—'"b(R;, cosg;

and arbitrary bC', where

(6)

L,;= @,(F;; X)*(Hio+,—E)+i(F;; X)dX (7)

with the Hamiltonian of the full system being

N+1 Z N+1
H~+i= Z —ow ——+ E . (g)

&)2=1 r;—I'~

Ke will adopt atomic units with A = e = m = 1 throughout.
Upon replacing the first term of Eq. (4) by the ex-

pression given in (1) and substituting the result for the
first 4'& in Eq. (7) we obtain

in choosing F,; orthogonal to E „~„even though l~

might equal l;. This may be modified slightly if we

choose approximate Hartree Fo-ck (H-F) orbitals for
the target rather than exact H-F orbitals; however, in

any case the overlap can be expected to be very small.
For incomplete subshells, with l~ ——l; we can expect the
overlap integral (F;,,I')+0. To take this eRect into
account, since it is equivalent to the virtual capture of
the impinging electron, we have imposed the condition
that F;, are orthogonal to all discrete orbitals and added
to Eq. (1) an arbitrary amount of a wave function, +o,
corresponding to a configuration with one additional
electron in the incomplete subshell. Thus, the trial wave
function for the (iV+1)-electron system initially in the
state I'; will be

+,(F, ; X)= is
—(1s)'(2s)'(2P)o: F, :X)

+C+p[(1s)'(2s)'(2P) '+'. LS:X]. (4)

Equation (4) can be interpreted as a statement of
configuration interaction where the first term represents
an atomic system with one electron in a continuum
orbital, while in the second term all electrons are in
discrete orbitals. The coefFicients C' are determined
from the variational principle given in the next section.
It is assumed that the orbitals P i(r) do not depend
upon the term (e.g., 'I', 'D, 'S for carbon) but only on
the con6guration and Z. This assumption is vital to
our derivation and will be seen to greatly simplify the
analysis. The error incurred by this approximation can
be expected to be small.

L„= dX[Q @o(F;;X—&~+'i, x~~i)

+C"(X+1) '%o]*(H~+i E)—
X[+{%'((F X—

& +'i, x~+ )—iV+i(F, ; X N, x )}

+ (&+1)'"C'+oj (11)

In order to carry out the reduction of the six terms

appearing in Eq. (11) we consider separately, the
direct term

L;, ,P=(O„(i,x„+,), (HN+, E)+&(j,x++—i)), (12)

the exchange term

L;, ,p= 6'(ep(~, x~+i),—(HN+i E, )+i(7; x~)) —(13)

terms linear in the arbitrary constants C

Llk +Lk2

= (iV+1)'i'[C'(Oo, (H~+, E) P; 4' (—i,ox~ )+)i

+C (Vp, (H~+i E) P, %&(i,x&+',)—)), (14)

and finally terms quadratic in C

Lo ic'= C'C'(+ o, (Hpi+i E—)+o) (15—)

To evaluate the matrix element given in Eq. (12),
the functions 4'p and 4'i are replaced by (10) with the
composite function of target and spin-angle parts of
the projectile wave function being expanded out using
Clebsch-Gordan coefFicients and Hartree-Fock wave
functions for the target which are assumed to satisfy

dXi' ' 'dXN+nF(xi XN,' L,S;)

X[Hy —5;,Ex(L;S,)]birr(xi . xN., L,S;)=0. (16)

In other words, 0 Hp are so chosen that HN is diagonal
in that representation, where the X electron Hamil-
tonian is defined in terms of the iV+1 Hamiltonian by

Her+i=He+Hi(xx+i)+2 re+i, (17)

having used the fact that HN+1 is symmetric and 4&

is antisymmetric under the interchange of all the co-
ordinates of any pair of electrons. XVe have introduced
the notation

+p(F;; X '"+",x~+i)
F,o(r~+i)=

i F, ; X '"+",6r+i&N+i) ~ (10)
~N+1

Now substitute the full form for 4& in Eq. (9) and note
that the term i=X+1 is distinct from the other iV

terms to give

dX~ (1V+1)'"+,(F;; X—&"+»,xi+i)+C'4 j*o
X (H„„—E)e,(F„.X), (9)

where

Hl (XN+1) oV N+1
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Using (10), (16), and (1/) in (12) we obtain are in units of 27.2097 eV, and where

L;k,;P= drx+iF, k(r~+i) V;, (r~+k) = e*(r,:X—&"+",rpp+ka~+g)

1 d' /, (/, +1) 2Z
X —— — + +kk b,,

2 Cft N+P f N+y tN+, y

+V', ( ) F ( +), (lg)

N

Xp rN+l, a +(rj:+ ~N+1&N+1)
a I

XdX&' ' 'dXNd~N+yd~N+i.

This expression for V,,(r) has been shown by Bely,
where k k= 2LE—Ek (L;S,)) is in rydbergs if E and E~ Tully, and Regemorter' to reduce to

V;, (r)=h,; P 2(2/'+1)yo(P„. & P„.p, r)+bs;s;3qI (2/i+1)(2La+1)(2/ +~1)(2L~'+1)]'"Z(2K+1) '
e'l' =dosed

subshells

X (/ /, OOI /I, O) (1100
I
XO) W(/;L, /;L" LX) Q (—1)~+~'+~~'+z'

X (qLQ, )LkSk) (qL,S; lLkSk) W(1L;1L;;Lkh)yx(P„Q„» r), (19)

where kk is the principal quantum number of the outermost incomplete p subshell, (abOOI e0) is a Clebsch-Gordan
coefficient, W(abed; ef) a Racah coefficient, both in the phase convention of Blatt, Biedenharn, and Rose" and
(qLQ, lLkSk) is the coeflicient of fractional parentage.

In the evaluation of the exchange term, Eq. (13), we note that the matrix element (Hz) will include and overlap
integral

d xN+ 1Fik (XN+1)Pa y (XN+ 1)

which, as discussed in Sec. (2), we are going to set equal to zero. The matrix element of the single-electron Hamil-
tonian, B&(xs+&), will contain a similar factor to (20). Consequently, (13) simply becomes

L'k, jl /ll ' ' dxI dxN+1+k(k xN+1) I r~+I—r~I ' +~(J' x~), (21)

since those terms in g with aP/l/ will all have overlap integrals like those of (20). Equation (21) was evaluated
using the methods of Hartree" and Racah~ and we obtain

«~+PckWeFyr= —8o 2 Z Rk(P„.&.F;kF;&P &.) (2/'+1) (2/~+1)
m'l' =dosed

subshells

X (/'XOO I/e0)' —3qI (2/'+1) (2L +1)(2S'+1)(2/ +1)(2L,+1)(2S +1)]'~'

X Q (qL;S, IILkSk) (qL;S, jILkSk) W (SF,-,'S;; SSk)

where Eq are the Slater integrals, and

is the Wigner 9j coeflicient.

L2 1 L;
XQ(1/;OQIXO)(2K+1) '(/;100IXO) 1 l%, /; Rk(P„+;kF;(P„~), (22).L; /; Li

c b e

c d e'

.f f' g.

9 0. Bely, J.Tully, and H. van Regemorter, Ann. Phys. (Paris) 8, 303 {1963}.
~o J. M. Blatt, L. C. Biedenharn, and M. K. Rose, Rev. Mod. Phys. 24, 249 (1952)."D. R. Hartree, The Calcglation of Atumic Structures (John Wiley R Sons, Inc., Neer York, 1957), p. 40."G.Racah, Phys. Rev. 63, 367 (1943).
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f Q d Q contain overlap factors arms linear in C, both the matrix elements of HN an cIn the evaluation of the terms linear in, o
(20) and the second term in, 14,in, 14, becomes

25

'= (Ã+1)'IzC' Z dx +o(X) &i(~a+i)+
~M+1,N-

4'i (z, xir+i)

where

=C' Q V;F;idr, (23)

1 do 1 Z
+ P.r(r)V()-(&+1)'" hz1(q+ i;) i, -„,

~ . r P„(r) +3q P f, , (q+1LSP.'S')2(2l'+1)yo(p„ i. ~p .z. , r)P „,r q
o'l' ~dosed

I/O 1)Ls+1+L'+r i (qI iSi jILQ )
/X[3(2l,+1)(2L+1)(2L,+1)]

iX 0) W(1 L'l,L,", LX)W(1L'1L;; LzX)yi(P „;r)P.,(r) . (24)X qL;SziLoSo)(2K+1) '(1100iXO)(11,00 XO W

onl a ear i eec ron'f l t ns are scattered from ta g yar et s stems witht the terms involving C will on y ppIt is emphasized that t e erm
' '

on
ubshells.

in the radial functions . onin
' ' F. Consequently, theof . ), hi hdoF' ll we come to the evaluation o q.lna ywec

matrix element will be simp y a n

)=CoC' Q (q+1LS )L'S')'E~(L'S') E-LoF—=C'C'(Eir+i —E =

1d' 1 Z
25)+ drp „(r) + P,(r)+&(+o ) rial+i, x ( +o)

where the last matrix element is

q+
Mg

P 4. r 1)L'+L"+L+r (2')X (1100
f
XO)'(2X+ 1) 'W(1L'1L" LX)W(1L'1L";ZX)R), (p„o'; r) (—

Ss s P (q+1LS iL'S')2(2l'+1)Rii(P .i P „Po i Po„)+q s s
e'l' =closed

8 9 2L'+1) (2L"+1)]'"
subshells

x( LS iL"S') P (qL"S'iZS)(qL S jIzs

Defining D,, by

+—yuP iS,,+V;;+W,„(2))
2 dr'

where W;, is an integral operator g'iven bv (22), Eq.
(5) can be written as

d multi lierswhere p; are eth Lagrange undetermined 'p '

must be added to Eq. (28a).

4. RADIAL EQUATIONS

Variation of (28) with respect to F gives

Z &F W iFii4.+Z F;oD; &Fmo i C~V 6F „5)„

dr F,oD,,F;i+Co Q dr V,F, i +C'V oF„„&io„+lid.,(r)V'„.&z,bio.

+I'M r(r)&F "oz ifii +o&M & oi1 i=0. (29)

in 29) can beUsing reen s theorem the second term
'

(7

rewritten and the result is

E ——=0. (28a)—(R
+O' P d V,F, +C"C'(E )—

o im ose the orthogonality of the con-p
tinuum function to a1. the discrete or i a s,
terms

r „r r,;,, '=, alii 28b)dr P r(r)F,; (r)hi;1, g =k, l for a

dr bF„„(r)(b&„L+D„,F,i+C'V +Ii„b& iP„,(r)]

+bi PQ D aF;(o+C"V +lzmoi i or(r)]}=P r =0. (30)
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For arbitrary variations bF, subject to Eq. (6), then

E D- F'~~(r)+C'V-+b~u -P-.(r) =o (31)

are the system of integrodi6erential equations for the
radial functions Ii, ~.

Variation of (28) with respect to C yields

bg Q dr V;F,)+b( Q dr V;F;I,

5. COMPUTER PROGRAM TO
SOLVE EQUATIONS

A FoRTRAN program has been written to solve Eqs.
(34) for an electron scattered by an atom or ion of
arbitrary charge and with the 2p or 3p shell partially
filled. The program uses subroutines for the Clebsch-
Gordan coeKcient (abOOI cO), the Racah coeflicient
W(abed; ef), and the Wigner 9j coeflicient

+&k C'(EN+1 E)+—C"&im(&~+1 F)=0& (32)

which is satisfied by

C'= —(Fn+i F) ' 2— «V'(&)F'~(&) (33)

Substituting Eq. (33) into (31) gives

ZD-F (r)+
1 ~ ~%+1

V„(r) P dr' V, (r')F;((r')

+br,p~„„(r)=0. (34)

in xuo' units, where L, S, w are the total angular mo-
menturn, total spin and parity of the system respectively
and where l, and l, are the orbital angular momenta of
the initial and final scattered-electron states respectively.

In a typical case, for example the scattering of elec-
trons by atomic oxygen, conservation of L, S, and m

implies that (34) reduces to a set of either four of 6ve
coupled integrodiGerential equations for S=-,' depend-
ing on whether L+x is odd or even, respectively.

"A. M. Lane and R. G. Thomas, Rev. Mod. Phys. 30, 257
(1958).

These coupled integrodifferential equations are solved
by the methods described in the next section to yield
the radial functions F,g(r). The Lagrangian multiplier s
p„are adjusted so that the integrals (28b) are zero.
The (R matrix can be simply determined from the
asymptotic form of the functions F,~(r) according to
Eq. (2a). From the explicit symmetry of the direct and
exchange potentials in (34) it follows that the (R

matrix is also symmetric and thus the resultant cross
section satisfies the required unitarity bounds. The
transition matrix T is then defined in the usual way by
the matrix relation

2'= 2f61/(I —i61) (35)

and the cross section for the transition L;S;—+L;S,.
follows immediately from an analysis similar to that
given by Lane and Thomas. "It is defined by

(2L+1)(2S+1)
&z„s;r„s;= 2 , I I'jl (36)

rs 2k/(2L, +1)(28;+1)

and a table of relevant fractional parentage coefficients
(qL&S& jIL&2). With this information the program carries
out the summations involved in the definitions of
V;;(r), W;;, and V, (r) and decides, for a particular
I-, 5, and 7r input values, how many equations in (34)
are coupled and what the explicit form of all the inter-
action terms are. It also decides automatically on the
basis of the particular atom or ion being considered
and the energy of the incident electron, what intervals
to use in the numerical integration of (34). The re-
maining information required by the code in order to
carry out the evaluation of the cross section defined by
(36) is the Hartree-Fock orbitals for the atom or ion.
It was found convenient, to read in the analytical
orbitals defined by Roothaan and coworkers'4 since
they are now available for most of the atoms and ions
of interest.

The numerical solution of the resultant coupled Eqs.
(34) will now be described. To enable the solution of
(34) to be obtained when some or all of the channels
are virtual it was necessary to adopt a method of in-
ward and outward integration with subsequent match-
ing to obtain a final continuous solution. This is the
method used by Smith and Burke."The integral terms
in (34) are treated non-iteratively following Marriott"
in order that any narrow resonant e6ects may be
determined without convergence difhculties (see Burke
and McVicar"). Finally the asymptotic expansion
method of Burke and Schey' was used to determine
the (R matrix from the functions F;. Equation (34) can
now be written

d2P,. Kg
=P A, , (r)F, (r)+P aiy&„(PIFq, r)PI, (r)

dp2 j 1 k 1

+2CV;+b, ,p,P„„(r), (37a)

where the suKx denoting the incident channel has been
dropped since we require all possible solutions of (37)

'4C. C. J. Roothaan, Rev. Mod. Phys. 32, 179 (1960); E.
Clementi, IBM J. Res. Develop. 9, 2 (1965)."K.Smith and P. G. Burke, Phys. Rev. 123, 174 (1961)."R.Marriott, Proc. Phys. Soc. {London} 72, 121 (1958)."P.G. Burke and D. D. McVicar, Proc. Phys. Soc. (London)
86, 989 (1965)."P. G. Burke and H. M. Schey, Phys. Rev. 126, 163 (1962).
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with the boundary conditions

ry), (r) r"+'

ry), (r) r ".
(2b)

We solve the equation (37) subject to the boundary
conditions (2). We now introduce the following defini-
tions: The letter M denotes the number of diBerent Ii's,
i.e., the number of channels; XE is the total number of
exchange terms appearing in all the P equations. Let
X)), be the number of open channels (i.e., those channels
for which kP)0). We introduce the parameter Xv
which is zero if all V;=0, otherwise it is unity. Let
EMU be the number of Lagrange multipliers in a given
set of Eqs. (37).

At r=0 we define (M+PE) linearly independent
solutions of the homogeneous system of equations, i.e.,

where

z"=az, (3g)

is a column vector which has (M+PE) elements. Since
Z(0) =0, then (M+PE) of the arbitrary constants are
fixed and the independent solutions are generated by
setting the coefficients of the powers r"+& or r"+' at the
origin equal to unity one at a time with the others set

consistent with the boundary conditions (2a). Further
the quantity C in (37) is just that given in (33).

According to Hartree, u the functions y),(I'F; r)
satisfy the following second-order ordinary differential
equation

d' X(X+1) P(r)F (r)—(rye) = (rF),)—(2K+1) (37b)
r

equal to zero. These solutions are then integrated out
with C=p, =0. Further (iVv+XMu) independent
solutions of the inhomogeneous system are generated
by setting either C=1 and all the p;=0, or setting one
of the p, ; equal to unity and the remainder, together
with C, equal to zero. In this way we define XiN ——M
+WE+X&+EMU linearly independent solutions at the
origin. These solutions are then integrated out to some
match point denoted rp and the PIN solutions are
labeled 5; . These solutions are combined with (as yet
unknown) coefficients v, where o.= 1, , (M+1VE), C
and p, ; to give full solution over the range 0~& r ~&rp. We
choose to use the Runge-Kutta method to integrate
from r=0 to a mesh point h=0.01 and then the Nu-
merov method from h to rp.

Asymptotically, where r=rs, (M+X)),) linea, rly in-
dependent solutions of Eq. (38) are generated by setting
the coefficients of sin&', cos8', and e "each in turn to
unity, and the remaining coefficients to zero, where
8'=kr —g ln2kr and i':=k. The asymptotic expansion
of Burke and Schey is used to calculate the function
at rs and (rs H) wh—ere P is another stepping incre-
ment. These solutions are integrated in to some point
r~, where the exponential terms in the various poten-
tials might be expected to begin contributing. At r~
further EE linearly independent solutions are generated
by setting the coefficients of r " in turn to unity and
all others to zero Furth. er (Xv+cVMu) independent
solutions of the inhomogeneous system are defined by
setting C or p; equal to unity as in the inner region. The
totality of outer solutions, Som=M+X~+XE+1Vv
+EMU are integrated from r~ into rp and beyond to
some ro'. These outer solutions are labeled g;s.

In order that the solution be continuous over the
whole domain 0&r&~r&, it is possible to impose con-
tinuity of functions and derivatives at any point, e.g.,
at rp, or the functions be continuous at a pair of points
rp and rp say. The latter criterion was used in the
computer program, and gives 2(M+PE) equations

"+" w.'(r, ) w.'(;) " (w. (.,)
)v.

'
+2C

'
+Z pI

p;-(r.') S;c(r,') ~) km;~(r, ')

M+NE+NA (Q.P(r ) g.c(r ) )) NMU (g.'Y(ro)~sl, +2C, , I+ Z ~.l, I
(39)

~B"( ) 8' (o)& ' ~B'"(o)&

for the 2(M+PE)+X~+Xv+XMu unknown parameters v, cop, C, and p, . Further (A'v+XMu) equations are
obtained by substituting the continuous solution given by Eq. (39) into (33) and also into the equations obtained
by requiring (20) to be zero.

The remaining XA equations are obtained by specifying that the coefIicients of the sine part of the right-hand
side of Eq. (39) in the asymptotic region equals k; "'b;; for J= 1 to X~. That is

Zs (d() 8's= ~i 8"+~2(. + .+~))( g.""+ +~N g ""+'+
=(d;g,'+co)r„+,bP"+' since the others do not contribute

=co; sin8; +~~~+, cos8;,)r

(40)



SM ITH, HENRY, AND BURKE

where 8 =kg —g; In2k,w. From Eq. (2a)

F;;(r) k, 'I2[(sin8 co&;—cos8,' sin&;)8;,+ (cos8 co&,+sin8, '
sing~) (R;;],

where p;=l~/2 —0&, Combining this result with (40) gives the required 1V& equations

co&; co;&—sony; (u~„+,.&=k;—'~'5;;, (4&)

where the superscript j denotes that the linear equations at the matching point for the parameters v& p must be
solved Ez times, with j characterizing these matched solutions. The elements of the real symmetric reactance
matrix are then given by

(Ro= k~ I [sing~ Q)~~+co+~ (d~~+~~j. (42)

Having obtained the S. matrix it is a simple matter of matrix manipulation to obtain the T matrix and cross
section using Eqs. (35) and (36).
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Scattering phase shifts have been computed for elastic electron scattering from neutral helium for an
energy range from 0 to 50 eV. These computations were based upon an extension of Hartree-Fock theory in
which the distortion induced in the atom by the incident electron is considered in the adiabatic approxima-
tion and developed in a perturbation expansion in the interaction between incident and atomic electrons.
This expansion contains terms describing both the adiabatic polarization interaction and velocity-dependent
corrections to it. The effects of these two interactions are examined by calculating the scattering in two ap-
proximations: first, a pure adiabatic-exchange calculation using the total polarization potential consistent
with second-order perturbation theory; and second, a "dynamic-exchange" calculation in which all the
dynamic terms consistent with second-order perturbation theory are included along with the polarization
potential. An additional dynamic-exchange calculation in which only the dipole components of all the dis-
tortion terms are included is also considered. The computed phase shifts were used to determine the scatter-
ing cross sections and these are compared with other calculations and experimental data. Scattering lengths
were also calculated by iteration of the pertinent equations at zero energy, and resulted in the values 1.097ao
for the adiabatic-exchange approximation and 1.186ao and 1.181ao for the dynamic-exchange approxima-
tions using, respectively, the total-distortion terms and the dipole components of these terms only. The
dynamic-exchange values for the scattering length compare very favorably with the experimental value
1.18a& determined independently from experimental data by Frost and Phelps and by Crompton and Jory.
The dynamic-exchange approximation for the total scattering cross section agrees quite closely with the
experimental data of Ramsauer and Kollath, while the corresponding diffusion cross section agrees quite
well with the data of Crompton and Jory. These calculations show that best agreement with experiment is
obtained when only the dipole components of all of the distortion terms are included in the formalism.

I. INTRODUCTION
' 'N a previous paper, ' the scattering of electrons by
~ ~ helium atoms was considered in an approximation in
which the distortion of the target atom by the incident
electron gave rise to an effective polarization potential

~ This work was supported in part by the U. S. Bureau of Naval
Weapons.

t Based in part on a dissertation submitted to the University of
California, Riverside, in partial fulfillment of the requirements for
the Doctor of Philosophy degree.' R. %'. I.aBahn and J.Callaway, Phys. Rev. 135, A1539 (1964}.

which was added to the usual Hartree-Pock equations.
The results of these calculations gave a cross section
which was in good agreement with experiment at very
low energies but was larger than the experimental values
at higher energies. This discrepancy arises in part from

oversimplification of the dynamics of the scattering
electron in describing the distortion interaction. The
main purpose of this paper is to report on some extended
calculations for helium in which a velocity-dependent
correction to the adiabatic theory is incorporated into
the scattering equation.


