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These results lead us to the following conclusions
concerning the lowest order radiative corrections to

muon-decay:

(1) There is no infinite renormalization of the direct
term (proportional to D). There is no renormalization
Of C 1.

(2) The coupling constant C, suffers an infinite
renormalization.

When we compare the model proposed by Fronsdal
and the conventional approach, we see that the situa-
tion in Fronsdal’s model as far as u decay is concerned
is worse than in the conventional treatment, because
of the occurrence of an infinite coupling-constant
renormalization.

III. 3 DECAY OF NEUTRON

We consider the radiative corrections in lowest order
to the process

n— pt+e+v,.

We proceed in exactly the same way as in the case of
the u decay. We state the results without going into the
details of the calculation,
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When we have only to deal with the direct four-
fermion interaction, the lowest order radiative correc-
tion gives a divergent renormalization of the coupling
constant. Also, after introduction of the charged scalar
intermediate boson, we get in addition to an infinite
renormalization of G an infinite renormalization of Cs,
contrary to the statement made by Fronsdal. So in this
case Fronsdal’s model does not give an improvement of
the conventional approach either. This result contra-
dicts Fronsdal’s statement that the coupling constant
renormalization is finite in this case.

LEPTONIC INTERACTIONS

mlatalmim
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I'16. 5. Diagrams pro-
portional to Cg2.
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A simple and straightforward method to identify and remove the kinematic singularities of helicity
amplitudes is constructed from the Trueman-Wick crossing relations. A set of amplitudes free of all kine-
matic singularities and zeros is obtained for two-particle — two-particle reactions of any spins and masses,
except that for boson-fermion interactions with general mass assignments there is still a kinematic sV/2

singularity left in the amplitude.

I. INTRODUCTION

N dynamical calculations of scattering amplitudes,
it is necessary to use kinematic-singularity—free
amplitudes, which have only singularities of dynamical
origin and satisfy the Mandelstam representation. D. N.
Williams! has succeeded in constructing a complete set
of invariant scalar amplitudes free of kinematic singu-
larities and suitable for dynamical calculations. How-
ever, his amplitudes are not suitable for Reggeization.
To Reggeize, first we have to remove all the kinematic
singularities from the so-called parity-conserving helicity

1D. N. Williams, Construction of Invariant Scalar Amplitudes
Without Kinematical Singularities for Arbitrary-Spin Nonzero-
Mass Two-Body Scattering Process, Lawrence Radiation Labora-
tory Report UCRL-1113 (unpublished).

amplitudes and then analytically continue their partial-
wave helicity amplitudes with definite parity in the total
angular momentum plane.? Therefore kinematic-singu-
larity—free helicity amplitudes are not only suitable for
dynamical calculation but also suitable for Reggeiza-
tion. This is our motivation for investigating the
kinematic singularities of helicity amplitudes.
Recently, Y. Hara has proposed a method to remove
the kinematic singularities of helicity amplitudes by
using perturbation field theory, with emphasis on
threshold behavior of partial-wave amplitudes and
crossing relations.? In this paper, we develop a more

?M. Gell-Mann, M. Goldberger, F. Low, E. Marx, and F.
Zachariasen, Phys. Rev. 133, B145 (1964).

Y. Hara, Phys. Rev. 136, B507 (1964). For comparison of his
results and ours, see Ref. 9.
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straightforward method using only the Trueman-Wick
crossing relations for helicity amplitudes. Perturbation
field theory is not needed. A complete set of amplitudes,
which can be shown to be free of all kinematic singu-
larities and zeros, is constructed for interactions of two
particles of any spins and masses, except that for boson-
fermion interactions of general mass assignments there
is still a kinematic s!/? singularity left in the amplitude.
Our results are consistent with the usually assumed
threshold behavior of partial-wave helicity amplitudes
with definite parity.

II. KINEMATIC SINGULARITIES IN THE
CROSSED-CHANNEL ENERGY
VARIABLE

The partial-wave expansion of a general helicity
amplitude for a reaction a+b— c+d, with s being the
energy squared and ¢ being the square of the energy in
one of the two crossed channels (say, D+b— ¢+ A4) ist

de;abs<sit> = ZJ(ZJ+ 1>ch;abJ(s)d)\#J(03) y (II.].)

where
A\=¢—b p=c—d;

6, is the scattering angle in the s channel, which is taken
to be the angle between particles a and ¢; and dy,” is the
d function of the rotation matrix element. In the
s-channel c.m. system,

cosfy=[2st+s2—s 2 im
4 (ma2—mp?) (me2—ma?) ]/ 8arSea, (I1.2)

where
Sap?=[s— (ma—ms)*J[s— (matmy)*]=4sPar?,
Sea=[s— (mo—ma)? | s— (mct-ma)*]=4sPa?,
where P.3, P.q are the initial and final momenta in the

s-channel c.m. system. We see that cosf, is an analytic
function of . In general, the d function is related to the

Jacobi polynomial by®

(J+M)I(J—M)!
(J+N)I(T—-N)!
X [sin(8,/2) JAHP (g—ary 414D (cosf,) ,  (I1.4)

4 M. Jacob and G. C. Wick, Ann. Phys. 7, 404 (1959). Our
normalization convention here is different from theirs. The two

are related by

fcd:ab (S’t) = Zf(sfzb)l/zfcd:ab" ‘W'(S,t) .

feasan(s,t) is related to the S matrix by

(I1.3)

1/2
dqu(08)=:i:[ ] Ccos(8,/2) ]

Sedsab (5,) —8cdiap

= (21!')4{54 (Pc'i'?d"‘ Pa_Pb) (Paoﬁbo copdo)—l/zfcdmb(s)t)’
while foz;as? W (s,f) has a simpler relation to the differential cross

section, i.e., p

d—&%= | feasas® ™+ (s,0) |2
Also, we have set equal to zero the azimuthal angle, which is
independent of the invariant quantities s and ¢. We use g, b, ¢, and
d as notations for particles as well as the helicity states of the
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where

M=maximum of (|A],[x]),

N=minimum of (|A|],|x]),

so that Eq. (IL.1) becomes

Jeasav*(s,0) = [cos(8,/2) I+ [sin(6,/2) ]+ 3= (27 +1)
XFea,ab” ()P (7—ary A—#1M+eD (cosf,) . (I1.5)

We have put other constant factors into F.g .7 (s).
When there is no spin, Eq. (IL.5) simply reduces to the
familiar Legendre expansion of the amplitude,

fOO;OOa(S’t) = ZJ(2J+ I)Foo; OOJPJ(COSGQ) . (116)

We see that the presence of spins has introduced into
the helicity amplitudes a definite set of ¢ zeros and
singularities through the factors [cos(6,/2)]*# and
[sin(f,/2)]*+!. We argue that these ¢ zeros and singu-
larities are the only kinematic ones. The remaining ¢
singularities are associated with the failure of the Jacobi
expansion to converge, a dynamical effect unrelated to
particle spins. From the expression of sin(8,/2) and
cos(6,/2) in s and ¢ in Appendix A, we easily see that the
kinematic ¢ singularities of fcq;q* are all on the boundary
of the physical region.
Thus the new amplitudes, defined by

Je;ab®= foa; ap*[cOSEO, T4 [sind@, J-1A—#!
= ZJ(2J+ I)ch; abJ(S)

X P (g_pryIM—rl D (cosh,), (I1.7)
contain only dynamical ¢ singularities.® By assumption
of maximal analyticity in S-matrix theory, f.a.s°
satisfies a fixed-s dispersion relation in /. In the next
section, we shall discuss the kinematic singularities in s.
After we remove the kinematic s singularities, the ampli-
tudes will satisfy the Mandelstam representation.

III. KINEMATIC SINGULARITIES IN THE
DIRECT-CHANNEL ENERGY
VARIABLE

Under crossing, the s-channel and the #-channel
helicity amplitudes are related by’

corresponding particle. Which meaning they take can be easily
understood from the context. We use 4, B, C, and D for the
corresponding antiparticles and their helicity states.

® Gabor Szego, in Orthogonal Polynomials (Edwards Brothers,
Inc., Ann Arbor, Michigan, 1948). The author would like to thank
David Gross for informing her about the Jacobi polynomial.

6Y. Hara has used this condition. See also Ref. 2.

7T. L. Trueman and G. C. Wick, Ann. Phys. (N. Y.) 26, 322
(1964). We make the convention that the phase factor in front of
the d function in Eq. (III.1) is unity. This convention corresponds
to taking 6., the angle between particles ¢ and ¢ in the s c.m.
system, and taking 6, the angle between particles D and ¢ in the
t c.m. system.
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feaat®(s,)= L daa?*Xa)dws *Xo)de T (Xo)dpra?4(Xa) for ar,p vt (s,1) (IIL.1)
o AL DY
where
cosXo=[— (stma2—my?) (I+ms2—m®)— 2ma2(m2—mo2+mp>—ma®) ]/ 8av T ac,
cosXp=[(s+mp2—ma2) (t4m2—ma®) — 2mp(m 22— ma2+mp2—ma2) 1/ SavTa, (I11.2)

cosX,=[(s+me2—ma?) (t+m2—ma2) —2m2(mE—mlE+mp*—ma®) ]/ ScaTac,
cosXg=[— (sFma—m2) (t+ma—mp)— 2ma(m2—ma2+mo2—ma®) ]/ ScaTa-

From Eq. (II1.2) we can easily obtain the functions sinX;; however, it is more illuminating to write them in the form

sinX,= Zma[¢(s,t)]1/2/ SavT ac )
sinXy=2ms[ p(s5,8) 1V/%/ 806 T ba,

where

sinX = 2m [ ¢(5,) ]2/ 8caTac,
sinXg=2ma[ ¢(5,8) 112/ 8caT va

(II1.3)

o(s,0)=st(C_: mt— s—1) — s(mp2—ma2) (ma2—m2) — t(ma2—mp2) (M 2— ma2)

—_ (ma2md2_mc2mb2) (ma2+md2_mc2_mb2) R

é(s,0) =0 giving the boundary of the physical region. From Eq. (IIL.1) and the definition of f(s,t), we obtain the

crossing relations for the f’s:

fcd; av°(5,t) =[sin3 0, ] —*#I[ cos3f, ] 1!

X 2
ALY, ¢, D'
= Z mc'A';D'b'Cd;ab(S,t)fc'A’;D'b't,
AN, ¢!, D'
where
N=D—-b, p=c—4,

the elements of the crossing matrix 9 being defined by
this equation. Now by the result of Sec. IT, f(s,t) is free
of kinematic ¢ singularities, and similarly f(s,?) is free
of kinematic s singularities. Therefore all the kinematic
s singularities of f¢(s,f) are in the crossing-matrix ele-
ments in Eq. (IT1.4) and thus in the functions that are
explicitly known. From the kinematics in Appendix A,
we see that in addition to the pure s singularities and
¢ singularities at 8,,=0, $,4=0, s=0, T4;=0, T3s=0,
and /=0, in the 9’s there are also mixed s and # singu-
larities on the boundary of the physical region, i.e., at
#(s,/)=0. In Appendix B, we show that such apparent
mixed s-/ singularities of 91 cancel and all the M’s have
only pure s singularities and pure ¢ singularities. This is
what one would expect from Eq. (IIL.4), since f*(s,t) is
free of t-kinematic singularities and f(s,t) is free of
s-kinematic singularities, and neither f*(s,t) nor f(s,)
has dynamical singularities on the physical boundary.
Then all the pure s singularities of 91U’s are the kinematic
s singularities of fe(s,f). If the pure s singularities of

{dara”*(Xa)d v (Xp)der 7o(Xo)dpra” 4(X o) [sind 0, )N —#1[cost O, )N 41 for v, pris(s5,0) }

(IIL.4)

each 9N are factorizable and all M’s in Eq. (II1.4) have
the same type of pure s singularities, one can easily
make f* free of kinematic s singularities by multiplying
it by a factor which makes all 91Us in Eq. (IIL.4) free
of s singularities. If this is not the case, one has to seek
linear combinations of f* such that the combinations
are still free of kinematic ¢ singularities and also suitable
for the factorization of the kinematic s singularities. In
the following, we shall discuss the factorizability for all
cases, with any mass assignments.

In proving the factorizability, we assume that parity
is conserved in theinteractions. Under parity symmetry,*

jc’A’;D’ b t(s;t) = ntf—c'—A';—D'—Ct(Sit) ) (IIIS)

where
NANe

Ne= (—)J¢+J0—Jd“-’b(_.))\'_l",

NDNb

and 7; is the intrinsic parity of the ith particle. Com-
bining the f¥s, which are related by parity symmetry.
on the left-hand side of Eq. (III.4), we obtain the
crossing-matrix elements:

Mo ar,pryo%0(s,0) =N ar; 00 5% 20(5,8) + 0 M _or_ g7, _pr_pr°%%5(s,£)
— [sin30, ™+ cos}0, ™ #I[sind 0, N~ [cost 0, ]+
X{dara’ (Xa)do s75(Xp)der 7o(X o) dpra? 4 (X a) +1(— ) Vo O+ o=+ JTemo)t-(Ta=d)
XadargT*(mr—Xa)dw 574 (r—Xp)d o o (7 — Xc)dpld"d(ﬂ'— Xg) }. (I1L6)

Equation (IT1.4) can then be written as
Jaaa® ()= X Moapwse(s) foapwt.
A%, b,¢, D20
(I11.4")

In obtaining Eq. (III.6) from Eq. (II1.4), we have
used the relation

da? (m—0,) = (—)7#d_5,7(6,) . (I11.7)
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From Eq. (IIL.6), we see that in proving factoriza-
bility of kinematic s singularities, mainly we shall play
with the d functions. The following relation is useful:

drp? (0) = == sin6-—#I[1— cos@ ]IM+#!

X [cos} 0?0~ (cosh), (I11.8)
where
=1 when J is half integer,
=0 when J is integer,
@D (cosh)=[cos}f]2M—»
X P (gapy (=104 (cos@) . (ITL.9)

The @/ (cosh) is a polynomial of cosf of the order
of J—u/2.

In the following, we shall study the locations of the
kinematic s singularities of f2(s,f) for the general mass
case (i.e., mo=my, m=mq and not both m,=m. and
mp#“mg) and find suitable factors for removing the
kinematic s singularities. For special mass assignments,
where pairs of masses are equal, the same method
applies, but care must be exercised in taking the limits
of the above formula. The results for all mass assign-
ments are listed in Sec. IV. To avoid introducing kine-
matic zeros, we have obtained the kinematic factors for
special mass assignments from studying each case
individually.

From the kinematics in Appendix A, it is clear that
the sines and cosines of the angles and the half-angles
of X,, X3, and 6, have branch points at 8,5=0, i.e., at
s=(mqtmy)? and s= (m,—m,)?% To investigate the
analytic properties of these functions, which are origi-
nally defined in the physical region, we first analytically
continue them at fixed ¢ outside the physical region of
the s channel. Then we vary s around s= (mq+m3)? or
s=(mq—m3)? in a counterclockwise sense.® We find
that the following functions are analytic at both
s=(matmy)?, s=(ma—my)*:

8apSiNX,, 845 COSXa, SapsinXp, SapCOSXp,

[costXq cosiXptsinkX, singXy | X [s— (matms)* ]2,

1—cosX

LING-LIE CHAU WANG
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[cos§X, cosiXp—sindX, sindXy X [s— (ma—m3)2]1/2,
[cos}6, cos3Xa+sing, singX.]X s,
c0s30; cos3X,—sindf, sinX,,
singf, cosjX,+sindX, cosib,,
and

[sin}f, cosiX,— cos30, sinyX4 X Sap. (I11.10)

Similarly, for X,, X4, and 8,, we find the following func-
tions are analytic at 8;3=0:

8ca SINXe, 8caCOSX,, 8asinXg, 8cqcC08Xq,

[cos3X, cosiXa+sindX, sindXy X [s— (m+ma)2 ]t
[cos3X, cosiXg—siniX, sindX | X [s— (m.—ma)? ]t,
cosdf, costX,+sinké, sinkX,,
(costf, cosiX ,—sind 8, sinX.) X Sed,
(cos3 b, singX +singf, coszXe) X Sca,

and

cos}0, singX ,—sinf, cos3X, (I11.10°)

are analytic at 8,4=0. The functions 8,58.a sinf, and
SapSca cosfs are analytic at 8,,=0 and 8.,4=0. The
functions sinf,/2 and cosf;/2 are analytic at $,=0 and
8.4=0. From these results, we can easily show that the
crossing matrix M in Eq. (III.4) has singularities at
8.3=0 and 8,=0, and these singularities are not
factorizable.
Let us look now at the amplitudes

Foa,ab®E = fea ap*=Fo_diar®-
The crossing-matrix element between fe4q.°® and
Joarpytis
(M o ar;pr v °%20(s,0) ]+
=Meoa;prv 5 (s,0) £ M o 4,01y~ 420,

Using Egs. (II1.6) and (ITL.8), we obtain M#* up to
a constant:

M= o« (sin ;)M =1 (cosE ) N +#I (sing,)~1A—#! ‘[( -
siX,

><(Wb—vb/?)(cosxb)(1+cosﬂs)“(COS%ﬁs)”(COS%Xa)”“(COS%Xb)””:f:nab<

l4’—al 71— cosXp\ 2"~
( ) @ Ja=val2(cosX,)
sinXp

1+cosxa>"4'—"| (H—cosxl,)l Lt

—sinX,

—sinX b

X @ Ta=val) (— cosX,,) @ (V=D (— cosXp) (1 — cosby) ™ (sing6,)* (sing X,) **(sing Xs) ”b:ldc,ch(xc)dp,d“(xd)

1—cosXa\ 14— /1—cosXp\ '*—?! .
—]—[( ) ( @ =valD (c0SX,4)® o782 (cosX ) (1— cosb)™

sinX, sinXp

X (sink6,)?(cosiX,) "(cosXs) b nan(— )W‘“”(

1+ cosxa> |4'—a] <1 ~+cosX b)' b'—b]

—sinX,

P Ueval2(—cosX,)
—sinXb

X @ b=v0/2)(— cosxb)(1+cosﬂ_,)"‘(cos%ﬂs)"(sin%X,,)"a(sin%Xb)"b:ldc' Jr—Xe)dpra” f‘(n-—-Xd)} , (IIL.11)

8T am indebted to Dr. John Stack for a discussion about this.
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with

NANe

2m~-v= p\_l‘l - I}‘+”’t ) MNad= (— )JA'JNH‘d’

NyND

and
v;=1 when the sth particle is a fermion,
=0 when the ith particle is a boson,

where

v=0 for BB— BB, FF— FF, FF— BB interactions (B stands for boson and F stands for fermion) ,
p=1 for BF — BF interaction with the convention v,=v.=1, vs=v4=0.

The expression given by Eq. (ITL.11) is convenient for observing the analytic structure at 845=0. To observe the
analytic structure of M* at 8,4=0, we write M= in the following form:

1—cosX

Fl+ e (sin3)¥ 1 (cosh) ¥+ sing,) -+ {K
sinX,

X @ =4I (cosXq) (14 cos,)™(cosb)?(cosdX.) Pe(cosEX q) i ncd<

Al /1—cosXq\ 1P~
@ evelD(cosX,)

sinXy

1—|-cos>(c>|°'—cl <1+cost>ID'—d‘

—sinX, —sinXg

X T e2el2) (— cosX )P d=aID (— cosXq) (1— coshs)™(sing6,) *(sindX ) <(sindX,) "d]dA,,,Ja(Xa)d,,, »75(Xs)

1—cosXp\ ¢~ /1—cosXg\ 1P~
ﬂ:nab<_)(/1/_a)+(bf_b)l: - G’(""‘“/”(COSXG)(P(‘I"’_”“/”(COSXd)(l—COSOS)'”
sinX, sinXg

X (sink6,)?(cosiX,)?(cosEXa) *dn.a(— )2“‘”)(

1+cosxa> le'—el (1—|—cosxd) |D’—d]

—sinX,

®Te=ve/2) (— cosX,)
—sinXg

X @ d=va/D) (—cosXy) (14 cosh,)™(costb,) *(singX,) *e(sind X4) ”d]dAzaJ“(w——Xa)db’ b‘”(r——X;,)} , (II1.11%)

where
Roa= (— )TetTatetd,

Using the result in Eqs. (II1.10) and (IIL.10’), and

after some work, we find the singularities of M* at

5= (matms)? and s= (meEmy)?:

Mo [s— (matmp) 2T [s— (ma—ms)? e
XLs—(mertma 05— (me—ma) %,

where

(111.12)

ar=as=a,(x), B1=B:=B,(%) for BB— BB,
ar=an=a,(=%), B1=B,(%), B2=B,(F) for BB—FF,
(¢, d being fermions);
ar=a,(%), as=0,(F), B1=PB2=By(x) for FF — BB,
(a, b being bosons); and

a1=aa(i); a2:aﬂ(:F)’ ﬂl=6a(ﬂ:)y :82=ﬁo(¢)
for FF— FF.
Here

ay(E)=— I)‘_‘/J'l +{max(ﬂ:7lab) of I:Ja"l'-]b—%,(va‘*“vb)
+3([A—u| = A +p]) D +3@at20),
Bo(£)=—|N—p|+{max (£n.a) of [Jet+Ta—3(vatvs)
F3(A=p| = IMe) D +3(t0a),

where “max 7 of #”” means the greatest even number
that is equal to or smaller than #» when 7 is +1, or the
greatest odd number when 7 is — 1. For FB — FBinter-
actions, i.e., v=1, v,=v,=1, and v,=v4=0, we have

M (843)0 B(8pq)Fo' @, (IIL12)
where

o,/ (£)=—|A\—p|+{max (Fnas)

of [JatTot3(A—p]—\+ul]},
B, (&)= —[A—p|+{max (£7.a)

of [JetJat+5(IN=nl—[Mu])]}.

We see that the singularities of f*@& at S,,=0 can be
factored out. In addition to the singularities at 8,5=0,
8.a=0, there is a singularity at s=0. In this case of
Mo my, M7= ma, the entire s1/2 singularity is introduced
by the factor sin(f,/2). For reactions of the type
BB— BB, FF— FF, FF— BB, the difference of
[\+u| and |[N—p| is even, so we can remove the s'/2
singularity from f*& simply by multiplying it by
(s5)¥tmax(D—sl. 441 For reactions of the type BF — BF,
the difference of |[A—p| and |[A\+u| is odd, so we can not
remove the s'/2 singularity from f*&. Multiplying by a
factor of (s)}mex(D—sl.M4D1 we can remove its possible
pole only at s=0. It still has a branch point at s=0.
However, f*@& is closely related to the partial-wave
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helicity amplitude of definite parity, and by the
McDowell reciprocity relation? the partial-wave helicity
amplitude of definite parity has a simple reflection
property in (s)'/2. Thus we can conveniently work with
the s'/2 plane; in fact, in the calculation of the partial-
wave amplitude of BF — BF interaction, we are forced
to work in this plane. Therefore, for BB— BB,
FF — FF, and FF — BB interactions, the functions

[fcd:ﬂbsif~6~d;abs]
X [s— (matmp)> o1 s— (mo—my)2 i3
X [s— (mc+md) 2]%131[5__ (mc_ md)2]%ﬂa

X (5)Hmax of (A= [IM4DT  (TTT.13)

are analytic in s and . For FB — FB interactions, the
functions

[fcd; absi f—c——d; absj(sa b) g’ (i)(scd)'g”’ &

X (5)%[max of (|A—pl,|M-pu)] (IH‘L’;’)

are analytic in (s)'/2 and ¢ and finite at s=0.

IV. SUMMARY

In the following, we list all the amplitudes that are
free of kinematic singularities.? We can easily show that
these results are consistent with the usually assumed
threshold behavior of partial-wave helicity amplitudes
with definite parity.2-®

The definition of f* by

Feasan?(s,8) =[sinf/2 ][ cosb,/ 2T M4 fea; v (s,t)
is always used. For FB — FB interactions, we take the
convention that particles ¢ and ¢ are fermions.

A. Equal Masses, my=my=m,=mg=m

The desired amplitude here is

(S-4m2)*a‘(s)_%ﬁ’j-‘cd;aba(s;t) ) (IV'I)

where
A=a—0,
o.=%(va4v5+v.4va)+ { the max 7,
of [Jot+To+T ot Ta—3(vatvotve+20a) ]}
= N=u| =[N ul,
B.=the max (n,) of [| (| Ja—Js| — | Ja—JTc|)|+1],
with

p=c—d,

v,=1, 1if J;is half integer
=0, if J;is integer
NATNc
neE_w_-(_)2(Ja+Jb),
NnvND
ne=n(— )4

9 Qur results are consistent with those of Hara’s; however, our
approaches are different. To find the kinematic singularities of
Feaiab® £ foo—diap at Szp=0 and 8,4=0, Hara used the assumption
of the threshold condition of the partial-wave helicity amplitudes
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“The max n of »” means the greatest even number
smaller than or equal to #» when 7 is 41 or the greatest
odd number with 5 is —1.

Using this result, we can easily find the kinematic
singularity-free helicity amplitudes for the nucleon-
nucleon scattering NNV — NN, In this case,

Jo=Tv=J.=Ja=%,
Va=0p=0,=73=1,
w=+1,
n.=-+1.

711T1’=—1,

We find that

(s—4m®) fyiie4®,

(cos50.) = f4—+-*,

(s—4m?) f13--*,
(Sinéas)-2f+—;—+a )
and

(s)~1/2(sin 0, costO,) 1 fyp,—®

are free of all kinematic singularities. These results are
in agreement with those obtained by M. L. Goldberger
et al.l®

B. m,=m,=my, my=mi=m,

The following amplitudes are free of kinematic s and
¢t singularities for BB— BB, FB— FB, FF— FF

interactions: i
(8) ae(s) %mfcd; aba(s;t) ;
where a, is the same as that of Eq. (IV.1),
ABIE I)‘_:u] )
8= {[s— (matms)*|[s— (mi—ma)* J}*/2.

For FF — BB interactions, one can easily find the
kinematic singularity-free amplitudes by the method
for the general mass case.

Applying this general result to the 7NV — 7N inter-
action, we find that

[cos(8:/2) T frowo® and s'2[(sin(6,/2) 1! fro;—0®

are free of kinematic singularities. These results agree
with those obtained first by G. Chew et al.1!

C. me=mpy=my, m;=my=m,

The following functions are analytic in s and ¢ for
BB— BB, FF — BB, FF — FF interactions:

[f.cd; abs:l:j'—c-—d; abs:l (S_' 45m12) dag(£)

X (s— dma?) o) (5)=3v | (IV.2)

with definite parity. He did not pin down the exact value of the
power of the singularities. We first find the exact power of kine-
matic singularities at S,3=0 and $,4=0 of fea;ap*= f-c-a:a0® and
then we do find that our result is consistent with the threshold
condition of the partial-wave helicity amplitudes with definite
parity, but the power is not equal to that obtained from the
threshold condition. Hara’s results may have kinematic zeros.

10 M. L. Goldberger, M. T. Grisaru, S. W. McDowell, and D. Y.
Wong, Phys. Rev. 120, 2250 (1960).

11 G, F. Chew, M. L. Goldberger, F. E. Low, and Y. Nambu,
Phys. Rev. 106, 1337 (1957).
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where
ag(z)=—[A—p|+{max (7a) of [Jot+Jo—5(va"t2s)
+3(A—n] = N u)) I} +5(vat20),
By(£)=—|N\—p|+{max (Z7.q) of [Je+Ta—3(vc+va)
+3(IN—p]| = NFuD) B+ (@Ava),
y=the max (n,) of [ | (|Ja—Js| — | Je—Ta]) [ +1],

,ISEmm(_)uhww(_)x—,"
nyND
o= mﬂ”(_)mL Tebdte o= (—)TdtTetdbe,

nvND

For BF — BF interactions, the result for the general
mass case applies except that the s!/2 singularity needs
to be re-evaluated.

Applying Eq. (IV.2) to NN, with

nab=+1) 770d=+1; 7)3=('_))‘—“

and taking only the plus sign of Eq. (IV.2), we easily
obtain the kinematic singularity-free amplitudes:

(s—dm,2) 2 foo 1 4°
and
(sinf)~'Ls(s—dma?) T foo4 .

D. General Mass Case (mq,= my, m.#% my and
Not Both m,=m,, my=m,)

For BB— BB, FF — BB, FF — FF interactions, the
following amplitudes are free from kinematic s and ¢
singularities:

I:.fcd; ab’E f—c—d; abs]
X [s— (matmp) 1 s— (ma—myp)¥ ]2
X Cs— (mert-ma) P Ls— (me—ma) 103(5) 7,

where ay, as, B1, and B; are the same as those of Eq.
(TI1.12) and

vo=max of (|[A—pu|,[\+u|).

(1v.3)

For BF — BF interactions, the amplitudes
[fczl; abs-_-b f-c—d; abij (Sab>aﬂ, & X (Scd) b’ (i)(s)%‘”
with
a(£)=— [A\—p[+{max (Fna)
of [JatTot3(IN—n|—[A+u]) ]},
189,(2':)5 - l)\_ﬂl +{max (:!:"ch)
of [Tt Tat3(IN=pl =M +u) ]},

are free of kinematic singularities except for the s!/2
singularity.
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APPENDIX A: THE KINEMATICS
The boundary of the physical region!? is
o(s,H)=0
= st(X s mid—s—1)—s(mp*—ma®) (ma2—me*)
— Uma2—mp2) (m2—ma®)— (maPma>—mcms?)
X (ma4mad—ml—mi?). (A1)
We define 6, as the scattering angle in the s channel
(i.e., a+b— c+d), which is taken to be the angle
between particles @ and ¢. In the s c.m. system, we have
cosly=[2st4s2—s > ; m;®
+ (ma>—ms?) (me2—ma?) ]/ SavSca,
where
8ap?=[s— (ma—mp)*J[s— (matmp)*]=4spar?,
Sca=[s— (mo—ma)?[s— (mct+ma)?|=4spea’,
sinf, = 2[s¢(s,t) 1'%/ SapSca  for 0LO, <.
6, is the scattering angle between particles D and ¢ in the
{ channel (i.e., D4+b-—c¢+A4). In the { c.m. system,
cos,=[2st+12—1t > i m?
+ (ma2—mp?) (mE—ma?) )/ TacTba,
sinf,=2[t¢(s,) 1'%/ TacTba,
where
Tal= D_ (ma+m6)2][t_ (ma"mc)2]=4tpac2 ’
Tpa2=[t— (mytma) 2] t— (mpy—ma)2]=4ip v’

(A2)

(A3)

APPENDIX B

We want to show that the elements of the crossing
matrix relating f¢ and f* in Eq. (II1.4) do not have
mixed s and ¢ singularity. As we see from the kinematics,
all the mixed s and ¢ singularity of the sines and cosines
of the angles 6,, 6;, and angles X; are on the boundary
of the physical region ¢(s,t)=0. In some special mass
cases, ¢(s,)=0 gives s=0 and ¢=0, but that is not our
concern here. We consider only the part of ¢(s,t) =0 due
to the vanishing of its factor of mixed s and ¢ Then at
¢(s,0)=0, the cosines of all the angles are either +1
or —1 and are analytic there. The sines of all ,, 6;, and
X,;’s have (¢)!/? singularity. Whether the sine or cosine
of the half angle has (¢)!/2 singularity will depend upon
whether the cosine of the angle is +1 or —1 at ¢=0.
One can show that at ¢(s,t)=0, except at s=0, (=0
given by ¢(s,)=0,

(B1)

(B2)

€0SX4 €OSX == C0SXp COsXg=cosl,= =41,

08X, cosX p=c0sX, cosXg=cosl,=-+1.

© T, Kibble, Phys. Rev. 117, 1159 (1959).
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Equation (B1) implies that at ¢(s,t)=0, if

sindf,~¢!/2, ie., cosf,=-+1,

either

singX,=¢'/? and siniX,=¢'/2, ie., cosX,=cosX,=-1,
or

) cosiX,=¢!? and cosiX.=¢!/2, ie., cosXs=cosX,=—1,

and either

singXp=¢!/2 and sinjX,=¢!/2, ie., cosXp=cosXg=-+1,
or

coszXp=¢!/? and cosiX,=¢!/2, ie., cosXp=cosXg=—1;
if

cosif,=¢'?, ie., coshi=—1,

either

singX,=¢!/? and cosiX,=¢!/2, ie., cosX,=—cosXp=-1,
or

cosiX,=¢!/? and siniX,=¢!/2, ie., cosX,=—cosXs=—1, (B3)

etc., and a similar argument for cosf;.
From Eq. (IT1.4), the crossing-matrix element is

M 47,04 90 = [sind 0, J-—# [costd, ]+

XdA' aJa(Xa)db, ,,Jb(X b)dc/ch(xc)dp:d-’d(xd) [sin%@ﬂ”"""‘[cos%ﬁt]”"“" . (B4)
Up to a constant, we have

dr? (0) = [cosg @M #I[sing 0 A4 P (;_ppy (A=rlIM6D (cos) .
When cosf= =1, the Jacobi polynomial is a constant,

dr7(0) < [costf M4 [sind 67]A—xl (B5)
Therefore at ¢(s,t) =0,

M ar,pr %20 [sind 6, -1*#I[ cos3f, |~ MH[sindX, ] 4~ cosiX, |4t [sindX, |1 o[ cosdX, ]I "+l
X [singX.]l¢=I[cosiX, |le*+el[sindX 4 JIP "~ cosiXq |12+ sin 6, |V —+'I[cosi, M+, (BO6)

If cosf, =41 and cosf,=—+1, then cosX,=cosX,=cosX.=cosXs=41 or —1. Using Eq. (B3) and Eq. (B6), we find

Mo arpryhede (¢)in, (B7)

where
n=—|N\—u|+|N=u|+|A"Fa|+|0'Fb|+|Fc|+|D'Fd|. (B8)
The top signs are for cosX;=-1 and the bottom signs are for cosX;= —1. It is easy to see that # is even integer.

To show that » is always positive, we use the inequality

la[+0] 2 [a£d] 2 |a[— 0],
where @, b are any numbers. Therefore
|A'—a|+|b'=b|+|c'—c|+|D'—d| 2 | £(4"= )£ (V' —b) = (' — )= (D'~ d)|
=[(a=0)—(c—=d)—[(D'=b)—('=A") ]| = |(\—w) = (N'=u)| 2 [N=p| = [N =] .
Therefore #>0 for cosX;= 41, similarly for cos X;= —1. We can do the same thing for other cases of cosf,=+1,

cosf,=—1; cosf,=—1, cos,=-41; and cos;=—1, cosf,=—1. Therefore, none of the NM’s has mixed s and ¢
singularities.



