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Pseudopotential form factors and band structures are determined for 14 semiconductors of the diamond
and zincblende structures: A1Sb, CdTe, GaAs, GaP, GaSb, Ge, InAs, InP, InSb, Si, Sn, ZnS, ZnSe, and
ZnTe. Experimental values of the splitting of energy levels in the crystal are used. The form factors appear
to be accurate to 0.01 Ry and yield energy bands which agree with experiment to within 0.01 Ry near
the band gap and 0.04 Ry over a range of 1 Ry. For some of these substances these are the 6rst band
structures to be calculated.

I. INTRODUCTION

S INCE the introduction of the pseudopotential
method, ' and the subsequent proof of the Phillips

Cancellation Theorem' by Cohen and Heine, ' this method
has become an important tool both for the investigation
of electronic band structures of solids and for under-
standing the behavior of electrons in crystals. Pseudo-
potential theory has developed considerably in the last
few years, '4 and pseudopotentials have been deter-
mined for a large number of crystals. ' There are
several methods for determining pseudopotentials or
their form factors. These potentials can be derived from
atomic wave functions, they can be computed from
free-atom term values, ~ or they can be obtained empiri-
cally from crystalline energy levels. This latter ap-
proach, the empirical pseudopotential method, ha, s been
successfully used both to obtain very accurate band
structures" for Si and Ge, and also to interpret optical
experiments ' ' "

In this paper we extend the empirical pseudopotential
method to include semiconductors with the zincblende
structure and present band structures and pseudo-
potential form factors for AlSb, CdTe, GaAs, GaP,
GaSb, Ge, InAs, InP, InSb, Si, Sn, ZnS, ZnSe, and
ZnTe. The form factors appear to be accurate to 0.01
Ry, and they yield energy bands with splittings which
agree with experiment to within 0.01 Ry near the
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band gap and 0.04 Ry over a range of 1 Ry. The result-
ing band structures have been very useful for inter-
preting reRectivity and photoemission" experiments.

In this paper we present little discussion or inter-
pretation of the data. The experimental splittings which
we have used are given in Table I. Some of the splittings
are consistent with other authors, "' while others are
not. The latter result either from our reinterpretation
of the data or the availability of more recent experi-
mental data. The experimental splittings should not be
taken as absolutely rigid. Some of these splittings will

undoubtedly change as even more accurate experi-
mental data become available.

The paper is organized in the following way. In Sec. II
we discuss the pseudopotential Hamiltonian and the
mechanics of its solution. We describe the determination
of the pseudopotential form factors in Sec. III. In
Sec. IV we present the results and a discussion of them
and of our approximations.

II. THE PSEUDOPOTEÃTIAL HAMILTONIAN

The pseudopotential Hamiltonian for an electron in
the crystal consists of a kinetic-energy term plus a weak
potential which depends on position.

H =—(l't'/2m) V'+ V(r) . (1)

The potential V can be expanded in reciprocal lattice
vectors 6 and can be expressed as the product of a stru-
ture factor S(G) times a pseudopotential form factor
Ve. It is convenient to break up the potential into a
symmetric and an antisymmetric part.

p (r) — p (Ss(Gr) V08+tSA (G) yg")e-'
IGI «0

The cubic semiconductors of the diamond or zinc-
blende type have the fcc structure with two atoms per
unit cell. We take the origin of coordinates to be halfway
between these two atoms, whose positions are denoted
by rt and rs, so that rt —— ( ,tt,s)s=s~, and rs ——

where a is the length of the unit cube. In this case

Sa(G)=cosG ~, S"(G)=sinG. ~.
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TABLE I. Energy splittings in eV. The symmetry labels are appropriate to the diamond structure. The experimental values
are directly above the calculated values. The experimental values have had the spin-orbit splitting removed, they have been ex-
trapolated to T=0, and if the original data was reflectivity data, a correction has been added to the X4-X& splitting to account for
the difference between R and Q2. The references are to papers on reflectivity and photoemission that have been consulted. Column 1
contains the lattice constants, in A, used in the calculations. The calculated splittings will not change significantly for slight changes
in lattice constant. Columns 2 and 3 contain the spin-orbit splittings of the I'~5. and of the L3. levels.

Ap X4-Xl Xj-X3

5.43 0.04 3.4
3.8 3.4 1.9

1.1
0.8

3.2
3.1

5.3
5.2

4.1
4.0

Gea, b,d,e,h~ 5.66 0.29 0.18 1.0 3.4
1.2 3.5

0.8
0.9

1.0
1.0

2.1
2.0

54
54

4.3
3.8

Snil qo

Gapd i p ~

6.49

5.44 0.13

0.47
—02 29—0.1 3.0

2.8 4.9
2.7 5.3

0.3
0.6

2.7
2.3
2.2

1.4
1.4

3.6
3.6

4.2
44

6.7
6.4

3.5
3.1

5.1
4.6

0.3
p4

GaAs~nb, d, i, j,r,s

AlSbp"

5.64 0.35 0.23

6.13 0.75 0.42

1.5 4,6
1.4 4.5

2.1 3.9
1.9 4.1

1.7

2.0

1.9
1.8

1.9
2.0

2.5
2.6

2.9
2.8

6.4
6.0

5.1
5.3

4.6
4.0

4.2
3.9

0.4
0.3

0.4
04

5.86 0.14 1.4 4.4
1.6 4.6 2.0 2.3

3.1
2.8

6.6
6.0

4.8
4.2

0.3
0.3

GaSba, b, ,j,p

Asa~b~d, i, j,v

gnSba eb edna j ev

ZnS~

ZnSep~

ZnTep &

CdTep ~ '

6.12 0.80 0.50

6.04 0.41 0.25

6.48 0.90 0.60

5.41 0.10

5.65 0.45 0.35

6.07 0.91 0.57

6.41 0.81 0.57

1.0 4.0
0.8 4.4

0.5 4.5
0.5 4.6

0.5 3.7
0.6 4.1

3.8 7.1
3.7 8.9

2.9
2.9 7.9

2.6 5.1
2.5 6.7

1.9 6.3
2.0 6.6

1.1
1.6

1.6

1.5

5.3

45

3.8

3.5

2.1

2.1

2.0

5.2

4.0

4.0

1.8
2.3

2.3
2.3

2.0
2.1

5,9
5.8

5.0
5.0

3.8
43

3.5
3.9

5.6

6.1
5.7

5.6
5.1

9.5
9.2

6.6
7.3

6.9
7.0

4.1
3.8

4.5
3.9

4.0
3.5

6.8
6.7

6.4
6.0

5,3
5.2

5.4
5.1

0.4
p4

0.5
0.4

0.5
0.3

0.5
0.8

0.8
0.9

0.6

0.5
0.5
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In terms of atomic potentials,

2
Vi(G) =— Vi(r)e 'G'd'r,

0

potentials due to single atoms in the lattice and 0 is the

, (V (G)+V (G)) V „,(V (G) V (G))
volume of the unit cell. For the diamond structure,
Vgs = Vi(G) = V2(G), and V~ =O.

The basis states used to form the Hamiltonian matrix
consist of plane waves with wave vector 6+k, where

G is a reciprocal lattice vector and k is a wave vector
and similarly for V2, where Vi and Vz are the pseudo- lying within the first Brillouin zone. All vectors 6, such
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that (G+k)'&Et, form the basis, and the second-

order contribution from all vectors 6, such that
Et( (G+k)'~Es, are added to the matrix according to
I.owdin's method, "as modified by Brust. ' Convergence
to within 0.1 eV is obtained with EJ ——7, and E2——21.
Here, G' is measured in units of (2or/a)'.

We solve the Schrodinger equation by determining
the roots of the secular equation derived from the
Hamiltonian matrix. For the diamond structure the
matrix involved is real and is 20&&20. The zinc-blende
matrix is complex since the matrix elements of the anti-

symmetric potential are imaginary. The eigenvalues of
this matrix are found by diagonalizing a matrix twice
as large as the original complex one. The matrices for
nonsymmetry points are generally about the same size

as those for symmetry points; hence, it is just as easy
to compute the energy levels at a general point in the
zone as it is to compute them at a symmetry point. It
is therefore possible to compute the joint density of
states for these crystals. Wave functions are also easily
obtainable, making it possible to compute oscillator
strengths and hence the zero wave vector dielectric
function "

III. DETERMINATION OF THE FORM
FACTORS

The 6rst five of the reciprocal lattice vectors have
squared magnitudes of 0, 3, 4, 8, and 11.Only these are
allowed to have a nonzero potential. The symmetric
structure factor is zero for G'= 4, and the antisymmetric
structure factor is zero for G'=0 and G'=8. We keep
Vo ——0, since it merely adds a constant to all energy
levels. Hence, there are only three symmetric and three
antisymmetric form factors to be determined. These
form factors are taken in a local and static approxima-
tion to be independent of momentum and energy so that
they produce average potentials for the whole Brillouin
zone and the entire range of energy of the valence and
conduction bands. Our task is to interpret the experi-
mental data and to determine the approximate form
factors which give band structures consistent with
these data.

Table I contains our estimate of the best values for
the energy differences between various electronic states
in the Brillouin zone. ReAectivity and photoemission
measurements have been most useful in yielding experi-
mental information about the band structures. Re-
Qectivity spectra have been tak.en of a large number of
substances, including many of the cubic semiconductors,
and the edges and peaks may be interpreted on the basis
of direct transitions to yield values for the energy level

splittings. The joint interband density of states J
possesses a characteristic structure at a critical point"

's P. O. Lowdin, J. Chem. Phys. 19, 1396 (1951).
'4 J. C. Phillips, Phys. Rev. 104, 1263 (1956); L. Van Hove,

ibid. 89, 1189 (1953).

in the Brillouin zone, and J is simply related' to the
imaginary part of the dielectric constant e2 which is re-
lated" to the reQectivity R. In fact, the structure in R
and the structure in e2 usually are within 0.1 eV of each
other, with some exceptions at higher energies. In par-
ticular, we find a large shift for peaks arising from states
near the X point in the zone. This peak in E is 0.2 to 0.4
eV higher than the corresponding peak in e2. In cases
where e2 is not available, its value for the X peak. is
estimated from the peak in R. Another small adjustment
must be made to extrapolate the data to low tempera-
ture. The interpretation would be much strengthened
by the availability of more reAectivity data, especially
taken at low temperatures, where there is more and
clearer structure. Two new techniques have recently
become available for investigation of band structures,
electroreAectivity' and piezoreQectivity. '~ These ex-
periments have yielded quite sharp structure in Ge and
Si which agree very well with our calculations. It is
expected that these techniques will have a profound in-
Quence on the determination of critical point energies.

Photoemission-yield experiments, while not yet as
extensive as reAectivity, can in principle give more in-
formation than reQectivity. The extra degrees of free-
dom gained by varying the work function and by meas-
urernent of energy distributions allows one to 6x the
levels of the conduction band on an absolute energy
scale as well as to determine energy differences between
the conduction and valence bands. The photoelectron
energy distributions may even show structure that the
reQectivity or yield does not show. Photoemission ex-
periments have provided independent confirmation of
the same picture of the band structure that has been-
obtained from reQectivity studies. "Transmission and
other experiments give additional information. See, for

example, Refs. 9—12 for further discussion andrefer-
ences to some of these experiments.

The model Hamiltonian, Eq. (1), has no spin-orbit
term, and our computed band structures neglect the
sects of spin-orbit coupling. Therefore, we remove the
spin-orbit splittings from the experimental data before
quoting energies. We take the value of a level, degen-
erate without this splitting, as the average of its com-
ponent levels, weighted with their degeneracies.

The method attempts to obtain band structures
which are consistent with experiment. Consider first a
group IV semiconductor, for example Ge. We do not
find that the seven experimental values can be exactly
fit within the constraint of using three form factors;
attempting to fit some values exactly results in de-
creasing agreement with other values, so that a choice

"H. R. Philipp and E. A. Taft, Phys. Rev. 113, 1002 (1959);
H. R. Philipp and H. Ehrenreich, ibid. 129, 1550 (1963)."B.O. Seraphin, in Proceedkrtgs of the IrIterrtatiortal Cortferertce
oe Senicorldgctors, Paris (Dunod Cie., Paris, 1964), p. 165; 3. O.
Seraphin and R. B. Hess, Phys. Rev. Letters 14, 138 (1965).

"W. E. Engeler et al , Phys. Rev. Letter. s 14, 1069 (1965);
G. W. Gobeli and E. O. Kane, ibid 15, 142 (1965.).
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TAsLz II. Pseudopotential form factors, in rydbergs, derived
from the experimental energy band splittings.

Us Us V, s V4A Uz&A

Si
Ge
Sn
GaP
GaAs
AlSb
InP
Gasb
InAs
InSb
ZnS
ZnSe
ZnTe
CdTe

—0.21—0.23—0.20
—0.22—0.23—0.21—0.23—0.22—0.22—0.20
—0.22—0.23—0.22—0.20

+0.04
+0.01

0.00
+0.03
+0.01
+0.02
+0.01

0.00
0.00
0.00

+0.03
+0.01

0.00
0.00

+0.08
+0.06
+0.04
+0.07
+0.06
+0.06
+0.06
+0.05
+0.05
+0.04
+0.07
+0.06
+0.05
+0.04

0
0
0

+0.12
+0.07
+0.06
+0.07
+0.06
+0.08
+0.06
+0.24
+0.18
10.13
+0.15

0
0
0

+0.07
+0.05
+0.04
+0.05
+0.05
+0.05
+0.05
+0.14
+0.12
+0.10
+0.09

0
0
0

+0.02
+0.01
+0.02
+0.01
+0.01
+0.03
+0.01
+0.04
+0.03
+0.01
+0.04

must be made of the values that are to be fit more
closely. We regard the levels near the band gap and the
splittings of less than 1 eV to be the most important
ones to fit. These are fit to 0.1 or 0.2 eV; they can be Qt

exactly by determining the form factors to thousandths
of a rydberg in the potential and sacrificing the larger
splittings somewhat. Inclusion of more recent data has
caused the present determination of the form factors of
Ge to differ slightly from an earlier result. "

Having found the potential for Ge, we next consider
GaAs. We keep the same symmetric potential and add
a small antisymmetric potential. This potential has

roughly the form of a Coulomb potential, which would be
given by a simple point-ion approximation. In order to
get the potential for ZnSe, we keep the same symmetric
potential and increase the antisymmetric form factors
of GaAs by a factor of 2.3 to within 0.01 Ry. The
splittings for GaAs and for ZnSe are fitted as well as
those for Ge. This same process is done for the next row

of the periodic chart: Sn, InSb, CdTe. The "skew"
compounds are done next. For InAs, GaSb, and ZnTe,

we use a symmetric potential that is the average of the
Ge and the Sn potential. Similarly for GaP and ZnS we
use the average of the Si and Ge potentials. For Inp we
were able to use the Ge symmetric potential while AlSb
can be fitted more accurately with the average of the
Si and the Sn symmetric potentials. The lattice constant
of InP is fairly close to that of Ge while that of AlSb
lies halfway between Si and Sn.

IV. RESULTS

Table II lists the pseudopotential form factors ob-
tained for these 14 cubic semiconductors. The sym-
metric form factors for the heteropolar compounds are
obtained from those of the homopolar substances as
explained in Sec. III. One might expect a slight change
in the symmetric potential upon going, for example,
from Ge to GaAs. Other symmetric potentials were
tried for all of the heteropo1ar compounds, and no sig-
nificant improvement of the fit to experiment was found.
For all of these, V3~ is large and negative. The form
factor passes through zero in the region of G'=8, and is
positive but small for G'= 11. The over-all sign of the
antisymmetric form factors has no eBect and is taken
to be positive. The antisymmetric potential is stronger
for the more ionic crystals: It is zero for the homopolar
substances, while in the II-VI compounds it is about as
strong as the symmetric potential.

Table III lists the derivatives of some of the energy
levels with respect to the form factors for the series Sn,
InSb, CdTe. These derivatives are not much diGerent
within the three classes: homopolar, III-V and II-VI.
The most sensitive level is the F2 level, followed by L&.
However, these become less sensitive with increasing
antisymmetric potential. The least sensitive levels are
the L3 and X4 levels in the valence band. A11 the levels
except these are sensitive to the antisymmetric form
factors. Varying one antisymmetric form factor moves

TABLE III. The change, in eV, of the energy levels for a change in form factor of +0.01 Ry. Each level is
measured with respect to the level j. » . The symmetry labels are appropriate to the diamond structure.

Form factor L3
Change in energy
L$ La X4

Sn

InSb

CdTe

Vs
Vs
V„s

V,s
V8
Uyy

U A.

Vs
V,s
V»s

+0.11
+0.55
+0.58

+0.01
+0.37
+0.48
+0.14
+0.10—0.24

—0.19
+0.16
+0.29
+0.20
+0.21—0.27

—0.13—0.09
+0.22

—0.12—0.11
+0.17
+0.16
+0.22—0.05

—0.16—0.13
+0.09
+0.19
+0.30—0.02

—0.02
+0.02
+0.04

—0.01—0.02
+0.02
+0.02
+0.03—0.01

—0.01
0.00
0.00

+0.02
+0.03

0.00

—0.14
+0.22
+0.40

—0.09
+0.17
+0.34
+0.14
+0.18—0.10

—0.20
+0.09
+0.20
+0.16
+0.33—0.15

—0.17—0.11
+0.24

—0.17—0.14
+0.21
+0.15
+0.16—0.06

—0.21—0.16
+0.15
+0.20
+0.21—0.06

—0.08—0.04
+0.08

—0.05—0.03
+0.06
+0.04
+0.06—0.02

—0.04—0.01
+0.02
+0.04
+0.04—0.01

—0.19
+0.04
+0.30

—0.22—0.02
+0.26
+0.20
+0.06—0.17

—0.27—0.07
+0.20
+0.27
+0.13—0.14

—0.17
+0.05
+0.24
+0.06
+0.25
+0.08

—0.24
+0.04
+0.10
+0.11
+0.15—0.01
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each level in the same direction, except X3. In this
table, all the levels are measured with respect to the
level I'2~ . On an absolute scale the X~ level is least sen-
sitive to changes in the form factors.

The calculated band structures are given in Figs. 1
through 14. The symmetry assignments are according
to Herring" and. to Parmenter. "The bands are com-

puted along the symmetry directions" A., 6, Z, and the
line between X and U(E). The last two are done by
going directly from (1,1,0) to I'. Most of the structure
in the optical data appears to arise from states near
these symmetry lines.

Several trends are conspicuous in the band struc-
tures. In the conduction band the I'2. level comes

4(

I

p
LLI -I

(

0—
-I '

XI

X K

Fzo. 1. Band structure of Si.

X K

FzG. 4. Band structure of GaP.

5

4

I'
L

Q
LLI

I—
CLP

0
Ld

-5
L . X K

-3
-4

L X K

FIG. 5. Band structure of GaAs.

Fzo. 2. Band structure of Ge.

4

O
gp (

0
LLI -I

2

O

Q
LLI (-I

-2

-3

XI

-4
L X K

Fze. 3. Band structure of Sn.

X K

FIG. 6. Band structure of AlSb.

'8 C. Herring, J. Franklin Inst. 233, 525 (1942).
~9 R. H. Psrmenter, Phys. Rev. 100, 573 (1955).

~L. P. Bouckaert, R. Smoluchowski, and E. Wigner, Phys.
Rev. 50, 58 (1936).
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rapidly down in energy as one proceeds from the lighter
to the heavier semiconductors. Also, the L» level comes
down with respect to the X& level. The antisymmetric
potential causes the X~ level in a homopolar substance
to be split into an X~ and an X3 level in heterpolar
substances. This splitting appears to be a measure of
V~ Both the transverse and longitudinal masses of the
X& level are considerably greater than those of the X3
level. This is manifested in the weakness of the X5-X3
peak in reRectivity, seen for example in GaAs."As a

result of an increasing V", the splittings between the
conduction and valence bands become progressively
larger, and this follows crudely the X' law."However,

extrapolations should not be treated as data. The
conduction bands tend to become flattened out, as do
the valence bands.

5

4

2

I

0
hJ

2'

I

0
Ld -

I

-3
L X K

k

FIG. 10. Band structure of InSb.
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FIG. 11. Band structure of ZnS.

FxG. 8. Band structure of GaSb.
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FIG. 9. Band structure of InAs.
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FIG. 12. Band structure of ZnSe.
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FIG. 13. Band structure of ZnTe.
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FIG. 14. Band structure of CdTe.

In the valence band the splitting between the X» and
X3 levels varies with Vg. It is, for example, 4 eV and 9
eV in GaAs and ZnSe, respectively. This causes the
opening up of a gap which extends throughout the
entire zone and which is at its minimum at X.This gap
may be observable by a photoemission experiment at
high energies. The width of the upper part of the
valence band, X~(Xs) to Fss (I'ts), becomes progres-
sively less as V& becomes larger. For example, in GaAs
this width is 25% less than in Ge and it is 55%%uo less in
ZnSe than in Ge. The lowest valence band becomes very
narrow in II-VI compounds, about 1-eV wide. These
values for the valence band are only approximate since

they are not tied down to any experimental data. For
this reason, the lower part of the valence band has not
been shown in the figures. See Ref. 5 for the general
form of the lower valence band. However, we find at
the L point in the diamond-structure substances that
the lowest level is L», and L2 is next, whereas Ref. 5

has the reverse.
The fact that some experimental levels cannot be

accurately fitted at this time by the empirical pseudo-
potential method leads one to suspect either the inter-
pretation of the data or the method. An example of the

first case is provided by the I'»5-I'» splitting in GaP,
which had previously" been identified with a peak in
reQectivity at 3.7 eV. The method could not give such
a low value for this splitting without destroying the fit
of the other levels. Consequently, this value of 3.7 eV
was ignored when the form factors were chosen. Later,
the work of %illiams on the reQectivity of the
GaAs-GaP alloy system became available to the
authors. This data shows that the F»5-r»5 splitting
actually is 4.8 eV.'4 The current identification of the
I'»5-F»5 splitting in all of the homopolar substances and
III-V compounds seems well established because photo-
emission data are available" for some of them, in addi-
tion to the reQectivity data. In these substances the
results of our calculations are satisfactory, although the
calculated splittings tend to be too high in the III-V
compounds. However, in the II-VI compounds the
situation of the 1»-I"» splitting is not yet clear and
experiments determining the photoemissive yield would
be most helpful.

The calculated L3-L3 splitting frequently has a
smaller value than the experimental estimate. Several
factors may be operative here. This peak is at high
energy, where the calculation is not expected to be good,
and the calculated value may be too low. However, the
experimental value may be taken to be too high as the
displacement of the peak in e2 from the peak. in R could
be large. Also, this peak. is never sharp. In GaSb the
L3-L» splitting is too big, as is the I'»5-L» splitting, indi-
cating that the L» level should be lower. whether this
represents a breakdown in the pseudopotential method
or whether the data needs to be reinterpreted is not
known at this time, but in any case, the form factors
may need to be adjusted.

The X4-X» or X5-X» splitting seems to be consist-
ently too small, as was true in the previous calculations
for Ge and Si. ' Table III reveals that the conduction
bands are rather "flexible" whereas the valence band is
not. This is also visible in the band structures; the
valence band retains the same general appearance
throughout the list of substances considered. This indi-
cates that the error is due primarily to the lower level
and that the band structures may be corrected by
shifting down the X5~ level by a few tenths of an eV.
A correction of this type would bring all the band struc-
tures much closer to experiment. However, the conduc-
tion bands may have suffered in the attempt at an
over-all fit because of the inbexibility of the valence
band. The next higher form factor in both the sym-
metric and the antisymmetric potential was used to see
whether that addition would improve the fit to experi-
ment, but it did not. Apparently, the most important
correction to be added to the form factors is an energy
dependence, which would act to lower X~~ and raise

~ R. Zallen and W. Paul, Phys. Rev. 134, A1628 (1964).
24 T. K. Bergstresser, M. L. Cohen, and E. W. Williams, Phys.

Rev, Letters 15, 662 (1965).
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TABLE IV. Comparison of the empirical pseudopotential form
factors of this paper with those derived from spectroscopic term
values. (Refs. 7, 25, and 26, main text. ) The former form factors
are on top of the latter; both are in rydbergs.

Si

Ge

Sn

—0.21—0.17
—0.23—0.18
—0.20—0.14

US

+0.04
+0.05
+0.01
+0.03

0.00
+0.01

U, s

+0.08
+0.08
+0.06
+0.07
+0.04
+0.04

L3~. Such an energy dependence is implicit in the re-
pulsive contribution to the form factor.

The empirical pseudopotential form factors found in
this paper may be compared to form factors calculated
from spectroscopic term values. "'"The basic model
potential is obtained from the spectroscopic term values
of the single, isolated, triply ionized ion. The spin-orbit
coupling is removed by using the weighted mean of the
levels within one term. Orthogonalization and correla-
tion corrections are added, and the potential is screened
by the valence electrons which are treated as a free-
electron gas. Matrix elements of the potential are taken
at the Fermi momentum and at the Fermi energy. The
values of these matrix elements for Si, Ge, and Sn,
evaluated at the appropriate wave vectors, are com-
pared in Table IV with our form factors.

There are two principal reasons why the agreement
between the two sets of form factors should be only
qualitative. One is that the empirical method takes into
account crystalline effects such as charge redistribution,
whereas the model potential is obtained by screening
the single ion with the electron gas. The difference
between our form factors and Animalu's would then
exhibit those crystalline effects, except that our form

"A. 0. E. Animalu, Technical Report No. 3, Solid State
Theory Group, Cavendish Laboratory, Cambridge, England
(unpublished).

6 We wish to thank Dr. Heine and Dr. Animalu for sending us
their work prior to publication.

factors have the constraint that Vg ——0 for G'&11,
while Animalu's form factors do not. Nonetheless, the
two sets of form factors are quite similar. In each case
the empirical pseudopotential method yields form
factors which are more negative than the corresponding
form factors from the model potential.

The semiempirical approach employed in this paper
benefits from its close connection to physical reality.
The form factors should be nearly equal to the actual
components of the potential averaged over the states of
the valence and conduction bands near the gap. The
cancellation of the strong potential of the atomic cores
which occurs via the core states has been enforced by
the procedure; thus a weak potential is obtained, and
convergence is rapid. The method is not limited to
symmetry points, and a general point in the Brillouin
zone is done as rapidly as a symmetry point; in the de-
termination of the photoemission structure of Si,'"
thousands of points in the zone were calculated. It is
expected that these band structures will be useful
because of their correspondence to existing data and
because there has been no published band structures for
some of the substances considered.

The method is easily extendible to other structures.
Some of the II-VI compounds have another structure,
the hexagonal wurtzite structure. In this case one may
use the same form factors derived from the allotropic,
cubic substance. The form factors do need to be inter-
polated since the reciprocal lattice vectors in the hex-
agonal lattice have different magnitudes. Work is in
progress on the wurtzite compounds.

A.CKNOWLEDGMENTS

We would like to express our gratitude to Professor
J. C. Phillips for helpful discussions on all phases of this
work. %e would also like to thank Dr. David Brust for
providing us with a copy of his program and for helpful
discus slons.

2' D. Brust, Phys. Rev. 139, A489 (1965).


