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A theory of acoustic-mode scattering has been formulated within the tight-binding approximation of
band theory, and has been applied to narrow-band semiconduction in organic molecular crystals. The latter
problem has been treated previously only in terms of phenomenological scattering parameters. The inter-
action constants are obtained explicitly as gradients of the characteristic overlap integrals. In addition, the
wave-vector dependence of the matrix elements is taken into account. To first order in the (relative) dis-
placements, the matrix elements include scattering by short-wavelength phonons, an essential feature of the
narrow-band case not treated by conventional deformation-potential theory. The matrix elements physically
represent variations of the band width and band centroid with relative displacement; in addition small
(drag) terms proportional to the local lattice velocities are obtained. The theory is first applied to a one-
dimensional band model, for the case of both elastic and inelastic scattering. It is then applied to the base-
centered-monoclinic structure, for which numerical estimates of the interaction constants have been made

available by LeBlanc for anthracene.

I. INTRODUCTION

N spite of the current interest in the transport
properties of organic semiconductors, calculations

to date have not taken proper account of the electron-
phonon interaction in these systems. Let us begin by
reviewing the relevant literature. The energy-band
structure! of crystalline anthracene was first calculated
by LeBlanc,? neglecting the intramolecular vibrations
and using as molecular basis functions (Hiickel) linear
combinations of single Slater carbon-atom orbitals. This
calculation led to bandwidths of the order of k7" at
room temperature. These calculations were later im-
proved by Katz, Rice, and co-workers.? They employed
self-consistent-field (SCF) atomic orbitals which more
properly describe the molecular wave functions in the
regions of configuration space which make the domi-
nant contribution to the intermolecular overlap. They
obtained bandwidths an order of magnitude or so larger.
Most recently, the additional degrees of freedom associ-
ated with the intramolecular vibrations have been taken
into account.* For a given lowest electronic state, this
leads to a series of vibronic sub-bands (or weakly
coupled polaron bands) separated by the intramolecular
quantum #wo. With this and other modifications, the
revised bandwidths are of the order of those originally
computed by LeBlanc. In view of the smallness of k1"
with respect to #wo (~0.2 eV), it is evident that carriers
move predominantly in the ground-state vibronic level
corresponding to the lowest occupied electronic molecu-
lar orbital (or highest occupied molecular orbital in the

1 The experimental evidence is that band motion, rather than
thermally activated site-jump transitions, is the predominant
conduction mechanism in organic crystals of the anthracene type.
This is the assumption of the present paper. See Refs. 2 and 5
among others, for further discussion of this point.

2 Q. H. LeBlanc, Jr., J. Chem. Phys. 35, 1275 (1960).

37J. L. Katz, S. A. Rice, S. I. Choi, and J. Jortner, J. Chem.
Phys. 39, 1683 (1963).

4R. Silbey, J. Jortner, S. A. Rice, and M. T. Vala, J. Chem.
Phys. 42, 733 (1965).

case of hole conduction). In this connection, it is im-
portant to distinguish the role of these intramolecular
optical modes from that of the intermolecular modes
(the acoustic modes, in particular). The former give rise
to the previously mentioned vibronic sub-bands. In
addition, there is an interaction of the excess charge
carrier with these modes. However, because of the small
interaction of electrons in the delocalized orbitals of
large aromatic molecules with the nonpolar optical
modes, and the largeness of the optical quantum, the
coupling is expected to be quite weak. Under these
circumstances, the sole effect of this interaction is
simply to multiply the electronic bandwidth by a vibra-
tional overlap factor less than, but of the order of, unity,
and essentially independent of temperature. Since this
is an essentially static effect, we shall assume that the
carrier propagates in the lowest vibronic band whose
width is modified by the above factor. The interaction
of the charge carrier in such a band with the low-frequency
intermolecular (in particular the acoustic) modes is the
principle subject of the present paper. Hence, the internal
molecular vibrations, thought important in describing
the class of materials considered in the present paper,
do not play an essential role; our results are equally
applicable to the afomic tight-binding case.

In any case, given a carrier in such a tight-binding
band, the general procedure*™* has been to determine
the mobility anisotropy assuming a constant time of
relaxation or mean free path. The agreement with ex-
periment has been favorable. Galvanomagnetic and
thermoelectric effects, with attendant anomalies, have
also been calculated within this same approximation.5

The thesis of the present paper is that the relaxation-
time approximation, while appropriate for these initial
investigations, is seriously deficient in several respects.
First of all, it cannot predict absolute values of the
transport coefficients, but only mobility ratios. Sec-
ondly, it cannot give the temperature dependence of the

5 L. Friedman, Phys. Rev. 133, A1668 (1964).
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transport properties. Thirdly, it cannot take into ac-
count the anisotropy of the scattering, in addition to the
anisotropy of the band structure itself. Lastly, it cannot
treat the case of inelastic scattering (ko® < bandwidth)
for which a general time of relaxation does not exist. In
the present paper we propose a formulation® of the
interaction of an excess charge carrier with the inter-
molecular vibrations, in which the above features are
taken into account. The results are applied to acoustic
mode scattering in particular. The formulation is made
within the tight-binding approximation of band theory,
and, as mentioned previously, is applicable to any
system (atomic or molecular) which can be described
by this approximation.

The method which immediately suggests itself for
treating acoustic-mode scattering in nonpolar semi-
conductors is the familiar deformation-potential ap-
proximation of Bardeen and Shockley.” As is well
known, this approach is valid only for the scattering
of carriers in the vicinity of a band edge point by long-
wavelength acoustic phonons. While this restriction is
well satisfied in conventional, wide-band semicon-
ductors, it is clearly inapplicable to narrow band
materials whose bandwidths are ~%¢7" at room tem-
perature. In the latter case, it is necessary to consider
scattering transitions between arbitrary points within
the Brillouin zone, including, in general, transitions due
to short-wavelength phonons. Another well-known
feature of deformation-potential theory is that the inter-
action is expressed in terms of a deformation-potential
constant which can be inferred from homogeneous strain
experiments, but is often left as an undetermined
parameter fitted to the measured mobility.

To avoid the first limitation, we present an alternate
formulation of the electron-phonon interaction within
the tight-binding approximation of band theory. To
first order in relative displacements, the principal matrix
elements [cf. (2.25)] are expressed as explicit functions
of the initial- and final-electron wave vectors (kk’)
throughout the energy band, and not simply in the
vicinity of a band-edge point. The anisotropy of the
scattering is thereby taken into account. Also, the de-
pendence of this anisotropy on crystallographic struc-
ture is explicitly exhibited in the basic form of the
matrix elements via the sum over nearest-neighbor site
vectors h. In addition, it is found that the interaction
constants can be expressed as gradients of the character-

6 S. Glarum, J. Phys. Chem. Solids 24, 1577 (1964) has recently
formulated the electron-phonon interaction in organic crystals
from a similar point of view. The present treatment is felt to be
more complete, however, for the following reasons: (a) In addition
to the dominant matrix elements associated with variations in the
bandwidth with relative displacement, contributions are also
obtained which are proportional to variations of the band centroid
and to the local lattice velocities; (b) the former is not character-
ized by an isotropic exponential dependence, but is expressed
generally and is obtained directly from the band-structure
calculations; (c) the explicit wave-vector dependence of the matrix
elements is retained; (d) inelasticity of the collisions is taken into
account.

7 J. Bardeen and W. Shockley, Phys. Rev. 80, 72 (1950).
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istic overlap integrals [cf. (2.13)] which, in turn, can be
calculated® from the energy-band structure; this avoids
the use of a phenomenological deformation-potential
constant.

It is evident that in the limit of tight binding, the
local wave functions, as well as the local potentials,
should be allowed to follow their lattice displacements.
The standard Bloch representation does not allow for
this possibility. As pointed out by Herring® in this con-
nection, the use of Bloch representation results in a
very large contribution to the scattering from the inter-
action term bilinear in the displacements, this contribu-
tion being largely cancelled by second order, interband
contributions of the linear term. Herring interpreted
this as being due to just this inability of the local states
to follow the displacements of their local potentials.
He furthermore suggested that this large cancellation
could be avoided (and bona fide two-phonon processes
distinguished) by making a transformation to a repre-
sentation which deforms locally with the lattice. Such a
transformation has been carried out by Blount,"? and a
systematic theory of this type has been presented by
Whitfield.'* In such a representation, the perturbing
Hamiltonian is expressed directly in terms of relative
displacements or strains, in principal a more physically
correct description.

The relevance of these considerations to the present
work is as follows. As shown in Appendix A, in the Bloch
representation the above-mentioned spurious, second-
order scattering terms are indeed obtained. Since the
present paper is not concerned with second-order proc-
esses, this difficulty is a matter of principal, but leads to
no practical difficulties. More serious for the present
applications is the fact that the corresponding first-order
matrix elements take into account only variations of the
local potentials, while the wave functions are con-
strained at their lattice sites [cf. (A6)]. As previously
pointed out, this is physically unreasonable in the tight-
binding limit. In Sec. II, a more satisfactory set of
matrix elements are derived which allow the local wave
functions to follow their displacements rigidly. These
are obtained by a systematic development in time-
dependent perturbation theory in such a way that the

8 These gradients have been calculated by Dr. O. H. LeBlanc, Jr.,
for anthracene using Hiickel combinations of Slater orbitals with
an«=3.08 A, as in Ref. 2. The author is indebted to Dr. LeBlanc
for these estimates.

9 C. Herring, Proceedings of the International Conference on
Semiconductor Physics, Prague, 1960 (Czechoslovakian Academy of
Sciences, Prague, 1961), p. 60.

0 E. Blount, Phys. Rev. 114, 418 (1959).

11 G. Whitfield, Phys. Rev. 121, 720 (1961). This theory is based
on the use of orthogonalized-deformed-Bloch (O.D.B.) representa-
tion in which the local displacements are built into the basic states
from the very start. This leads to a generalized deformation
potential theorem which, in principal, is applicable to the present
case. However, in view of the applicability of tight binding to the
present case, it is more expedient to formulate the theory within
this approximation. In this way, the interaction constants are
directly calculable from the tight-binding band structure, while
for the O.D.B. method their calculation would be considerably
more difficult.
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zeroth-order states are the conventional (tight-binding)
Bloch states'® [cf. (2.18)].

The transition matrix elements represent three physi-
cal sources of the scattering: (a) variations of the transfer
integrals, or, roughly speaking, the bandwidth, with
relative displacement [cf. (2.25)]; (b) variations of the
“Coulomb integrals” or band centroid with relative
displacement [cf. (2.26)]; (c) terms proportional to the
local lattice velocities which arise from the fact that the
moving lattice tends to drag the electron with it
[cf. (2.27)]. Even though (c) is a maximum in the tight-
binding limit, on the basis of estimates presented in
Sec. IV it is concluded that (c) and also (b) are small in
comparison to (a). Restricting ourselves only to the
matrix elements (a) above, mobility calculations have
been carried out for the following cases.

A one-dimensional energy band and Debye phonon
spectrum are first investigated in Sec. III in order to see
the essential features of the problem. Assuming first that
the entire vibronic band is almost uniformly populated
with carriers (AE=bandwidth<k,7), it is shown that
the umklapp processes limit the mobility as much as
the normal processes. This is first carried out for the
case of elastic scattering. A wave-vector-dependent re-
laxation time is easily derived for this case [cf. (3.12)].
This readily yields the temperature dependence of the
mobility and its explicit dependence on electronic and
lattice parameters. We next look at the case AES kT,
for which variations of the Boltzmann factor must be
considered. The effect of this feature on the temperature
dependence of u is readily taken into account.

Since the Debye temperature!® need not be vanish-
ingly small compared with the bandwidth, the con-
ductivity is evaluated for the case of inelastic scattering
by means of the variational method of transport
theory.* This yields corrections to the elastic case which
depend on (k®/AE), and which properly vanish in the
elastic limit (@~wv, — 0) [cf. (3.33)].

The second case investigated is of greater practical
interest: namely, mobility in the @b plane of the base-
centered-monoclinic structure. The numerical estimates
[cf. (4.12)—(4.14) and Table III] are made for anthra-
cene, since the required parameters have been calculated
for this material by LeBlanc®; however, (4.12)-(4.14)
are generally applicable to this crystal structure. Only
elastic scattering is considered, and umklapp processes
are neglected. Further, in order to keep the transport
integrals tractable for numerical evaluation, we have
made a few reasonable approximations consistent with

2Tt is to be emphasized that these zeroth-order states are Bloch
states and are not the tight-binding analogs of O.D.B. states. The
expansion is in displacements, not strains. See Sec. II for details.

13 Debye temperatures of the order of 100°K have been reported
for naphthalene and anthracene by D. W. J. Cruickshank, Rev.
Mod. Phys. 30, 163 (1958) and M. L. Canut and J. L. Amoros, J.
Phys. Chem. Solids 21, 146 (1961).

14 See, for example, J. M. Ziman, Electrons and Phonons (Cam-
bridge University Press, New York, 1960). A brief summary of
the variational method used in the present paper is presented in
Appendix B.
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the inequalities k,I>>AE>>k,0: namely, the replace-
ment of the Boltzmann population factor by unity, and
the replacement of the Planck phonon factor by its high-
temperature approximation.!> A more serious approxi-
mation is the replacement of the real phonon spectrum
by a two-dimensional, isotropic, longitudinal Debye
spectrum. The real phonon spectrum is undoubtedly
highly complex, and virtually no data are available on
it, as far as is known to the present author. Having pre-
sented the general formalism, our point of view is that
the previously described approximations are adequate
for these initial investigations. When more data are
available, and more detailed comparison with experi-
ment is warranted, these various features can be
incorporated.

II. BASIC FORMULATION AND DERIVATION
OF SCATTERING MATRIX ELEMENTS

In the present section we derive the basic matrix
elements which describe the scattering of an excess
charge carrier by the intermolecular (center-of-mass)
motions of the constituent molecules. In real molecular
crystals, the (high-frequency) internal molecular vibra-
tions give rise to a series of vibornic sub-bands. How-
ever, in the present section, we shall assume that the
molecules are internally rigid. The justification for this
is twofold : First, and most important, this effect pro-
duces only a static narrowing of the energy bands and
does not therefore alter any of the basic features of the
electron-phonon interaction. Secondly, the inclusion
of the intramolecular coordinates into the Hamiltonian
would complicate the treatment without adding any
essential physical features. For the sake of complete-
ness, however, the internal vibrations are treated in
Appendix C where the correspondence with the treat-
ment of the present section is established.

With this understanding, the total wave function of
the electron-phonon system obeys the wave equation

U(r, R, +)
i
at

=[He("-Rg~-~)—I—HL(~~-Rg“'):]\I’, (2_1)

where
hz

H,(-- Ry )=——V,24+3 U(r—R,)
2m g

is the electronic Hamiltonian!®é corresponding to some
general configuration in which the molecules are dis-
placed by amounts u, from their vector lattice positions
Ry, ie.,
R,=R,+u,.

15 In the elastic approximation (® — 0), this replacement is of
course exact.

16 This part of the total Hamiltonian implicitly includes the

electron-phonon interaction by virtue of its dependence on the
lattice displacements.
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Also, where the U’s are the molecular potentials, and e their
h? common eigenvalue, This equation expresses the fact
Hy(-- Ry r)=———=2 Vo, + V5 that the wave functions are assumed to follow their
" center-of-mass displacements rigidly.
The basic procedure is to expand the total wave
functions in the basis of the instantaneous, local wave
functions

is the lattice Hamiltonian, M being the molecular mass
and V7 being the lattice potential energy in the har-
monic approximation.

The ground-state local molecular wave functions ¢ W(r, - Ry )=2 Cy(-+-Ry- - )p(x—Ry) . (2.3)
obey the set of equations o

Substituting (2.3) into (2.1), taking into account (2.2),

h? o . .
I:___Vrz,{_ Ur— Rg)] o(t—R)=co(r—R,), (2.2) multiplying to the left by ¢*(r—R,) and integrating
2m over r, we get

aCgy

2 ik ng’:Z{["Cﬂ’Tﬂa"I' 2 Ug”‘l‘HL]Cﬂ"Pa’
g at 4 9''#g

A2

_Eﬂ_—[ Z<2Vmca"/d37¢g*Vm¢0’+Cg'/d37¢a*Vm2‘Pu'>} ) (2'4)
where
eo=9(—Ry), Uy=U—Ry).

Also,

ng,=/d3rga*(r—Rg) (P(T“Rg’>= 509'+Sgu' )

where .S,,- are the nonorthogonality integrals,)” different from zero only for nearest neighbors and small compared
with unity.!® The second term on the right-hand side of (2.4) is the well-known coupling terms which arise from
the operation of the lattice kinetic energy term on (2.3).

We next multiply (2.4) by the matrix inverse to T,

Ty7'=0815— S,
correct to first order in .S. Summing over g, we get

aCy
h—— eCl—HLClz Z Cgf/dsi'(pL*Ugn Qg Z SlgCg’/dsr(pg*Ug" ©Cg

at g’.9""#g 9,9",9""#g

42
_ZMZ |:2Vg’ca"/dsf'ﬂal*vw¢a’+cy’/d37¢l*vo’2¢y']
v

2

‘f‘ﬁ 2 S, 2 |:2V0’Ca" /d3r€9g*vv' ¢a’+cg’/d37¢y*va’2¢a':| .
g

g’

As usual, only terms to first order in the overlap are retained. The S-proportional terms are of at least second
order in the overlap and are therefore neglected. Additional simplification follows from the fact that the ¢’s are
assumed to be nondegenerate, and hence, real. These simplifications give the equation of motion

aCy h?
’I,h—a—— GCI—HLC1= W1C1+Z ]z,]'cgl-—gﬂ Z [2V ngg: . /d37§0lv g’ ¢g’+cg'/d37¢lvg' (pg'z]
2 g’ e

#?
+ 2 S, 2 Ca’/d37¢pva’2‘f’u’7 (2.5)
2M 4 7

17 As usual, the development is carried to first order in the overlap, so that these quantities must be retained in the basic
formulation.

18 Tt is assumed that the relative displacements are sufficiently small that this applies to the displaced configuration as well as to
the perfect crystal.
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where

W= f &rloe—R)|? ¥ UG—R,), (26)
g’’#=1

Jz,,E/d3r¢(r—Rz)U(r‘Rl)ﬁo(f—Rﬂ’)- (2.7)

Introducing the nearest-neighbor site vector Ry=R,
—R;, and expanding (2.6) and (2.7) about their lattice
positions to first order, we get

Wi=W'— 2 (uipa—w)- (Vawn)o,

h#0

(2.8)

J1g=T1"— (urpn—w) (VT n)o, (2.9)

a¢

h2

2M
with the further definitions
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where
o= / Prle®]? S UG—RS),  (210)
h7=0
@won=| Vo [0l e@ 0GR |, 21D
= fd3r¢(r) U(r)o(r—Ry0), (2.12)
(VaTwo= [vw / daw<r>U<r>¢<r—Rh>] , 213)

where advantage has been taken of the translational
invariance.
The basic equation of motion (2.5) then becomes

[é]
(ih—— e— I/I/°~HL)C1~—Z T0Crn=—> (apa—ws) - (Vi n)eCrrn—C1 2 (rpn—ur) - (Vawn)o
& & A

%2

[2v 114Cryn Ih(l)+Cl+h[h(2)]_5]l_[-[0(z)[cl—z S1,Co], (2.14)
h g

Ih(1)=fdi"np(r)vhgo(r—R;."): —/d3r<p(r)V7¢(r—Rh°) ,

Ih(2) = /d3;¢(r)Vh2¢(r— Rh0> = ‘/‘dsl’(p(l‘)v,?(p(r-‘ Rho) ’

Iy = / Fro)V,ie(),

again using translational invariance and the fact that
V,,ga(r—- Rh) =— V,¢(r— Rh) .

The zeroth-order equation obeyed by the C’s is ob-
tained by setting all lattice displacements and lattice
velocities equal to zero, ie., all w,=0, (#/iM)V,=0.
The right-hand side of (2.14) then vanishes. The zeroth-
order solutions are

CPHN) = 971126 RN (2.16)

with eigenvalues

EFV)= e+ WO+3 Jple™ RO+ By, (2.17)
2

Here, 91 is the total number of unit cells, {/V} denotes
the totality of vibrational quantum numbers, X{x} is the
standard state of the harmonic crystal expressed as a
product of normal-mode harmonic oscillator solutions,
and E(x} is the corresponding phonon energy. The first
three terms of (2.17) represent just the energy-band
structure of conventional tight-binding theory. Going

(2.15)

back to (2.3), the complete zeroth-order solutions are
the usual product solutions in the Bloch representation:

WO=X (v L xR o(r—R,).
g

(2.18)

The solutions of the complete equation of motion
(2.14) are expanded in the zeroth-order solutions (2.16):

Ci= Y awin)CF Y exp{—iEpx1t/h}. (2.19)
BN}

Equation (2.19) is substituted into (2.14). The resulting
equation is then multiplied to the left by (C7/*¥1)* and
summed over [ and the vibrational coordinates. After
introducing an additional transformation in the inter-
action picture to eliminate the diagonal 7 ® proportional
terms of (2.14), we get

X darin)
17

i
= > awin} eXP{——(Ek'{N'l—Ek{ND}
at k' {N'} [/

XENY| VIEANY), (2.20)
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where the matrix elements of the perturbation describe single-phonon transitions and are written as a sum of
terms

GV VIRV = AV |V R VYt (VY | VR k- (A | VR, (2.21)
where
FNH VIR Y= =0 et Ew0RE T o RN | =) (V') (Vo (2.22)
Y[V IF )= =071 5 00 5 () )| (V1) (e, (2.23)
and
N VIFN Y= = ot 3, R B RN Vsl (V]IS (2.24)

The lattice displacements and conjugate momenta are expanded in creation and annihilation operators in
the usual way!®:

4 1/2 Mo \12
ul:Z<—'—) éqi[‘xqieiq'l‘l'aqﬂe—iq'l]y VZZZ( ) éqj[aqjeiqd’“aqffe_iq'l]:
ai \2M N g ai\2%9T

where wgj, &, aq;, and ag;’ are respectively the frequency, polarization, and creation and annihilation operators
of the mode (q,7). These expansions are substituted into (2.22), (2.23), and (2.24). We make use of the well-known
raising and lowering properties of the creation and annihilation operators. Combining® terms of 4% for which
ViJ—n=—ViSs, etc., and carrying out the sum over / to obtain crystal momentum conservation, the matrix

elements take the form

h 1/2
RN} VIE{N I =—21 2 <M> Ok 1/ 4 g+ KON 4, Noj 1

i £
X(Noi' +3F )2 YL &5 (VaTn)o[sin(k-Ry®) —sin(k’-Rp°) ], (2.25)
h
h 1/2
(RN} VIE{N"})y=—21 qj;i)(Emeqj) Ok k7 0t KON 5, N gy F1
X (N o/ +5F5)12 Zh &g+ (Vawa)o sin[ (k—k)-Rp"J, (2.26)
) B Mwg\''? .
(R{N}|VE'{N})s=—2i X —( ) S it KON gy gy F1(V o FETF DY (245 T®) sin(k-Ry). (2.27)
ai (&) M\ 2A0 h

These matrix elements are the basis for the treatment
of the present paper; their application to cases of physi-
cal interest will be presented in the following sections. It
is to be noted that the wave-vector dependences of the
matrix elements are explicit functions of the crystal-
lographic structure, just as is the conventional energy-
band structure (2.17) itself. The matrix elements (2.25)
and (2.26) are deformation-potential-like, in the sense
that they are proportional to k—k’=q in the limit
k — k’. The first describes transitions due to variations

1 This expansion is valid only for a primitive lattice (one
molecule per unit cell). It is adequate for treating the one-
dimensional case and the single acoustical mode assumed in
Sec. IV. To treat the intermolecular vibrations of the real crystal
(two molecules per unit cell) would require a separate expansion
for each molecule in the basis. See J. M. Ziman, Flectrons and
Phonons (Cambridge University Press, New York, 1960), Chap. 1.

2 Here, advantage is taken of inversional symmetry, which is
satisfied in the present case.

in the transfer integrals (in effect, the bandwidth) with
relative displacement; the second describes variations
of the “Coulomb” integrals (in effect, the band centroid)
with displacement. Finally, (2.27) is not deformation-
potential-like in the above described sense, but rather is
proportional to the local lattice velocities, (—i#/M)Vx;
it physically describes the tendency of the moving lattice
to drag the electron with it.!!

III. APPLICATION TO ONE-DIMENSIONAL
MODELS

The matrix elements derived in the previous section
are here applied to a one-dimensional band model and a
Debye-type phonon spectrum. This model exhibits the
basic features of the problem, while avoiding the com-
plications of anisotropy characteristic of the real two-
and three-dimensional cases. In this connection, it gives
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some feeling for the effects of the inelasticity of the
collisions and umklapp processes, features which can be
incorporated into the real problem only with consider-
able complication. Only the conventional single-phonon
processes are considered. Two-phonon processes would
have to be considered if AE<k,0. However,!? it is very
unlikely that the bands are this narrow.?—*

In the next section, we argue that the matrix elements
(2.26) and (2.27) are small in comparison with (2.25);
therefore, we consider only the latter in the present
model calculations. The starting point is the transition
rate due to absorption or emission (4, —) of a single
phonon of mode A=(q,7). We first calculate this in
general, and later particularize to one dimension. By
standard time-dependent perturbation theory, we get

W(:i:) ()‘)(k) N)\ - k/y Nﬁfl)
=T (k= ),

where
2T

WD (k— K)=—
i 2M Nwy
X4 Y & (ViJ)o(sin(k-Rx?)—sin(k’+ R3?)) ]2

7>0
X 8t 1t q+KO(Exe— Eyw iy .

3.1)

The collision term of the Boltzmann equation, for the
case of classical statistics, reads

af(k
—(——f ( )) — Y (RW Ok — KV
0t Jeon1 KA (E)

— &YW @y P (K - k) (N +3FD)). (3.2)

It is convenient to rearrange the sum so as to combine
the first term with its time-reversed process, giving

af(k)
_<“‘“> = ¥ (fW o™ k—K) (N +iF)
0t /oou1 KA ()

—fEW MK - B(V+5£35)} . (3.3)

Making use of microscopic reversibility
WPk —->k)=WeMk —k),

which can be explicitly verified from (3.1), one gets

3 f(k)
—(—f( ) - Y WeMk—k)
Ot /oo KNG

X{fR) (N +3F2)— f(K)(Wa+3£3)}

We now consider a one-dimensional model character-
ized by the simple band structure

(34)

Ey=—1J cos(ka), 3.5)
and Debye phonon spectrum
we=1|q|, (3.6)
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where v, is the speed to sound in the continuum limit.
In the standard way, the distribution function f(k)

is written
)= fo(k)+g(k), (3.7)

where f°(k) is the equilibrium Boltzmann distribution
and g(k) is the deviation from equilibrium. Equation
(3.4) then takes the form

—(‘—91(55@3)mu= S Wek— )

at a,(F)
X{gR)(N+3F3)—g® )N +3£3)}, (3.8)
where
2r  h
W ¥k — k')=———4(J")?[sin(ka) —sin(ka’) ]?
7 Wq
X 610’ ,kiq+K5(Ek—Ekl:i:hwq) ’ (39)
where

J'=(dJ/da),.

Elastic Scattering

We first consider the case of elastic scattering, ob-
tained by letting #w,— 0 in the energy delta function.
It then follows from (3.5) that the energy conserving
transitions are those for which?

K=—F.

For an impressed external electric field, we then have

that
gk =g(—k)=—g(k).

Using this property to eliminate g(&’) in (3.8) establishes
the existence of a relaxation time,

—(3f(k)/ 30 con=g(k)/ (k) ,

(3.10)

where

1
= X Ww@k—E)Q2N,+1).
(k) ¥.a@

The various possible elastic processes are the hori-
zontal transitions indicated in Fig. 1.

Here, A and E refer to absorption and emission, while
N and U refer to normal and Umklapp processes. These
are considered in turn.

(3.11)

N, E

The initial wave vector & lies in the range 0< . <w/2a.
For the phonon population factor, we get

(2N +1)=coth(hw,q/koT) .

2 This feature is characteristic of elastic scattering in only one
dimension, of course, and facilitates the definition of a relaxation
time. In the two-dimensional case considered in the next section,
transitions occur over a constant energy contour in two-
dimensional k space. For this reason, the mobility is calculated
directly from the variational expression, thereby bypassing the
calculation of a relaxation time for that case.



A 1656

U,A

&
“m

NeNE
{ N.A
|

o f—————

B
1
1
|
i
i
i
i
i
!
|
1
x
a

F16. 1. Normal and umklapp processes for elastic,
one-dimensional scattering.

Now in the elastic limit which we are considering in
the present section, #vsgmax=%® is taken to be vanish-
ingly small, as previously discussed. The above Planck
factor can then be replaced by its high-temperature
limit without approximation:

fwgq kT
QN A+1)= coth( ) ——.
ol hvsq

In view of the Kronecker delta, for a given (k,%"), the
sum over ¢ picks out the single term for which

g=k—k =2k.
Finally, the sum over &’ is carried out as follows:

L o
%()z___/ dk ()

2w —m/2a

L 7
257;/; d(cosk’a) (--+).

—asink’a
This sequence of steps straightforwardly gives
1 1 @ sin(kae) (J')?

(k) 25 Mo? (ka)?

™
(koT), 0<k<; . (3.12)
a

N, 4
Here, —7/2a<k<0. With the substitution k= — | &/,
F'=— ||, the integral becomes identical with that of

the previous case and gives the same result.

U, E

With % in the range —w/2a<k<—m/a, it is clear
from Fig. 1 that a normal scattering is not possible, since
one must have |¢g| <w/a. Rather, such a phonon can be
emitted, and an umklapp transition (involving the
smallest reciprocal lattice vector) made to a final &’/
within the first zone:

kK=k—q+2r/a.

After summing over g, it is evident that the terms re-
maining in the sum over %’ are invariant to a simple
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shift by one period,
E—k—2r/a.

Hence, the final result is identical with that of the
(V,E) processes.

U, A

By identical arguments, this contribution can be
shown to be identical with that of (V,4).

In summary, the four regimes indicated in Fig. 1
make identical contributions to 7(k), which is therefore
seen to be symmetrical about the midpoint of the band.
First neglecting the variation of the Boltzmann factor
over the band, the drift mobility is four times the
quantity

(e/ ko) vi*r(R)),
where 7(k) is given by (3.11), and v;= (Ja/#%) sinka. The
integration over k is easily carried out. The final result is

. 16( 2 e J¥ Mov?
pot=—(r— —
T RD)2(J)? R

(3.13)

This result is based on the assumption that the varia-
tion of the Boltzmann factor over the band can be
neglected. As emphasized by the calculations of Katz
and co-workers,® however, this assumption may not be
realized in practice. It is straightforward to take this
feature into account in these one-dimensional model
calculations. (It is to be recalled that the replacement
of the Planck factor by its high-temperature value is
still exact in the elastic limit.) We simply find that

e 4 JP My?
= -
(BoT)m (J)? 1

27 cos(ka) 2J cos(ka)
X{QXP[_ EoT }HXP[“ EoT :”

T2
/ d(ka)(ka)? sin(ka)

where the first exponent in the curly brackets comes
from the N processes and the second term from the
U processes. Introducing the variables

Mv22 J

pP=""", ="

KM )
27 now(J)?

we obtain

i 1 w2 1
—/=——/ dx x% sinx cosh(— Cosx) .
woptJo 0

In Fig. 2, the above equation is plotted as a function
of p. It is seen that departures from the 72 dependence
occur for ko7'S 27 as expected ; the mobility is predicted
to decrease more rapidly than 7°—% with increasing tem-
perature in this range. For 2/=0.1 eV, the magnitude
of the deviation is roughly a factor of 2 at room tem-
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TasBLE I. Intermolecular transfer integrals and
their spatial derivatives (Ref. 8).

Electron Hole

Ey +16X10~ eV —21
(0Es/da)o — 4X10*eV/A + 4
(0Ev/8b)o —50 460
Eq —24 —19
(0Eo/da)o +90 +50
(0E./db)o +25 —10

perature. This feature will not be investigated at the
present time for the real base-centered-monoclinic
(BCM) structure considered in the next section, because
of the complexity of the transport integrals.

Next, we make a numerical estimate of the relaxation
time 7, given by (3.12). In this connection, it is im-
portant to check the self-consistency of the theory by
verifying that 7 is not so small as to clearly invalidate
the use of band theory in the first place. Equation (3.12)
is written

ka)?
T(k) =To ( ) )
sin(ka)
where
Mv2 J 1
T0= Zh _—

at (J)kT

We focus on the evaluation of 7o: For J and J’, we
choose values corresponding to hole propagation along
the b axis of anthracene as given in Table I (i.e., J=Ej,
J'=09E/db). The latter quantity is particularly large
for this case, and so should give a particularly small
estimate of 7o. The values of the various parameters are
taken as follows:

M=3.3X10%m,,
2,=2X10% cm sec,
a=6A,

[J]|=20X10"4eV,
|J'|=60X10"*eV/A,
T=300°K.
From these we compute
79=5.6 X 10713 sec.
The energy uncertainty
(%/76)=0.001 eV

is then to be compared with the assumed value of the
bandwidth
27=0.004 eV

indicating that the energy bands are not “washed out.”
Another quantity of interest is the mean free path

Wk)=v(k)r(k),
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FiG. 2. Temperature dependence of the mobility
for one-dimensional, elastic scattering.
where
v(k)=(Ja/#%) sin(ka).
We get

Wk)=7¢(Ja/h)(ka)?.
We calculate
To(]d/h)%ll A,

which at least is not <a=6 A.

The above estimates exclude the small range of %
values near k=0, since we are interested only in order
of magnitude estimates. These wave-vector depend-
ences, moreover, are felt to be particular to the one-
dimensional case. Unfortunately, a r(k) is not easily
obtained for the two-dimensional elastic scattering con-
sidered in the next section. The present estimates based
on the one-dimensional model will therefore have to
suffice for the present.

Finally, we make a numerical estimate of the mobility
given by (3.13). For the same values of the parameters
used in the previous estimate of the relaxation time,
we obtain

pe'=22.5 cm?/V-sec,

which is to the order of the observed mobilities.?—4

Inelastic Scattering

In this subsection, we calculate the mobility for the
case in which the Debye temperature is some finite
fraction of the bandwidth. Thus, the scattering is in-
elastic, and the relaxation-time approximation of the
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previous section cannot be made. To this end we use the
variational method of transport theory,'* suitably
modified to the case of nondegenerate statistics.

The starting point of the present calculation is the
collision term (3.3), in which the population term has
been replaced by its time-reversed process. Again we
make the substitution (3.7) and take??

glk)=f(Er)p(k).
Substituting this into (3.3), we obtain

<6f(k))
at coll
= 2 {sR)fA(EJW @V (k— k) (N +3F3)
k7N ()
—o(k) fENW & Pk — ) (N+3£3)} . (3.14)
In equilibrium, detailed balancing gives the condition

TUEDW @y ®(k— ) (N+5F3)
= PEDW @O F — DNy +iE), (3.15)

as a consequence of which (3.14) can be written in the
form

df(k)
‘(‘f“) = ¥ Lpy®k—E)[ek)—sF)],
0t Jeon B

(3.16)
where the scattering kernel is given by
L™ (k— k)
= [UEQW oMk — E)(N+5F5). (3.17)

By (3.15), Ly®(k — £’) is explicitly symmetric in the
sense that

LMk —E)=Lem®E —k),  (3.18)
Equation (3.16) can more simply be written
af(k) .
—\——) =X L&E)[¢(E)—¢&)], (3.19)
0t Jeon ¥
where
(3.20)

Ltk )= 2 Lny®k—E).
s

From (3.18), L(k,k’) can be shown to be symmetric
in k and %/,
L(k,k"Y=L(k' k). (3.21)

As is well known, the symmetry of the scattering
kernel is essential to the applicability of the variational
technique. Given the Boltzmann equation in the form
(3.19) with the symmetric kernel (3.21), the develop-

” In view of the fact that f°(1— f%) = — (koT) (8/°/9E), it is seen
that this form is equivalent to the usual form in Fermi statistics,
but with the neglect of the exclusion factor.
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ment of a maximum variational expression for the elec-
trical conductivity is well known. For the sake of com-
pleteness, this is briefly reviewed in Appendix B. For
Maxwellian statistics, the result is

ovar=(e*/keT)(N/D), (3.22)
where
N= [% vp(k) fO(Er) I (3.23)
and
(3.24)

=1 I;zk Lk,E ) p(k)— (k)T

This is a maximum variational principal in the sense
that
a[({bvar]S g [d’exact] .

The form (3.22) has the further convenience of being
independent of the normalization of the trial distribu-
tion function, ¢. For the case of electrical conduction,
we choose the familiar trial solution (appropriate to one
dimension)

o(k)=1vs. (3.25)

For the one-dimensional band (3.5), neglecting varia-
tion of the Boltzmann factor f°(E;), the numerator NV
is easily found to be

N=(Ja/m)"(L/a)!. (3.26)

The calculation of the denominator D, Eq. (3.24), is
more involved, and is the key part of the present calcu-
lation. Substituting (3.21), (3.17), (3.9), and (3.25) into

(3.24), we obtain
2 h Ja\?
()
2M v, |q| /

D=1 > 0(Ep)—
k&', q,(£),K /3
X [sin(ka) —sin(k'a) (N +3F3)

X 0 ke qrx8(Ex— Epr=tv,|q|).  (3.27)

As for the case of elastic scattering, the various possible
processes are considered in turn.

N, A

An inelastic (V,4) scattering would be given de-
scribed by a line such as designated (V,4) on Fig. 1,
except that its slope would be finite and positive, rather
than zero. For this case, (3.27) is written

12 h Ja\?
DW= _.___4(]’)2( > S, (3.28)
2 2M9v,
where
N,
S= Y fYE)[sin(ka)—sin(k'a)]—
kK q q
Xak',lﬁ-qa(Ek”—'Ek'—‘— h’l)sl]). <3.29)
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The sum over % and %’ is more simply carried out in
terms of relative and center-of-mass coordinates

bo=k' =k, kom=(F+k)/2.

The velocity differences and energy differences appear-
ing in (3.29) are readily expressed in terms of these
variables by standard trigonometric identities. The
Kronecker delta takes the form éy,,q, so that the sum
over k, picks out the single term for which k,=g. This
leaves the sums over g and Zcm:

1.2 T/a qa Nq
S= 24(2 . / dq sin4<—2—>——— / dkem cos*(kema)
T 0 q

XBl:—Z] sin(k.ma) sin(qg)—{— hvsq] . (3.30)

Again, the Boltzmann factor has been set equal to unity
by virtue of the assumption that

27 <koT.

The last integral on the right-hand side of (3.30) is
easily recast in the form

cos®(kema) 1
a 2J sin(qa/2)

/ d[sin(kema) ]

hvsq
X 6[sin(k em®) —————————~—:| .
27 sin(qa/2)
The Dirac delta function picks out the single contribution

hvsq

— " _>o. 3.31
27 sin(qa/2) (8.5

sin(kema) =

The equality sign holds in the elastic limit »,=0 for
which k.»,=0 and &’= —k, in agreement with the results
of the elastic scattering case. Next substituting (3.31)
into the factor

c083(kema) =[1—sin?(kcma) ]2,

the above integral becomes

1[1 (kg@p)2 1 (ga)? ]312 1
al AE / 7?sin%(qa/2) 27 sin(ga/2) ’

where

ko®Op=tw,(r/a),
and
AE=2]T.

By virtue of the inequality k,®p S AE characteristic
of the inelastic-scattering regime, the quantity in square
brackets is expanded in a Taylor’s series, to second
order. The remaining integration over g appearing in
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(3.30) is

Lr rmle gn\N, 1
/ dg sin3(——>——————
(2m)2 J, 2/ q 2Ja
3/ke®p\2 1 (ga)?
-5
2\ AE / =?*sin*(qa/2)
3/kOp\* 1 (ga)*
Sy
8\ AE / =*sin%(qa/2)

Since koT>>AEZX E(Op, it follows that N, can be
replaced by its high-temperature limit!®

Ng— kT /vy

S=24

} . (3.32)

The latter is substituted into (3.32), the integration
over q is performed term by term, and the result is sub-
stituted into (3.28). Finally inserting (3.28) and (3.23)
into (3.22) and expanding the power series in the de-
nominator, we get

L\ & Py«
oGt
a (koT)z (],)2 16]0

ko@p 2 ]2 ko@l) 4 ]41
N-(55) (o) 7
AE/) 1, \AE/ 1,

1 72 sindy
Ioz - / dy
2 0 yz

where

=0.345,

3 ri2 3
Izz————/ dy siny=——=—0.305,
2/, 2
3 ]2 2

y
]4 = dy
mJo siny

=0.047.

As in the elastic-scattering case, the remaining scat-
tering processes (V,E), and (V,4), (N,E) give con-
tributions identical to the above. The drift mobility is
given by

u(inel) — a.(inel)/ne s

where the carrier density
n=2" f*(Er)

is evaluated taking into account our assumption that
koT>>AE. The final result for the drift mobility is

e J3 Mov?

(keT)* (J) o

ko®\?2 ko©O\*
X {1+0.89(——) —0.14( ) +-- } , (3.33)
AE AE

#inelg(z.\g)
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which, aside from the different numerical factor arising
from the variational method and the correction terms
~(ko®/AE), is of the same form as the elastic result
(3.13). As pointed out previously, these correction terms
explicitly represent the inelasticity of the collisions, and
properly vanish in the elastic limit ®~wv,— 0. These
corrections might be expected to be temperature-de-
pendent for the case k¢I'~AF; however, this case has
not been investigated.

IV. APPLICATION TO BASE-CENTERED-
MONOCLINIC STRUCTURE

In the present section, the model of the previous sec-
tions is applied to an approximate calculation of the
real problem; namely, the mobility in the @b plane of
the anthracene crystal. It is felt that the present calcu-
lation, to a good approximation, takes into account the
anisotropy of the scattering as well as that of the energy-
band structure. However, in order to keep the problem
tractable for numerical computation, a few simplifying
assumptions have been made. We point these out at the
outset:

(1) Neglect of the variation of the Boltzmann factor
over the energy band. This is a good approximation
using LeBlanc’s band-structure parameters.? These were
used, rather than the more recent (and comparable)
estimate of Silbey,* in order to be consistent with the
use of scattering parameters calculated by LeBlanc.®

(2) Elastic scattering. As in the one-dimensional case,
the Planck factor can then be replaced by its high-
temperature form without approximation.

(3) Neglect of umklapp processes. On the basis of the
one-dimensional calculations, these would be expected
to make a contribution of the same order as the normal
processes.

(4) The replacement of the real acoustic phonon
spectrum by a single, longitudinal-acoustic, two-dimen-
sional Debye spectrum. This is perhaps the most serious
approximation, since the phonon spectrum would be
expected to exhibit anisotropy comparable with that of
the electronic band structure. However, in the absence
of neutron diffraction data or a calculation of the spec-
trum from first principles, we consider this approxima-
tion appropriate for these initial investigations. The
phonon anisotropy superimposes an added degree of
complication which should more properly be considered
in a separate investigation.

Having pointed out these features, we now proceed
with the calculation. In order to use only the matrix
elements (2.25) as in the one-dimensional case, we now
argue that the matrix elements (2.26) and (2.27) are
negligible in comparison. We first consider (2.26). As
previously noted, this physically represents the varia-
tion with relative displacement of the expectation value
of energy at a given site due to all other molecular
potentials (it is sufficient to consider only nearest
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neighbors). These derivatives, as well as the quantity
W itself, Eq. (2.10), have been estimated by LeBlanc
on the basis of the same wave functions and potentials
used in his paper.! He finds W° [Eq. (I1.12)] ~50 to
100 smaller that J,° [Eq. (2.12)] at the intermolecular
distances of interest, and that the former decrease only
somewhat more rapidly than the latter, by about a
factor of 2. This would imply that the over-all change in
W is one to two orders of magnitude smaller than that
of Jy for a given displacement; hence, (2.26) is discarded.
Next, the order of magnitude of the velocity-depend-
ent contribution (2.27) is compared with (2.25). For a
given mode, the ratio of the former to the latter is

ENVIF@ s [10] kO S
(R{NY|V|E{N"} ) ’

w < 4.1
(VaJwo J *

where it has been assumed that both 7V and J; decrease
at the same rate with displacement, both paralleling the
decrease of the molecular wave function. The quantity
S is a typical nonorthogonality integral

S= /d37 d)(l‘) gp(l" R.9).

It is seen that the ratio (4.1) is entirely negligible for
elastic scattering. For inelastic scattering, it is small by
the above nonorthogonality integral, and would appear
to perhaps contribute as much as the inelastic correction
terms of (3.33). In summary, then, only the matrix
elements (2.25) are retained for the present calculations.

In the coordinate system defined by the mutually
perpendicular a and b axes of the base-centered-mono-
clinic structure, the approximate two-dimensional band
structure®~* is written

k-a k-b
Ly=4F, cos(——2~> cos(—;)—l- 2E, cos(k-b). (4.2)

In treating elastic transitions between points on the
constant energy surfaces defined by (4.2), one cannot, of
course, make the simple assumption (3.10) used to
facilitate the definition of a relaxation time for the one-
dimensional case. In fact, attempts to calculate a relaxa-
tion time 7(k) are bypassed, and the conductivity is
calculated directly by the variational method. The
formalism of the previous section is easily generalized to
more than one dimension. The (variational) conductivity
is again written in the form

Oyar=— (ez/kOT)<N/D) )
where now

N= [% (Vi) e/*(Ex) I, (4.3)

D=3 kZl; LKL (vi)e— (Vie)e J*. (4.4)
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In these formulas the Dirac delta function, corresponding to assumption

e _ (2) of elastic scattering.
o(k) =& vi=|8| (vi)., We next invoke assumption (4) that the real phonon

and spectrum can be replaced by a single, longitudinal-
Lkk)= Ly ® (kK 4.5) acoustic mode. Hence, in the sum over A=(q,7), the
(k) x,%) w® k), (*:3) sum over j reduces to the single term j=/ (longitudinal).

Also, the phonon polarization vector may be written
where

, B tu=q/|q|.
Ly M (k)= fo(E)(N+H3FHW oy V(k— K'). (4.6)

Writing down the sum over nearest neighbors 4= (,8,0)
Here, W )M (k— k') is given by (3.1) with #w,=0in appearing in the absolute square of (3.1), we have

GG GG Jemaeamsmtears [ )C5) (7)) Jonw-sme
+ [( l“:’[ )(aib>o+ (%)(%)J(Sin(k“ b)—sin(k- b))} } .7

The above derivatives of overlap integrals have been calculated by LeBlanc®? using Hiickel combinations of
Slater orbitals with @=3.08 A, and are presented?* in Table T.

From the relative magnitudes of these quantities, (9E3/da)o is neglected with respect to (dE3/db)o, and
(0E./3b), is nelgected with respect to (dE,/da). Further noting that

(6E5/30)0= - (aEa/aa)O:

and combining the sine functions by appropriate trigonometric identities, (4.7) reduces to

e R G B

This expression is inserted into (3.1) for the transition rate. The latter is then substituted into (4.6), which, in
turn, is put into (4.5) to get the scattering kernel. Recalling assumption (3), the neglect of umklapp processes,
the sum over q [recall that A= (q,/)] is easily carried out. In addition, by the assumption (2) of elastic scattering,
the Planck factor is replaced by its high-temperature form k¢7"/%v,|q|. The sum over absorption and emission
(&) introduces an additional factor of 2. The result reads

kT 2r # 1 1 ki —ka| [0, k'-a k’-b k-a kb
(e S )
da /o 2 2 2 2

Lkk)=8—— —
hooh2Me? |k —k|2U] k'—k
kv —ks
k'—k

0E, 2
( >(sin(k’-b)—sin(k-b))} 0(Ex—Ew). (4.8)
b/,

This kernel is then inserted into (4.4) for the denominator of the variational conductivity. At this state, the
direction of the external electric field has to be selected; it is sufficiently general to take it along the a and b
crystallographic directions. For these two orientations,

e ()l o).

oo ()l 2) ) ()

% The choice of wave functions described in footnotes 2 and 8 underestimates the resonance integrals and overestimates their
derivatives, thereby predicting a mobility which is likely to be too small. A more accurate set of parameters would be obtained
from the calculations of Sibley et al., Ref. 4.

% The large values of some of these derivatives together with an estimate of the amplitude of thermal vibrations (0.06—0.1 &) raises
some question as to the validity of a linear approximation [c.f. (2.9)]; however, we do not consider it appropriate to go beyond this
approximation at the present stage. As noted in footnote 23, more accurate estimates may lead to smaller values of these derivatives.

and
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It is then a matter of straightforward algebra to express D as a sum of quadratures. They are conveniently
expressed in terms of the following dimensionless ratios (obtained from Ref. 1 and Table I):

E, (—1.61, electrons (0E./da)s (—1.8, electrons
a=a/b=141, s= ={  r=— ={ (4.9)
E, 140.935, holes (80Es/3b)y 1 40.835, holes.
We obtain
kT 2r h 1 1/0EnN\21/7L\*
Dyp=2———-— ——~<—) —(———) (@@L p V4472 0 P +4ral p®} (4.10)
o 2MI 2 Ex\ 30/ 02\2w
where
x y x/ yl
I,;WV= / / / / dxdy'dydy’ 6[cosy+25 cos(5> cos(—)—cosy’— 2s cos(——) cos(——):l
2 2 2

(y'—y)*
[ —a)Ha(y' —y)2]?

/ /

® ® y
I;P= / / / / dxdx’dydy'a[cosy—i—Zs cos(—) cos(2>—cosy’ —2s cos(;) cos(;)]
2 2

’

sty o) o)) ) o

/ !

x y x y
I,®= / / / / dxdx’dydy’&licosy—l—Zs cos(—) cos<—>—cosy'—25 cos(——) COS(—):I
2 2 2 2

y (@' —=2)(y'~y)
[(«'—x)*+a?(y'—)* ]

where the factors f,, depend on the choice of field direction, and are given by

(siny’ —siny) 2fab(x,y,x’,y') s

’ 7

x x Y
(siny’—siny)(sin— cos——sin— cos—) fab,
2 2 2 2

’

() (o) () )
s (2 o) )1 e ()])

For the values of the parameters given in Table I and (4.9), the quadratures were performed on a digital com-
puter. The results are presented in Table II.

The numerators, Eq. (4.3), can be evaluated analytically for the two-field directions (as usual, replacing the
Boltzmann factor by unity). The results are

(2m)ty LN\ /2Ea\* (2m)ty L\*/2Ewa\*
N,= (——) ( ) sty Np= (—) ( ) (2+s2)2. (4.11)
a*0? \2x /] a?b® \2x %
Equations (4.10) and (4.11) are substituted into the variational expression for the conductivity. The mobility
is then obtained by division by ne, where the carrier density # is given by

L 27 la 27/b
n== / dka dkb.
(21")2 —27/a —27r/b

and

The final results read
e My Ed 52

s , (4.12)
(koT)? % (IEb/0b)? {02l ;D +422T ;@ +4ral ,®}

/J'aa=8
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e Mv2 Ep 1 (2+s9)?
e — R (4.13)
(BoT)2 7 (0Ew/90)? a2 {a? 1V + 4721 ;@ +4ral ,®}
(4.14)

Mbb

The mobility expressions using a constant 7 cannot
predict absolute magnitudes?; however, they can predict
the mobility ratio. In the notation of the present paper
we get, instead of (4.14),

2
(5 oo
wvn/  (24+s?)

Substituting the numerical values of the transport
integrals given in Table II, we obtain the comparison
with experiment shown in Table ITI. It is first noted that
the magnitudes of the calculated mobilities are of the
order of unity, in agreement with experiment. In view
of the approximate values taken for some of the param-
eters (the speed of sound, in particular), the agreement
may be somewhat fortuitous, but is encouraging and
suggests that acoustic mode scattering is a principal
sctttering mechanism. Secondly, we note that there is
only a slight improvement in the predicted mobility
anisotropy. This may be attributed to the neglect of
some of the smaller interaction constants in evaluating
the matrix elements [cf. (4.7) et seq.] and to the as-
sumption of an isotropic phonon spectrum. The small
value of the calculated hole mobility is not understood.

(constant 7).

V. CONCLUSIONS AND FURTHER
DISCUSSION

The complexity of the lattice vibrational spectra and
local molecular wave functions makes a complete treat-

TasLE II. Numerical values of transport integrals.

LY [,® [,® o [ I,®
Electron 223 330 279 1323 374 247
Hole 321 489 39 1785 393 35.9

TasLE ITI. Magnitudes and anisotropy of drift mobility.
Comparison between theory and experiment.

Maa Bbd Haa/ B

Electron cm?/V sec

Calculated (constant 7) cee .- 1.13

Calculated (present paper) 0.85 1.33

Experimentals 1.7 1.0 1.7
Hole

Calculated (constant 7) E 0.61

Calculated (present paper) 0.72 0.61

Experimentals 1.0 2.0 0.5

aR. G. Kepler, in Organic Semiconductor Conference, edited by J. J.
Brophy and J. W. Buttrey (Macmillan and Company, New York, 1962).

(uaa) 52 ‘a2Ib(1)+4r21b(2)+4ra1b(3)
—_ = o? .
24s52)?  a2 D44r21, D +4ral ,®

ment of the electron-phonon interaction in organic
molecular crystals difficult. It is felt that the present
treatment is an improvement on the essentially phe-
nomenological treatments to date. It is capable of
treating the interaction of the excess carrier with the
intermolecular lattice vibrations in general, taking into
account the scattering anisotropy and temperature de-
pendence due to these modes. The theory has been
applied only to acoustic-mode scattering. In this con-
nection, improved estimates of the transfer integrals and
interaction constants would be useful, as would data on
phonon dispersion relations and Debye temperatures.

The numerical estimates of mobility of the order of
unity suggest that acoustic-mode scattering is im-
portant. However, due to uncertainties in the calcula-
tion, scattering by other modes of the phonon spectrum
cannot be excluded. Indeed, as will be discussed below,
some of these should be at least equally important. The
quanta of such modes would have to be less than the
bandwidth in order to give rise to single-phonon transi-
tions. There are three general classes:

The first are the intermolecular, translational, optical
modes. The present formalism can treat these provided
their dispersion relations (wg;) are known.

The second class are the low-frequency (#%wy<band-
width) intramolecular optical modes. The high fre-
quency intramolecular modes discussed in the text give
rise to the vibronic structure, but do not scatter in
lowest order. The low-frequency modes, on the other
hand, can scatter within the ground-state vibronic band.
The matrix elements due to this mechanism have been
derived, but will not be presented in the present paper
for the sake of brevity. The essential physical picture
here is that the inequality %wo<AE is simultaneously
the condition that the molecule not have time to adjust
to the presence of the carrier, but continue to execute
motion about its neutral equilibrium configuration. The
matrix elements then arise from: (1) variations of the
local electronic energies F(x,) and (2) variations of the
overlap integrals due to changes of the local wave func-
tions with internal displacement. The low-lying excita-
tions here would likely be the bending modes of the
organic molecule; hence, this would probably be a
difficult problem to treat in practice.

The third class of phonons are the optical rotational
or torsional modes, involving rotations of the molecule
about its principal moments of inertia. Numerical esti-
mates® of the variation of the transfer integrals with
infinitesimal rotation indeed suggest that this mecha-
nism may be as important as that considered in the text.



Al664

Impurity or defect scattering in narrow bands would,
of course, require a separate treatment. Finally, as the
principal scattering mechanisms become better defined,
the calculations can be extended to the Hall effect and
other transport phenomena of interest.
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APPENDIX A: DIFFICULTIES ASSOCIATED
WITH MATRIX ELEMENTS IN THE
BLOCH REPRESENTATION

Rather than the approach used in the text, it might
appear that a more straightforward procedure would be
to simply take matrix elements of the perturbed Hamil-
tonian between the usual tight-binding Bloch states. In
this Appendix, we show that this approach has certain
difficulties. First of all, it gives a spurious contribution
to the scattering due to the fact that only the local
potentials, but not their associated wave functions, are
allowed to follow the local displacements; the first such
contribution occurs in second order in the displacements.
More serious for the present applications, the first-order
matrix elements have the unphysical aspect that gradi-
ents are taken only with respect to the potentials, while
the wave functions are held fixed. For these reasons and
in view of what is discussed below, the approach of the
text is to be preferred.

These difficulties have been discussed more generally
by Herring,? who points out that the above second-order
contribution is largely cancelled by second-order proc-
esses involving interband matrix elements of the linear
term.2% Herring interprets this difficulty as being due to
the inability of the wave functions to follow their dis-
placements, and suggests that this could be rectified by
using a basis which deforms locally with the lattice.10-11

We now exhibit the difficulties associated with the
straightforward taking of Bloch matrix elements. The

(e+Em) (1425 e RIS o,)+ (WO 5 eRIOT,0)
(14205 €™ R10S4,)
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total Hamiltonian is

Hy=HA+H,,

where
h2

H,=——V.24+3 U(r—R,) (A1)
2m n

is the electronic Hamiltonian, and Hy, is the usual lattice
Hamiltonian in the harmonic approximation. In what
follows, it will prove convenient to decompose (A1) as
follows:

H,=H,m+3 Ux—R,)

n#m

+2 [U@—R)-U@—R.D], (A2)

where
H ™ =—(#/2m)V.*+ U (r—Rn?)

is the electronic Hamiltonian of the mth molecule at its
lattice site, and satisfles the local wave equation

H ™ p(r—Rn")=ep(r—Rn?).
We wish to calculate the matrix elements
(& x' [ Hr | kx)
K[k
lkx)=1k)- [x),

) (A3)

where

in which
=91 E Rty-RY)  (A9)

is a conventional Bloch function, and |x) is the usual
product of harmonic-oscillator states. Clearly, in using
(A4), there is no possibility of obtaining coupling terms
of the kind found in the text. Nonorthogonality of the
local states is again taken into account by writing

/ Pro(r—Ri)¢(t—Rn®) = T1m= 61+ Sim.

Calculating (A3), we obtain

+ Nt e RETERRS L @3 (r—RO[U (1= Rn) = U(1— R Jp(r— R, [ x )

A5
(4225 e RS ) (A3)

The first term of (AS5) is diagonal in k and {V}, and gives the usual band structure. The nonorthogonality
integrals S can be neglected here, as can be seen by expanding the denominator and noting that all additional

terms are at least of second order in S.

Turning next to the second term which describes the scattering, we see that there are four possibilities for the
indices (/,m,n) which give terms up to first order in the overlap : namely, the case in which all indices refer to the

2 The present tight-binding approach refers to a single band constructed by a single, nondegenerate molecular orbital, so that

this cancellation cannot be investigated.
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same site, and the three cases in which two refer to a given site and the third to a nearest-neighbor site. Only
for the first must the S-proportional term be retained. These terms take the following form:

U
91 (x | 5 itk / r|p(r—R.9)| 2[un-vnv<r—kn>o+% > unaunﬂm]lx><1—z ¢RI )
n af Mn"‘ Uy h

+91—1<X,l Z e~i(k'—k)°Rn°eikoRh°/ d37¢(r—Rn0)un' VnU(r_ Rn)od)(r__ Rn-i—ho) i X)
n,h

+9~L—1<X/| D e—z’(k'_k)-Rnoe~ik’-Rh0/d3’,¢(r_Rn+IL0)un.an(r_R")Oqs(r_RnO)IX>

n,h

FIH x| 20 et Rtal / @r|¢(r—Russ®) |- Vo U (t—Ru)o| x).  (A6)
n,h

In the first term above, the difference [U(r—R.)
—U(r—R,%)] has been expanded to second order in the
displacements, while for the last three terms it has been
expanded to first order. The entire first term of (A6)
represents the spurious contribution previously referred
to. It is associated with displacing the potential of the
nth site while the wave function ¢(r—R,?) is constrained
at its lattice position. The linear term clearly vanishes
by symmetry arguments; the first nonvanishing con-
tribution is the bilinear term, as pointed out by Herring.®
The second and third terms of (A6) clearly correspond
to variations in J, while the last corresponds to varia-
tions in W. However, these also do not allow for the
fact that the wave functions should follow their local
displacements. These arguments then illustrate the
aforementioned difficulties, and provide the motivation
for the alternate formulation presented in the text.

APPENDIX B: SUMMARY OF THE
VARIATIONAL PROCEDURE

In this Appendix, a brief review of the variational
method of transport theory is presented, as it applies to
the treatment of the present paper. In particular, we
indicate the derivation of the text equations (3.22),
(3.23), (3.24), (4.3), and (4.4).

With the collision term written as in (3.19), the
Boltzmann equation reads

D(k)+§. Lk k) [o(k)—o(k)]=0,  (B1)
where the driving term is
df(Er)
D(k)=e&- vy fé;};‘: —"‘Oe?a'kao(Ek), (B2)

for the case of Boltzmann statistics.
We define a functional of the distribution function as

follows:

Ifel=2 by D(k)¢(k)+l§/ oK) Lk k) [o(K)—o(k)]

=2 % D(k)¢ (k)
—3 k‘Zk, Lkk)[¢(k")—o() T, (B3)

where the second line follows from (B1). The quantity
4 has the properties:

(1) 69=0 with respect to variations in ¢, when
¢=¢ is the (exact) solution of (B1), and

(2) 9[e]<9[o].
From (B3) and (B1), it is seen that

9[¢“>]=§ D(k)¢ @ (k)

e&
= .—;O—TZI‘ Lvi/(£1) 1o (k)
23
= _};'Eg vig@ (k)
=& 3§ /kT
=g 82/kT .
Hence,
=t 501 gg1me,  (BS)
&2 &2
by (B4).

The form (B3) is not homogeneous in ¢. In order to
get a form which is, we set

¢=Coc. (B6)

Substituting (B6) into (B3), the parameter C may be
obtained in terms of the two sums of (B3) by requiring
that

99(C)/9C=0.
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The value of C so obtained gives

[2x D)o (k)

9(C)= )
%kZ;, L(k,K)[¢(k)— (k') ]
and finally
W ¢ [ (P EDT

Te T KT LKL —e()]

APPENDIX C: INCLUSION OF INTRA-
MOLECULAR VIBRATIONS

In this Appendix, the Hamiltonian (2.1) is augmented
by the inclusion of the high-frequency (#w,~0.2 eV),
internal vibrations of the constituent molecules. On
account of the high frequencies involved, the temporary
molecule ion is able to adjust quickly to the presence of
the excess carrier. However, the coupling is weak be-
cause of the small interaction of the delocalized carrier
on a large, nonpolar, aromatic molecule, and also be-
cause of the largeness of the optical quantum #w,. Con-
sequently, as we shall see, the vibrational overlap (the
overlap of vibrational wave functions corresponding to
the carrier being on nearest-neighbor sites) is only
somewhat less than unity, and essentially independent
of temperature. This is the static modification of the
treatment of Sec. IT to which we referred previously.

Instead of (2.1), the wave equation of the system now

aC,

LIONEL FRIEDMAN

reads

_Aa\Il(r,---Rg~'-,---x,,-~-)
" o N
=[H,(-- Ry --)+Hy(-- R, --)
+H( - xg- )W, (C1)
where, in addition to the quantities defined at the be-

ginning of Sec. II, the (- - -x,- - -) represent the internal
molecular coordinates, and

HL(...xg...) (CZ)

is the sum of the kinetic and potential energies of the in-
tramolecular vibrations in the harmonic approximation.

Instead of (2.3), the system wave function is ex-
panded as

\It(r,...Rg. EEPERRY FE )
(R )o(t—Ry )Xo (- - v+ ),

(C3)

where X,° is a ground state vibronic wave function
which will be determined later.

We also assume that the local wave functions and
potentials are independent of their internal coordinates:

o(r—Ry; x,)= ¢(r—R,),
U—Ry; 2,)=U(x—R,).

Substituting (C3) into (C1), we get

Z ‘r’/‘o'“"g’oih ; - H:e(xg’)+ Z Uq"+HL(' : 'Rg' ' )+HL( s Xgt ’):'Cg"Pg’xo'o

g’ 6 g’ g/’ #Zg

We write

52
——Z—Zl_[(zvg'cg’ Vg +CpVotog)a,O

€(xy)=eotAe(xy),

where, in the spirit of our physical picture, Ae(xy) is taken to be linear in x,. This quantity then adds
to Hz(---x, ) to give a Hamiltonian in which the (¢')th oscillator vibrates about a displaced position, while

the remaining oscillators remain at equilibrium, i.e.,

Hy(-xp ) FAe(xg)=Hpo (- -z, - -).
Multiplying to the left by ¢,X,° and integrating over r and the x,, we obtain, in place of (2.4),

aC,
2 ng'<Xy°ngf0>ih—a; =Z{EGOCG’TM’<X90]X0’O>]+ Z
g’ g’

g’ #g

h2

</d37‘PaUa”<Pg')'Ca’<xaolxa’0>

+Cg'ng’<XgolHLg’lXa’0>]_5]“”“2 [zvg’ca"/d37‘Pan'¢0’+Ca’/dsr¢gva’2@y’jl(xyolxa’o>- (C4)
g/

The X,° are taken to be the displaced oscillator eigen-
functions of H.9, i.e.,
HLUXH():E()XUO y
where E, is the sum of the zero-point energy and
binding energy.

Proceeding as in the text by multiplying to the left
by T, and summing over g, it is easily seen that we
obtain the normalization integral

<X00J Xao> =1

except for the overlap terms: Those proportional to
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(—#h2/2M) are negligible as discussed in the text. For
the second term on the right-hand side of (C4), the term
g'=g gives unity. However, the term g’’=g gives the
contribution

J1,00X0° | Xe1:4°)Crn (C5)

which is the only essential modification of (2.5). The
vibrational overlap integral is essentially of the form?2

(X0 Xen®)=exp{ — (Ev/ )} ,
where £, is the binding energy. Since one would expect

2 T. Holstein, Ann. Phys. (N. Y.) 8, 343 (1959), Egs. (27),
(28), (33), and (37).
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that
Ebghwo

the above factor is less than, but of the order of, unity,
Had the analysis been carried out at finite temperatures,
the above factor would essentially get replaced by?2¢

exp{— (Ev/ o) (14-2N)}

Where, hOWGVCI‘,
N—(e wo/ 01_..]) 1’

the average number of phonons at temperature 7" is
exponentially small. These arguments, it is felt, verify
the conclusions drawn in the text.
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Time-Decay Characteristics of a Deep-Donor-Shallow-Acceptor Pair
Band in Gallium Phosphide

D. F. NeELsoN AND K. F. RODGERS
Bell Telephone Laboratories, Incorporated, Murray Hill, New Jersey
(Received 9 July 1965)

Characteristics of the photoluminescent time decay of a red band at 1.82 eV (20°K) in GaP crystals
doped with varying amounts of the shallow acceptor Zn and the deep donor O were studied. The red-band
decay is nonexponential in time, shortens with increasing zinc concentration (the concentrated dopant),
is nearly independent of the oxygen concentration (the dilute dopant), is essentially constant in shape and
magnitude at low temperatures, shifts to lower frequencies during decay, and is not dependent on photo-
conductivity during decay. These observations are in accord with the model of pair-band decay and so
support the interpretation of Gershenzon ef al. that the red band at 1.82 eV (20°K) is a Zn-O pair band.

INTRODUCTION

A NUMBER of years ago it was proposed that ra-
diative recombination would occur between elec-
trons trapped on donor atoms and holes trapped on
acceptor atoms.'* More recently, such radiation has
been positively identified in GaP for shallow-donor—
shallow-acceptor pairs.®~7 The identification resulted
from the observation of scores of sharp emission lines in
the green which were found to obey

hw= EG—ED—EA+62/EH, (1)

where %v; is the photon energy of the sth donor-acceptor
pair emission line, E¢ the band gap energy, Ep and E4
the donor and acceptor binding energies, and ¢?/er; the

17].S. Prener and F. E, Williams, Phys. Rev. 101, 1427 (1956);
J. Electrochem. Soc. 103, 342 (1956).

2 W. Hoogenstratten, Philips Res. Rept. 13, 515 (1958) (see
Chap. 3, Secs. 11 and 12).

3E,. F. Apple and F. E. Williams, J. Electrochem. Soc. 106, 224

1959).

( 4F.)E. Williams, J. Phys. Chem. Solids 12, 265 (1960).

8 J. J. Hopfield, D. G. Thomas, and M. Gershenzon, Phys. Rev.
Letters 10, 162 (1963).

6 D. G. Thomas, M. Gershenzon, and F. A. Trumbore, Phys.
Rev. 133, A269 (1964).

7F. A. Trumbore and D. G. Thomas, Phys. Rev. 137, A1030
(1965).

Coulombic interaction energy of the ith pair. Since lat-
tice sites have discrete separations, the pair separation
7;is “‘quantized” and so yields the many discrete emis-
sion lines. For separations greater than 40 A the discrete
lines merge into a broad band.®

The decay of this broad band in GaP has been
studied® % and found to be nonexponential in time.
This has been explained by Thomas, Hopfield, et al.8
assuming that the donors and acceptors are distributed
randomly in the crystal and that the probability of ra-
diative decay of a pair depends on the separation 7 as
exp(—7/R), where R is comparable to half the Bohr
radius of the more weakly bound one of the pair. This
model is essentially the same as that proposed by
Hoogenstratten? to explain the slow decay in ZnS.
Specific predictions®® of the time decay of the entire
pair band have been made for the conditions of all
donors and acceptors initially neutral, extreme dilution
of either the donor or acceptor, and no mobility of
captured electrons or holes. These predictions are that
the shape and height of the decay curves will be inde-

8 D. G. Thomas, J. J. Hopfield, and K. Colbow, Symposium on
Radiative Recombination, Paris, 1964 (unpublished).

®D. G. Thomas, J. J. Hopfield, and W. W. Augustyniak, Phys.

Rev. 140, A202 (1965).
10 Konrad Colbow, Phys. Rev. 139, A274 (1965).



