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A Mach-Zehnder interferometer is used to determine the electron density (~2X 10'r cm ~) behind the re-
jected shock wave in an electromagnetic, T-type shock tube filled with hydrogen to 2 Torr. The results are
compared with simultaneous measurements of electron density from Stark broadening of the Hp line and
the absolute continuum intensity. Using two-wavelength interferometry, agreement is found to be within
the experimental accuracy of about 6%, thus showing the validity of the theory for these three methods of
density measurement. Although spectroscopic methods indicate that the plasma is highly ionized ( 90%)
so that the refractivity is determined primarily by free electrons, single-wavelength interferometry yields
results which are 10—15% too low. This is taken to indicate the presence of a boundary layer of cold, high-
density neutral gas near the walls of the shock tube. In addition, it is concluded on the basis of this experi-
mental data that the Griem asymptotic wing formulas for Stark-broadened hydrogen lines is more accurate
than the earlier asymptotic wing formulas of Griem, Kolb, and Shen.

Spectroscopic methods can also be used in the de-
termination of plasma densities. For example, the elec-
tron density in a hydrogen plasma can be obtained from
a measurement of the half-width of the Stark-broadened
lines and from a determination of the absolute con-
tinuum intensity. Earlier work by Berg et al. ,"using a
T-type shock tube and Wiese et al. ,

" using a high-
current stabilized arc have shown that these two
methods yield electron densities which agree to within
5%. However, there are several assumptions implicit
in making a comparison between electron densities
obtained from the Stark broadening and the con-
tinuum theory; e.g., local thermal equilibrium (LTE)
is assumed, the optical path length is assumed. known so
that boundary layers are not considered, and the
theoretical contribution of the far wings of spectral
lines to the continuum and the lowering of the ionization
potential are taken for granted. Thus, the 5% agree-
ment between two measurements could be fortuitous
to some extent owing to compensating errors. For these
reasons, a third measurement of the electron density
which involves few assumptions in analyzing the data
would be of interest to evaluate further the precision
with which the electron density in dense plasmas
(E,)10"cm ') can be established.

In the present experiment, the electron density in a
hydrogen plasma produced in a T-type shock tube""
was determined by simultaneous measurement of (a)
the optical refractivity using a Mach-Zehnder inter-
ferometer, (b) the Stark broadening of the Hp line, and
(c) th.e absolute continuum intensity.

The electron temperature is determined from the
ratio of the total Hp line intensity to the intensity of the
background continuum. This temperature is used in the

INTRODUCTION
~ 'HE last few years have seen an increasing use of

the techniques of optical interferometry in the
determination of plasma densities. '—' This has resulted
largely from the work of Alpher and White~ and of
Ascoli-Bartoli, De Angelis, and Martellucci, ' who inde-
pendently recognized the important role of the free
electrons in determining the refractive index of a
laboratory plasma, although the first observation
of the effect of the free electrons upon an interfero-
gram appears to have been made earlier by Dolgov
and Mandelstam. ' On a per-particle basis, the free
electrons can be more than an order of magnitude more
eBective than atomic or molecular species in determining
the refractive index of the plasma. For degrees of ioniza-
tion greater than a few percent, the electron contribu-
tion predominates and the net refractivity becomes
negative. The free electrons (refractivity negative and
proportional to the square of the wavelength X) may be
distinguished from the atomic and molecular compo-
nents (refractivity positive and almost independent of
X) by measurements at two wavelengths.
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continuum intensity formula to calculate the electron
density. Also, the temperature is used in the Saha
equation to calculate the neutral atom density and the
degree of ionization within the plasma. Under the con-
ditions of the experiment, the assumption of local
thermal equilibrium should be valid; however, this is
only of critical importance in the use of the Saha
equation. '4

In our initial work, reported earlier, " the electron
density behind the incident shock wave' was 5)& 1.0"
cm '. To within the limited. accuracy of the measure-
ments (average of &12%), agreement was found be-
tween the values of electron density determined from
interferometric observations at a single wavelength and
from the spectroscopic data. The purpose of the experi-
ments reported in this paper was to achieve better
experimental accuracy by (a) working at the higher
electron densities ( 2X10"cm s) available behind the
reflected shock wave, ' ' " (b) using two-wavelength
interferometry, and. (c) using photoelectric techniques
to measure the Hp line profile instead of the photo-
graphic techniques used earlier. "

In the present investigation, it is demonstrated that
the three methods of electron-density measurement,
i.e., the optical refractivity at two wavelengths, the
Stark broadening of Hp, and the absolute continuum
intensity, are self-consistent to within the accuracy of
the measurements ( 6%). On the other hand, in spite
of the high degree of ionization within the plasma, the
electron densities obtained by single-wavelength inter-
ferometry are consistently 10—15% too low. Also, the
average density of atoms and molecules obtained from
the interferometric data is more than an order of magni-
tude greater than the neutral density obtained from
spectroscopic data. These results are taken to indicate
the presence of a high concentration of cold neutral
gas in the boundary layers next to the walls of the
shock tube.

The interferometric data serve to corroborate the
earlier conclusion' " that electron densities can be
measured with an accuracy of &6% and that
boundary-layer sects, while they exist, do not obviate
the use of spectroscopic techniques. The significance
with respect to the line-broadening theory lies in the
observation that the electron densities obtained experi-
mentally seem to be more accurate than expected from
an analysis of the theoretical approximations involved
in the Stark-broadening calculations. Presumably this
is due to small compensating errors in the theoretical

"H. R. Griem, Phys. Rev. 131, 1170 (1963)."S.A. Ramsden and E. A. McLean, Bull. Am. Phys. Soc. 7,
157 (1962); Nature 194, 761 (1962)."The term shock wave is used throughout this paper to indicate
the luminous front observed. No experiments were gone to show
that the plasma is only shock-heated gas, and since no comparison
is made with shock theory, how the plasma is heated is not our
concern here. The only conditions are that the plasma be an
essentially homogeneous, optically thin layer.

» K. A. McLean, Bull. Am. Phys. Soc. 8, 163 (1963).
's R. C. Elton and H. R. Griem, Phys. Rev. 135, A1550 (1964).

treatment. Also, this data indicates that the Griem
asymptotic wing formulas for Stark-broadened hydro-
gen lines is more accurate than the earlier Griem,
Kolb, Shen formulas.

REFRACTIVITY

The fringe shift s, measured. interferometrically for
light of wavelength X, and path length /, is given by

s= LA(tt —1)/) )l,
where h(tt —1) is the phase change in refractivity
(tt—1) due to the plasma. The change in refractivity
across the shock is given by

A(t —1)= (t —1).-—((t —1)-+(t —1).+(t —1)'+(t —1).l.t-*-, (1)

where the subscripts "gas" refers to the ambient
un-ionized gas ahead of the shock wave, "m refers to
molecules, u refers to atoms, i refers to ions, e refers to
electrons, and "plasma" refers to the heated gas mixture
behind the shock wave.

The refractivity of the ambient gas is electively
constant over the visible region of the spectrum and is
given by'0

(tt—1)e..=5 15X10 '4N~r, (2)

where X & is the density of molecular hydrogen ahead
of the shock wave. )The same equation applies to
(tt—1) except E~& is replaced by X s, which refers to
the density of molecular hydrogen behind the shock
wave.

The specific refractivity of atomic hydrogen is ob-
tained from a calculation of the polarizability of
Podolsky. " Recent experiments by Marlow and
Bershader" have corroborated these values. Since the
specific refractivity varies less than 4% over the wave-
length range of interest (4500—5400 A), a mean value
was used, giving

(tt—1) =4.35X10 '4X (3)

where Ã, is the density of atomic hydrogen behind the
shock front.

The phase refractivity of the free electrons is obtained
from the well-known dispersion formula used in iono-
spheric studies. "For the conditions of the present ex-
periment, in which the electron density is about 2)&10"
cm—' and the electron temperature is about 2)& 1.04 'K,
the collision frequency for momentum-transfer colli-

'~Precursor electrons have been observed in electromagnetic
shock tubes; these are, however, neglected in the present case as
their density is well below the threshold sensitivity for our re-
fractivity measurement.

so C. 'lvV. Allen, Astrophysical Quantities (The Athlone Press,
University of London, 1955), p. 86."B.Podolsky, Proc. Natl. Acad. Sci., U. S. 14, 253 (1928).

~W. C. Marlow and D. Bershader, Phys. Rev. 133, A629
(1964).~ J. A. RatcliRe, The Magneto-Ionic Theory and its Application
to the Ionosphere (Cambridge University Press, England, 1959).
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sions of electrons with heavy particles is much less
than the frequency of observation co, and the equation
reduces to the classical dispersion formula for an elec-
tron gas, developed by Eccles, Larmor, and Kramers,
i.e.,

(p—1),=——'a) '/co'= —4.46X10 '4X'1V

where co„is the electron-plasma frequency, 3T, is the elec-
tron density, and X is the observing wavelength in cm.
)The refractivity of the protons is -(m, /m )(v,—1)„
and is completely negligible. ]

A value for the electron density, free from any
assumption as to the relative contribution of the atomic
and molecular components to the refractivity, may be
obtained from simultaneous measurements of the
fringe shifts s~ and s2 at the two wavelengths X~ and X~,

respectively. Because of the large dispersion of the elec-
tron contribution and the effectively constant refrac-
tivity of the atoms and molecules, the expression re-
lating fringe shift, wavelength of observation, and
electron density is given by'

stXt —sshs ———4.46X10 "(Xt'—X ')g f

Use of Eqs. (1)—(5) allows the determination of the
average value for the density of atoms and molecules
along the line of sight, as well as the electron density.
Thus one can evaluate corrections to the refractivity
due to neutral particles in the boundary layer. This, of
course, requires the assumption of a single value for the
constants in Eqs. (2) a,nd (3); however, since these
constants vary by less than 20 p for atomic and molec-
ular species, the quantitative conclusions discussed
later are not altered significantly.

SPECTROSCOPIC ANALYSIS

For the Stark broadening of Hp, the theoretical
profiles calculated by Griem, Kolb, and Shen'4 have
been used, interpolating the data according to N, 'I3.

For the intensity distribution in the wings of the line
we have used the asymptotic wing formulas of Griem. 25

(The reason for the choice of these asymptotic wing
formulas instead of the earlier asymptotic wing formulas
of Griem, Kolb, and Shen" will be discussed later in
this paper. )

The absolute intensity I of the continuum over a
frequency interval 6v from a hydrogen plasma of thick-
ness 1 was determined from the usual formula'~

I= e„,rrhvlferg cm ' sr '],
'4H. R. Griem, A. C. Kolb, and K. Y. Shen, Astrophys. J.

135, 272 (1962).
2' H. R. Griem, Astrophys. J. 136, 422 (1962)."H. R. Griem, A. C. K.olb, and K. Y. Shen, Phys. Rev. 116, 4

(1959), and U. S. Naval Research Laboratory Report NRL-5455,
1960 (unpublished).

'7 See Vf. Finkelnburg and H. Maecker, in I1andblch der Physik
edited by S. Flugge (Springer-Verlap, Berlin, 1957), Vol. 22.

where

EXPERIMENTAL SYSTEM

Shock Tube

The shock tube, shown schematically in Fig. 1, was
made of quartz, 3 cm in diameter and 30 cm long. The
tube was provided with a pair of optically fiat (X/10)
glass windows so that approximately one-third of the
tube diameter was accessible for observation. The
windows were mounted in a Lucite holder which was
designed so that two sections of the shock tube could be
inserted into the holder in such a way that the cylin-
drical channel was maintained, apart from a slight step
at the windows themselves. To observe the reQected
shock wave a reflector was placed about 10 cm from the
electrodes. Before each shot the shock tube was evacu-
ated to about 5X 10 ' Torr and then filled with hydrogen
to a pressure of 2 Torr. The shock tube was connected
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"H. R. Griem, Phys. Rev. 128, 997 (1962}."H. R. Griem, I'lushy@ Spectroscopy (McGraw-Hill Book Com-
pany, Inc., New York, 1964), p. 281.

e, ,rz=636X10 LE /(kT ) I ]exp( —hv/kT, )
Lgff exp(hvv/kT, )+ (2E,rI/kT, )~ (gfb/'rr )

exp(E„'/kT,)] exp(—AI s/kT, ) .
Here, T, is the electron temperature, hv, the energy
difference between the last observed discrete level and
the theoretical series limit, E;II the ionization energy,
g f f and g~b are Gaunt factors for free-free and free-
bound transitions, "respectively, and the summation is
taken over all continua with lower states E„'which con-
tribute at the frequency v. The term exp( —AIs/kT, )
represents a correction for the reduction in the ioniza-
tion energy at high electron densities, "which is of the
order 5%,.

The ratio of the total intensity of Hp to the intensity
of the underlying continuum is independent of the
density and is a rapidly varying function of T, for
electron temperatures of the order of a few eV, and thus
forms a convenient means of determining the electron
temperature in the plasma. "Using the Saba equation
with a measured value of the electron density, we can
then derive the neutral atom density 1V, in the plasma
and the degree of ionization E,/(iV, +1V,).



ELECTRON DENSITY IN A PLAS MA A 1125

STREAK

CAMERA

F IL SHOCK

IRIS
r TUBE

DIAPHRAGM LENS.

STREAK L~)
CAMERA

LENS ¹2

COMP EN SATING
CHAMBER

MACH -ZEHNDER
'AA~INTERFEROMETER

pC LENS ¹1
FLASH

VIRIDI~~~ DIAPHRAGM

IMAGE
ROTATOR

criminate as much as possible against light from the
plasma itself, the observations were made at two wave-

lengths in the continuum, using interference filters
peaked at 5330 and 4545 x and with half-widths of
140 and 120'., respectively. For the measurements
involving the reRected shock. wave it was necessary to
further attenuate the radiation from the plasma by
means of diaphragms" at the focal points of lenses 2

and 3 in Fig. 2. As illustrated in the diagram, these
diaphragms have no effect upon the collimated beams
from the Rash lamp, but they do reduce the amount of
plasma light falling upon the slits of the streak cameras.

M IR R

PHOTOMULTIPLIER S

SPECTROGRAPH

FIG. 2. In the experimental arrangement shown, the interferom-
eter, Gash lamp, and streak cameras are used to obtain data on
refractivity changes of the plasma in the shock tube. Simultaneous
time-resolved measurements of the absolute continuum intensity
and the Hp profIle for the plasma were obtained with a grating
polychromator.

to a 0.65-p,F capacitor which was charged to 25 kV. The
ring frequency of the discharge was 450 kc/sec.

Interferometry

A Mach-Zehnder interferometer was used to measure
the refractivity of the shock-tube plasma. The inter-
ferometer was arranged as shown in Fig. 2. A helical
Rash tube (quartz, 1 mm i.d. and 3ssin. long) filled with
45 Torr xenon and 15 Torr hydrogen was used as the
light source for the interferometer. With a 0.25-pF
capacitor charged to 7.5 kV, the duration of the light
Rash was 8 p,sec. A time resolution of 0.1 @sec was
obtained by recording the fringes with two continuously
recording, high-aperture (f/2. 9) streak cameras. " "The
fringe system was arranged to be perpendicular to the
slits of the cameras and parallel to the direction of
propagation of the shock (see Fig. 1). In this way, the
fringe shift was recorded as a function of time as the
shock passed a particular cross section of the tube
(5 to 10 mm ahead of the reRector), and not as a two-

dimensional picture at a particular instant, such as
was obtained by Alpher and White, 7 for example. The
Rash lamp was fired ahead of the shock tube in order to
observe the undisturbed fringe pattern.

Simultaneous measurements of the fringe shift at
two wavelengths were obtained by utilizing the two
complementary fringe systems of the Mach-Zehnder
interferometer, as shown in Fig. 2. In order to dis-

@F.D. Bennett, D. D. Shear, and H. S. Burden, J. Opt. Soc.
Am. 50, 212 (1960)."F.L. Brauer and D. F. Hansen, J. Opt. Soc. Am. 49, 421
(1959)."R. D. Medford, A. L. T. Powell, A. G. Hunt, and J. K.
Wright, Proceedings of the Fifth International Conference on Ioniza-
tion Phenomena in Gases, Munich, 1961, edited by H. Maecker
(North-Holland Publishing Company, Amsterdam, 1962), Vol. II.

Syectroscoyy

For each interferogram, simultaneous time-resolved
measurements of the absolute continuum intensity and
the Hp profile were made using a Czerny-Turner-type
grating spectrograph (f/27, 6.8 x/mm). This spectro-
graph was used as a polychromator equipped with eight
photomultipliers and set to observe the same volume of
the shock tube that was observed by the streak cameras.
Five of these photomultipliers were used to monitor
3—7 x increments at points within the Hp profile, a
further two were used to monitor 20 x of the continuum
at 5240 and 4575 x, and the remaining photomultiplier
was used to monitor the peak intensity of the H~ line.
This latter photomultiplier channel when used with a
Geissler-tube light source served the dual purpose of
giving a reference signal for the polychromator and also
as a means of obtaining data during the experiment on
the relative intensities of the H~ and Hp lines, which
could be used to correct the continuum intensity values
(as will be described later). The photomultipliers were
calibrated im situ" using a tungsten ribbon-filament
lamp calibrated previously by the National bureau of
Standards. In reducing the measurements to absolute
values, corrections were applied for the window trans-
missions of both the shock tube and the standard lamp.

Five suitable wavelengths for monitoring the Hp
profile were chosen as a result of a previous study' in
which the line was scanned on successive discharges
using a grating monochromator. For that study the
slight variations in plasma conditions from shot to shot
were taken into account by making all the measure-
ments at a predetermined amplitude of the continuum
signal recorded simultaneously on the polychroma-
tor.""The profile is shown in Fig. 3. Although correc-
tions were made for self-absorption, the effect on the
half-width of the line is small ( 1 Dro). The curve drawn
is a theoretical profile from the work of Griem, Kolb,
and Shen, "fitted to the experimental data at the peak
and the half-width. No correction was needed for either
Doppler broadening ( 0.5 A) of the line or the instru-
rnental width ( 2 L) of the monochromator.

The half-width of the Hp line measured with the
polychromator, and hence the electron density, was
determined by iteration. A preliminary value for the
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background intensity mas first of all obtained from the
measured values of the continuum intensity at 4575
and 5240 x. This was subtracted from the total line

intensity and a preliminary value for the half-width de-
termined. From the theoretical calculations of Griem,
Kolb, and Shen, '4 a preliminary value for the electron
density was obtained. Then the asymptotic wing
formulas calculated by Griem" were used and correc-
tions were applied to the measured value of the con-
tinuum intensity at 5240 x for contributions due to the
wings of Hs and H~. Equation (6) was used to extrapo-
late the continuum intensity from 5240 x to the region
under the Hp line. '4 The corrected value of the con-
tinuum intensity was then used to determine a new

value for the half-width of the line and a final value for
the electron density.

Because of the possibility of overlapping impurity
lines, great care was taken in choosing the wavelength
intervals suitable for measurement of the absolute
intensity of the continuum. A streak spectrum indi-

cated that the continuum near Hp was free from im-

purities during the first few microseconds after the shock
reQection, i.e., during the time the measurements were

to be made, although a number of impurity lines were

observed to arise later. However, as only relatively
strong lines could be detected in this way, a further check
was carried out using two monochromators, one of
which was set to view the entire wavelength region in
the continuum selected for the measurement while the
other was set to scan the same region, 2 x per shot. No
impurity lines were observed within the wavelength
interval chosen.

RESULTS

INCREASING
REFRACTIVITY

-REFLECTED SHOCK

INCIDENT SHOCK
ll

continuum signal. The interferogram has been photo-
graphically enlarged to give the same time scale as the
continuum signal. The incident shock wave, giving a
shift of less than one fringe spacing, is seen first in time,
followed by the rejected shock wave, which gives a
shift of between one and two fringe spacings. Because
the continuum intensity is proportional to the square
of the electron density, whereas the interferometric
fringe shift is only linearly proportional to the electron
density, the ratio of the continuum signal for the inci-
dent and reflected shock waves is greater than that of
the fringe shifts.

Since the three methods used here depend differently
on electron-density gradients, it is very important that
the plasma be homogeneous along the line of sight. It
was found tha. t the re/ected shock waves met the homo-
geneity requirement in a fairly high percentage of the
shots ( 70 P)—even when the incident luminous front
was nonplanar. Because of the geometry of the window

supports, a measurement of the planarity of the
luminous front parallel to the optic axis could not be
made for each shot; however, the general character of
the streak interferogram, which also shows the planarity.
of the luminous front perpendicular to the optic axis,
would usually indicate a plasma of poor homogeneity.
If the fringe shift va.ried by more than 20&0 across the
shock tube window or displayed gross asymmetries,
that shot would not be analyzed on grounds of poor
homogeneity. The measurements reported here were
made at a point in the shock tube 10 mm from the
reflector and usually at the time the peak of the re-
jected shock wave passed the point of observation.

The measured electron densities are summarized in
Table I. In column 2 are shown values of the electron
density determined from simultaneous measurements of
the fringe shifts at 5330 and 4545 x—analyzed using the
two-wavelength formula [Eq. (5)].The indicated errors
are discussed in the following section. In columns 3
and 4 are shown the values of electron density de-
termined from the same fringe-shift measurements at
5330 and 4545 a but which are individually analyzed
using the single-wavelength formula LEq. (4)j. It is
noted that the electron densities in columns 3 and 4 are

Exyerimental

A typical streak interferogram is shown in Fig. 4,
together with the corresponding oscillograph trace of the

'4If the continuum intensity at 4575 A is corrected for the
relatively large contribution of the overlapping Hp and H~ lines
using the asymptotic formulas, the value of the continuum in-
tensity at 4575 A falls below the extrapolated intensity based on the
continuum intensity at 5240 A. Thus, it was felt desirable to use
the 5240-A continuum signal instead of the 4575A continuum
signal for the Hp half-width determination and the temperature
determination.

I.25 CM

t I t l I l I I I

IO 9 8 7 6 5 4 3 2 I 0
TI ME ( MICROSECONDS)

Fto. 4. Typical
streak interferogram
(a) and correspond-
ing oscillograph trace
(b) of the continuum
signal.
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TABLE X. Comparison of electron densities measured using spectroscopic and interferometric techniques.

Run

2 3
Interferometric data

E,(10" cm ')
Two wavelength

t Eq. (5)g &5330 )4545

Hp Profile
N,

(10"cm ')

6 8
Continuum measurement E.(10~' cm ')

X4575
Using Griem Using (GKS)

&5240 wing formula wing formula

2.24&0.16
2.19%0.15
2.22&0.16
2.76&0.19

1.98
1.81
2.09
2.38

1.89
1.67
2.04
2.24

2.21~0.13
2.21&0.13
2.18&0.13
2.48~0.15

2.24&0.14
1.98+0.12
2.29&0.14
2.54&0.16

2.19&0.26
1.86&0.22
2.13&0.26
2.44&0.29

1.77
1.38
1.62
2.01

consistently lower (average of 12% for column 3 and
17 % for column 4) than those in column 2. Owing to the
strong wavelength dependence of the electron refrac-
tivity, one would expect a larger neutral particle con-
tribution to the refractivity at the lower wavelength
than at the higher wavelength, and thus a lower elec-
tron density at the lower wavelength.

The electron density determined from the half-width
of the Hp line is shown in column 5. Values of the elec-
tron density determined from the intensity of the
continuum (using Eq. (6)$ are shown in columns 6
through 8. As the correction, mentioned earlier, due to
the overlapping of the Salmer lines was much greater
at 4575 L ( 34%) than at 5240' ( 9%), the latter
values are expected to be the more accurate. At the
densities considered here, the correction to the con-
tinuum formula for the reduction in the ionization
energy is only 3%. Because of the relatively high
temperature ( 2 eV) no correction was necessary for
the H continuum. '5 The most accurate measurements
of the electron density are given in columns 2, 5, and 6,
where the values agree to within &6%.

An additional result of this experiment is that the
data can be used to test the validity of two asymptotic
spectral-line-wing formulas, i.e., the Griem, Kolb, and
Shen" (GKS). formulas and the later Griem" formulas.
If we assume the electron densities as given in Table I,
columns 2, 5, and 6 are correct, then we can use the
electron density as a parameter to evaluate the wing
correction used in the continuum measurement of the
electron density at 4575 X, where the wing correction
has an appreciable value. (Since the wing correction is
small at 5240 L, no significant difference arises from the
two asymptotic wing formulas. ) To calculate the
electron density, the measured intensity at )4575 is
6rst corrected for the contribution from both the Hp and
H„line wings and, then substituted in Eq. (6). In
column 7 this electron density is listed using the Griem
asymptotic-wing formulas and in column 8 the electron
density is listed using the earlier (GKS) asymptotic-
wing formulas. It is noted that the latter values fall
outside of the error bracket for the E, (interferometer),
the E, (Hp half-width), and the E,(X5240 continuum)
measurements and thus would be unacceptable, whereas
the former values are consistent with these values. This
data then would indicate that at an electron density of

'~ Reference 30, p. 119.

2)(10'~ cm ' and 286 i. away from the line center the
Griem asymptotic formulas are the more accurate of
the two sets of formulas. Also, Weise, Paquette, and
Solarski" using a high-current, stabilized arc have
measured the distant wing intensity to about 300 x
from the line center of the Hp line and they found that
at an electron density of ~6&&10" cm ' the measured
wing intensities agreed best with the Griem asymptotic-
wing formulas but were always slightly higher. The
higher, measured wing intensities in the experiment of
Wiese, et u/. may be caused by systematic errors due to
contributions from an additional continuum source and
to broadened impurity lines which they suspected
might be present in their arc.

The total intensity of Hp was obtained by plani-
metering the area beneath the profile, assuming the
intensity distribution in the wings of the line to follow
the asymptotic-wing formulas. From the ratio of the
total intensity of the line to the underlying continuum,
a value was obtained for the electron temperature in
the plasma using the calculations of Griem. " These
values are listed in Table II, second column. In the
third and fourth columns are shown values of the
neutral-hydrogen-atom density E, and the degree of
ionization in the plasma, determined by substitution of
T, and T, into the Saha equation. In the last column is
shown the average value for the density Eo of the atoms
and molecules in the line of sight as determined using
the interferometric data and Eq. (1). It is noted tha, t
the values for go are more than an order of magnitude
greater than g .

TABLE II. Comparison of neutral particle densities determined
using spectroscopic and interferometric techniques.

. Run
~e

(eV)

Saha equation
Degree of
ionization

X,/(E, +Eo) (10«cm-~)

Interferometric
data
Np

(10"cm ')
EEq. (1)j

1.80
1.52
1.63
1.75

0.95
0.77
0.87
0.92

1.27
6.59
3.24
2.08

8.4
11.8
4.6

11.8

Error Analysis

The errors in the two-wavelength interferometry are
primarily associated with the measurement of the
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fringe shifts which are estimated to be between 2 and
3%, i.e., about 1/30 of a fringe spacing. Owing to the
fact that Eq. (5) represents the difference of the two
fringe-shift measurements and that errors of opposite
sign greatly augment the net error, the uncertainty in
the electron density is 5—10%, which is several times
larger than the uncertainty in the fringe shift. (This
error enhancement does not occur for single-wavelength
interferometry; however, the much more serious system-
atic error due to the high density of neutral atoms and
molecules in the boundaries is then introduced. ) Other
sources of error in the interferometry, such as the
corrections at high plasma density and the corrections
due to atoms in excited states, are felt to be small and
thus have been ignored. The error in the combined
measurement of the atomic and molecular density So
depends on the choice of the specific refractivity con-
stants used, so that these values have an estimated
error of &40%.

The uncertainty in the measurement of the Hp half-
width has many more facets, since this measurement
depends on the calibration, the continuum intensity
measurement, the self-absorption of the line, weak
overlapping impurity lines (possibly missed in the
streak-spectra survey), and the accuracy of the line-
broadening theory used to obtain the value of the elec-
tron density. Taking the above factors into account,
the uncertainty in the Hp half-width is estimated to be
4%, which reflects as a 6% uncertainty in the electron
density.

The continuum intensity measurement lends itself
more to an accurate estimate of the error. Here the
error is primarily due to the uncertainty in the radia-
tion standards used to calibrate the spectrograph and
the photomultipliers. From the National Bureau of
Standards calibration, the radiance of the tungsten
ribbon-61ament lamps used in this study is known to
about 5%. To this error must be added experimental
errors, such as reading errors made in reducing the
data from the oscillograrns, which will be about 5%,
and also the errors made in correcting the data for the
overlapping Balmer line intensities. The latter eBect
would be only 1—2% for the 5240'. signal, but it could
be as high as 10—15% for the 4575'. signal since the
4575 i. signal includes large intensity contributions
from both the Hp and H~ lines. Therefore, the total
error in the intensity measurements for the 5240L
signal is estimated to be 12%, which reflects as an
error of &6%.

The uncertainty in the electron temperature, ob-
tained by substituting the errors for the Hp and the
continuum intensity in the ratio of Hp to 100m con-
tinuum, is estimated to be 6%.

The uncertainty in the degree of ionization in the
hot-Row region is estimated to be 10%, and the un-
certainty in the neutral atom density 37 as calculated
using the Saba equation, is estimated. to be 50/&
(mainly due to the 6% temperature uncertainty).

DISCUSSION

Although the spectroscopic measurements indicate a
high degree of ionization within the hot-Qow region, the
values of the electron density determined using single-
wavelength interferometry are consistently lower (aver-
age of 14%) than the spectroscopic values. Also, the
neutral-atom density in the plasma, determined from
Saha's equation, is an order of magnitude less than the
density of the atoms and molecules determined from the
interferometric data. This is taken to indicate the
presence of a boundary layer of cold gas along the walls
of the tube. Such a layer would not radiate strongly and,
consequently, would not be detected by emission
spectroscopy.

An estimate of the gas density in the boundary layer
can be obtained using the assumption of continuity of
pressure, i.e.,

+1~~1 +2~T2

where E1 and T1 are the total particle density and
temperature in the plasma and 372 and T2 are the corre-
sponding values in the boundary layer. For the extreme
case of T1——20000'K, T2——300'K, and 371 4.6)&10'~
cm ' (90% degree of ionization with N, =2.2X10'r
cm ') we obtain an average density in the boundary
layer of E2 3)(10"cm '.

The estimate for the boundary-layer thickness Al
(including both sides) may be derived from the relation

Nol=N2hl+N (f At), —
where Eo is the average density of atoms and molecules
determined interferometrically and g„=0.1 E, is the
neutral-atom density in the hot-Row region, and l=3
cm is the path length between the windows. From the
two-wavelength interferometry data, Ão is 10' cm '.
The combined thickness of the boundary layers is then
found to be 1 mm. (It will be several millimeters if T~
is chosen to have a value several times higher. )

Further evidence of the fact that the boundary-layer
thickness must be small would stem from the fact that
the electron density measured from the Stark broaden-
ing of Hp, which does not depend on the path length
(/ —lU), gives agreement to about 6% with the electron
density measured from the continuum intensity, which
depends on (f—Al). Since in the continuum measure-
ment 6/ was assumed equal to zero, agreement in the
electron density implies that 6/ must be small, i.e., the
order of a few millimeters. Also, there is no evidence of
a thick boundary layer from photographs of the plasma.

Such a high density of particles near the walls would
have to be supported by a very high radial-Row rate to
the walls. This is, however, not inconsistent with bound-
ary-layer theory and experimental results for shock
waves at low pressure. '6'~

36 R. E. DuB, Phys. Fluids 2, 207 (1959).
37 G. Charatis and T. D. Wilkerson, Sixieme Conference Inter-

nutionale sur les Phenomenes D'Ionisution dans les Gus, edited by
P. Hubert and E. Cremieu-Alcan (S. E. R. M. A., Paris, 1963),
Vol. III, p. 401.
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CONCLUSIONS

The results of this experiment show that the values of
the electron density determined by two-wavelength
interferometry agree with the values determined from
the Stark broadening of Hp and from the absolute con-
tinuum intensity at 5240 '. to within the experimental
accuracy of about &6oro. For the observed electron
density of about 2)&10" cm ' at temperatures around
20 000'K, this agreement between the three methods of
measurement shows the consistency of the theories
used. Corrections to the continuum measurements were
made for the overlapping Balmer lines using asymptotic-
wing formulas. Also, the continuum formula includes
the correction for the lowering of the ionization poten-
tial due to high-density plasma eBects. At these tem-
peratures it is unnecessary to include the contributions
due to H and H2+ continua, so that the continuum
measurement of the electron density becomes quite
reliable.

These measurements indicate that the calculated
half-widths of Griem, Kolb, and Shen for Stark-
broadened Hp lines are actually better ( 4 oro) than the
theoretical estimates of accuracy ( 10%).Also, it can

be inferred from this data that at these densities the
Griem asymptotic-wing formulas for the Stark-broad-
ened Hp and H~ lines are more accurate than the
earlier Kolb, Griem, and Shen wing formulas.

Concerning the interferometric technique, this study
has shown that for the case of shock tubes it is espe-
cially important to use the two-wavelength refractivity
formula instead of the single-wavelength formula to
eliminate the systematic error due to the high neutral-
particle density in the boundary layers.
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Measurement of Stark Profiles of Singly Ionized Nitrogen Lines
from a T-Tube Plasma*
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A hot plasma composed of helium and ionized nitrogen was created by reflecting the shock wave produced
in an electromagnetic T tube. The plasma temperature was measured by monitoring three nitrogen-ion
lines whose intensities are strong functions of temperature. The profiles of various lines emitted in the
plasma were obtained by scanning with a monochromator from shot to shot. The half-width of He I 3889L
was compared with empirically corrected calculations to determine the electron density. Half-widths of
various nitrogen-ion lines were measured from the impact-broadened profiles; their shifts were obtained
by comparing these profiles with unshifted lines from a pulsed capillary discharge. The results indicate agree-
ment between experiment and recent Stark-broadening calculations within 20'Po, except for lines originating
from the 4f level where Debye screening effects are important. No evidence was found for plasma polari-
zation shifts.

I. INTRODUCTION

'HE Stark-broadening theory of isolated lines as
erst developed for neutral helium' has recently

been extended to other elements. ' Several experimental

*Work jointly supported by the National Science Foundation,
the U. S. Ofhce of Naval Research, and the U. S. Air Force Ofhce
of Aerospace Research.

t National Aeronautics and Space Administration Trainee (now
at the Harvard College Qbservatory, Cambridge, Massachusetts).
Some of the material in this article is part of a thesis submitted
by R. A. Day in partial fulfillment of the requirements for the
degree of Doctor of Philosophy at the University of Maryland.' H. R. Griem, M. Baranger, A. C. Kolb, and G. Oertel, Phys.
Rev. 125, 177 (1962).

2H. R. Griem, Phys. Rev. 128, 515 (1962); U. S. Naval Re-
search Laboratory Report No. NRL 6084, 1964 (unpublished),
see also Ref. 13.

tests' ' have been made of the theoretical predictions
for neutral atoms, and theory and experiment typically
agreed within 20'Po."However, the only ionic species
which has been experimentally tested is helium, ' and
the good agreement found between theory and experi-

' H. F. Berg, A. W. Ali, R. Lincke, and H. R. Griem, Phys. Rev.
125, 199 (1962).

4 P. M. Stone and L. Agnew, Phys. Rev. 127, 1157 (1962).' W. L. Wiese and P. W. Murphy, Phys. Rev. 131,2108 (1963).' M. Jung, Z. Astrophys. 58, 93 {1963).' A. Stampa, Z. Astrophys. 58, 82 (1963).
W. Botticher, O. Roder, and K. H. Wobig, Z. Physik 175, 480

(1963).' O. Roder and A. Stampa, Z. Physik 178, 348 (1964).' W. L. Wiese, in Plasma Diagnostics, edited by R. H. Huddle-
stone and S. L. Leonard (Academic Press Inc., New York, to be
published), Chap. 6; see also Ref. 13.




