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Energy-dependent pion-nucleon phase-shift analyses have been carried out in the energy ranges 0-50,
0-100, 0-350, 0-700, and 300-800 MeV. An outline of the procedure is given. The results obtained with all
available data are presented. The best solution in the 0-350-MeV range is obtained by starting from Donna-
chie, Hamilton, and Lea’s predicted phases, although the final results differ widely from the input. The
best solution obtained in the 0-700-MeV range contains three resonances: in the Py, state at 193 MeV, the
Pj; state at approximately 585 MeV, and the D;; state at 638 MeV. The last two are strongly absorptive.
A good solution has been obtained without the P1; phase shift actually going through 90°, but it must be
large (about 80°) at 700 MeV. The 0-100-, the 0-350-, and the 0-700-MeV solutions are consistent with each
other in the large phases. The Py, P13, and Py phases cannot be precisely determined by using only the

0-50-MeV data.

I. INTRODUCTION

N recent years evidence has been accumulating that
the pion-nucleon interaction cannot be adequately
represented by single dominating angular-momentum
states in the vicinities of the prominent bumps in the
total cross sections higher in energy than the first (the
P33 resonance! which appears at about 200-MeV pion
laboratory kinetic energy). This has led to a multitude
of theoretical schemes to explain the higher energy
scattering.

If one is to compare any of these complicated schemes
with experiment, some common meeting ground must
be achieved between the large quantity of experimental
data and the proposed theories. Traditionally this
meeting ground has resulted from an analysis of the
data in terms of phase shifts. A passing glance at the
phase shifts reported at single energies immediately
tells one that they provide a poor meeting ground
because of the complete lack of uniqueness.? This un-
pleasant situation has led us to attempt to obtain
phase shifts as functions of energy by considering
simultaneously all the data in the energy range of
interest; it was hoped, thereby, that a unique solution
might be obtained or, at least, that the scatter among
different solutions would be reduced.

Since pion-nucleon scattering data of many kinds are
very plentiful over a wide range of energies, and new
measurements are being made at a rapid rate, it seems
reasonable to expect to succeed in obtaining a unique
set of energy-dependent phase shifts over the energy

*Work performed under the auspices of the U. S. Atomic
Energy Commission.

Tngsed in part on a thesis presented by L. David Roper to the
Massachusetts Institute of Technology in partial fulfillment of
the requirements for the degree of Doctor of Philosophy.

1 We use the usual notation for the nucleon-pion states, lor,2..

2 J. M. McKinley, Rev. Mod. Phys. 35, 788 (1963). .

ranges in which the prominent features occur. The
main objective of the investigation reported here was
to set up a computer program in which one could insert
expressions embodying any desired functions of energy
for the phase shifts and absorption parameters (or for
the real and imaginary parts of the partial-wave ampli-
tudes) and then vary any number of parameters in the
functions to fit all of the data. In choosing the method
of parametrization, our criteria were that it should
involve only the most general theoretical assumptions
and be a form of sufficient flexibility to be capable of
representing many kinds of phase-shift behavior, ex-
cluding only the most extreme.

We have attempted such an energy-dependent
analysis for the energy ranges 0-50, 0-100, 0-350,
0-700, and 300-800 MeV. One 0-700-MeV solution
has been obtained that gives a better fit to the data
than any other solution investigated. The outstanding
features of this solution are:

(1) Resonances occur in the Py, state at 193 MeV,
the Py state at about 585 MeV,? and the Dy state at
638 MeV. (The total c.m. energies are, respectively,
1234, 1503, and 1536 MeV.)

(2) The Fis phase shift becomes greater than the
D5 phase shift at about 585 MeV and is apparently
headed towards dominance at 900 MeV. (A pre-
liminary analysis of the 0-1100-MeV range favors this
conjecture.)

(3) There is strong absorption in the Py;, Dis, Sy,
and Pj; states.

The P;; resonance we find at about 585 MeV does
not fit on any known Regge trajectory, nor does it fit
into any established SU(3) octet. It has the same

8 L. D. Roper, Phys. Rev. Letters 12, 340 (1964).
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quantum numbers as the nucleon, but a higher mass
(by around 565 MeV). We have made many efforts,
with no success to date, to find a solution without a
large Py phase shift that adequately fits the data.
Solutions have been obtained without a P;; resonance,
but the fits are not as good as when the Py, resonates.
Even in these solutions the Pj; phase is large at 700
MeV (approximately 80°).

This P, resonance and the nearby Dy; resonance are
both highly absorptive. Owing to the fact that the D3
partial-wave amplitude is multiplied by a factor of 2
in the expression for the total cross section as compared
to the Py; amplitude,* the total cross-section bump at
approximately 600 MeV is predominantly caused by
the Di; resonance but with a low-energy asymmetry
due to the Py resonance.®

Other analyses similar in philosophy to this one are
underway at Yale® and at the Rutherford Laboratory.?
The Yale analysis covers the 0-350-MeV range, and
the results obtained are similar to our 0-350-MeV
results. Both the Yale and Rutherford analyses use
parametrizations developed by means of partial-wave
dispersion relations.

Auvil and Lovelace® have reanalyzed available differ-
ential cross sections in terms of Legendre polynomial
series and have been able to extract much information
from the coefficients thus obtained. They obtain some
more information about the partial-wave amplitudes
by requiring “that the elasticities of the resonances, as
determined from total cross sections and forward
dispersion relations, be compatible with the differential
cross sections.” However, they do not fully utilize the
polarization data.

The equations relating the observables to the partial-
wave amplitudes for =~V scattering are given in Ap-
pendix I. Appendix II contains pion-nucleon scattering
data references. In Sec. IT we describe how we take
account of electromagnetic effects. The energy de-
pendence and procedure used in this analysis are given
in Sec. III, and Sec. IV contains a short discussion of
the available data. Section V is devoted to a brief
description of the computer code (prp) used in the
analysis. The 0-350-MeV results are in Sec. VI, the
0-700- and 300-800-MeV results are in Sec. VII, and
the 0-50- and 0-100-MeV results are in Sec. VIII.

II. ELECTROMAGNETIC EFFECTS

Our notation for the phase shifts and amplitudes, in
terms of which we compute cross sections and polari-
zations, is given in Appendix I.

To account for electromagnetic effects in w#+4p—

4 See Appendix L.

5 P. Bareyre, C. Bricman, G. Valladas, G. Villet, J. Bizard, and
J. Sequinot, Phys. Letters 8, 137 (1964).

6 F. Lin, Yale University (private communication).

7R. G. Moorhouse, Rutherford High Energy Laboratory
(private communication) ; B. H. Bransden, P. J. O’Donnell, and
R. G. Moorhouse, Phys. Letters 11, 339 (1964).

8 P. Auvil and C. Lovelace, Nuovo Cimento 33, 473 (1964).
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w*+p scattering, we use the method of Foote et al?
with the following changes: (1) Our expressions for the
amplitudes are fully relativistic, although correct rela-
tivistically only to first order in «, the fine structure
constant. We use these amplitudes rather than the
amplitudes used by Foote et al. which are correct only
to second order in 8,=%/po where k is the pion cm.
momentum and po= (k24 M?)!/2 is the proton total c.m.
energy.? (2) No attempt is made to preserve unitarity
for the relativistic corrections. (The addition of the
relativistic correction parts of the electromagnetic am-
plitudes causes unitarity to be violated, but only slightly
so except at very low energies.)

The relativistic electromagnetic amplitudes, to first
order in a,'" are

FaA [‘W—M
fremi(e)=
2W (1—cos)L. po— M
W+M qo
+ cosf— (#,—1)—(1—cosh)
pot+M M
po—M
— (1) sin20:|, 0
2M
+aoAsing [WH+M Wqgo+M
Gron(6) = [y
2W (1—cos)L po+- M oM
po—M

cos(i] ,

where the pion total c.m. energy is go= (k241)'2, the
total energy is W= po+¢o, 6 is the c.m. pion scattering
angle, M =6.7212 is the proton mass, A=1.4135X 1013
cm is the pion Compton wavelength, and u,=2.79275
is the proton magnetic moment in nuclear magnetons.
These equations agree with Solmitz’s? equations in
the approximation that Solmitz uses. The nonrelativ-
istic electromagnetic (Coulomb) amplitudes, correct
to all orders in o, are!3

Far(gopotF?)
exp
kW (1— cosf)

+<.“p_ 1
2M

[I;Ol (gopot+k?)
o

(). o

? J. H. Foote, O. Chamberlain, E. H. Rogers, and H. M. Steiner,
Phys. Rev. 122, 959 (1961).

19 All masses, energies, and momenta are in units of the pion
mass, u=139.59 MeV.

1. D. Roper, Ph.D. thesis, Massachusetts Institute of Tech-
nology, 1963 (unpublished).

12 F. T. Solmitz, Phys. Rev. 94, 1799 (L) (1954).

B L. I. Schiff, Quantum Mechanics (McGraw-Hill Book Com-
pany, Inc., New York, 1949); C. L. Critchfield and D. C. Dodder,
I(’lhg)gsz.)Rev. 76, 602 (1949); L. Van Hove, Phys. Rev. 88, 1358

fCouli (0) =

gCouli (0) =0.
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['The kinematic factors in foem®(6) reduce to the usual
ones in the nonrelativistic limit. ] These amplitudes are
obtained by solving Schrodinger’s equation with a
Coulomb potential. To first order in « the Coulomb
amplitudes are

FaA (quo+ kz)
F2W (1—cosf) 3)
Zooula®(0) =0.

Taking the nonrelativistic limit of the relativistic
amplitudes [Eq. (1)] yields the same amplitudes given
in Eq. (3), as it should. Thus, electromagnetic ampli-
tudes, correct nonrelativistically to all orders in a and
relativistically to first order in e, can be obtained by
subtracting Eq. (3) from the sums of Egs. (1) and (2):

fem:t (0) = frem:t (0) + fCouli (0) - fCoultxi (0)

fCoulai (0) =

and
gemi (0) = gremi (0)+gCouli (0) -"gCoulai (0) = gremi (0) .

These are the electromagnetic amplitudes used in this
work.
The total amplitudes for #++p — w+4p scattering

are now
FEO)= faE(0)+ fem™(6)

g5(0)=gn=(6)+ gem=(6).

The pion-nucleon amplitudes (subscript N) modified
to include the Coulomb phase shifts ®; are's:

and

Alnm
fnE(6) = > e (I4-1) A+ 414, F Pi(cosh)
=0

and
Aim
avE(0)=— 2 e[ Ay F— A, F]Pi(cosh),
k1=0

where
i
P;= Z tan—!

n=l1

[

for 1>0(Po=0).

For charge-exchange scattering we follow the method
used by Vik and Rugge (cf. Sorenson’s work'®) in
which a Coulomb phase shift of one-half of the 7=+p —
7+ p phase shift is used. There are no electromagnetic
amplitudes. Thus, for the charge-exchange amplitudes
we use

Alm
J(0) = fw=(0) = ?56 eI 1)4

+14 ] P(cosh)
and

A lm
£(8)=gn"*(6) = 2 e Ay — Ay > [P (cosh).
=0

14 0. T. Vik and H. R. Rugge, Phys. Rev. 129, 2311 (1963).
15 R. A. Sorenson, Phys. Rev. 112, 1813 (1958).
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Equations (3) provide the bulk of the electromagnetic
effects. The other equations represent very minute
corrections.

III. PARAMETRIZATION OF PARTIAL-WAVE
AMPLITUDES

Rather than do single energy phase-shift analyses and
then try to connect the single energy phases smoothly as
functions of energy, we chose to parametrize the phase
shifts and absorption parameters as functions of energy
with varjable parameters. The computer code is set up
so that many types of energy-dependent forms can be
easily inserted. As a first try we chose the following
parametrization :

A L@ = eA 1, @1 (res)-+ A, @7 (nonres) ,

where
— 1T, @D

(90— o *7)+ 4T, P

is the resonance amplitude;

A1 (res)=

1 .
A l:h(") (nonres) = _(mi(zT)e%&zi(ZT)_, 1)
21

is the amplitude for states in which there are no
resonances (e=0) or is the background for resonant
states (e=1);

AM
go+qorr @7

is the resonance elastic width (the Layson resonance
form?s);

Vilkro, ®7)=1/[# (ro, ®D) 1L 17 (kro, &7
+ni (kro, *7) ]

is the barrier penetration factor's;

r iy @ = Fel 14 @ + Tr ingy @1) )

T, W= ko, 1) (71 @ T)2V (ko P1)

is the resonance total width;
Finli(ﬂ) = Tinz:k(”) (k_ k0)2l+l ,
is the resonance inelastic width;

ko=threshold pion c.m. momentum for one-pion
production=1.479,

go= (14k?)'2=total pion c.m. energy,

¢o,, @™ =resonance position (sometimes denoted by
QO,); ‘

e=1 for states in which we choose to put a resonance,

e¢=0 for states in which we do not put a resonance,

Im—1

tang&(zz’):kzlﬂ Z [ali‘"):lnk" (4)
n=0

16 W. M. Layson, Nuovo Cimento 27, 724 (1963). Equation
(4.4) should have +? in it rather than v.
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or

_ Lin—1
6li\21')=k2l+1 z [ali@T)]nkn’ (5)

n=0

fni(ZT) = e—Zv R

and

y=0 fOI’ k<ko,
lm—1

v=(k—ko)? Y [b1®D ] (k—ko)" for k3 k.
n=0

(The subscripts and superscripts have been suppressed
on ».) Thus the correct threshold behavior is guaranteed
for the phase shifts and approximated for the absorption
parameters. The number of ¢ parameters is 2(l,,+1)?,
and the number of b parameters is 2(/,,-+1)%
The actual phase shifts and absorption parameters
are
2 Red .00
810N =1 tan‘l[“——}
1—21ImA 14+ @
and

11 00 = 2[ (Red 1 #D)+ (3~ Imd 1, 0) ]2,

In the case of e= 0 these expressions are redundant. In
order that unitarity be preserved, we make the re-
strictions:

—}<Red 1 00<},

0<Imd, en<1,

and
07 @<L,

These first two restrictions are necessary only when
e=1; i.e.,, when a resonance is put in a state and a
background is present. The last restriction is equivalent
to Vli(ZT)_>_0.

The reduced elastic width (y;.@?)? and the inter-
action range 7o, ®" could possibly be different for
different states that resonate. However, for simplicity,
we initially fixed them at the values given by Layson,'®
(v12.47)?=0.133 and 7,,?"=0.71. Later we allowed
(v1£@D)? to vary for each resonant state.

It may be that our method of providing the non-
resonant background to a resonance is not a good one.
It would probably be better to use

A1 @1 = 4,47 (nonres)+ e @7 (exp2iyy. @)
X 411.#7) (res)
= A1.%7 (nonres)+ ed 1. @ (res)
X[142{4,, @D (nonres) ]

instead of the parametrization given above. With this
parametrization unitarity is automatically preserved
as long as 0<#.?"<1. We plan to use this method
soon.

For the 0~-350-MeV analysis we used as input values
for the coefficients of the lowest powers of & (scattering
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lengths) in the tand energy-dependent form, Eq. (4),
the values given by Hamilton and Woolcock,'? except
for the Pj; phase shift which was made resonant. The
input values are

[00(1)3020.171 y
[:0,1_(1):'0= '-0101 5

[00(3)]0: —0.088 N
[a1-® Jo=—0.038,

and
[a1,®Jo=—10.029.

The 0-350-MeV analysis has been done with the scat-
tering lengths fixed at the Hamilton-Woolcock values
and, also, with them allowed to vary. All other a co-
efficients and the & coefficients were started at zero.
A 0-350-MeV analysis was also done in which all a
and b coefficients were started at zero. The analysis
starting from the Hamilton-Woolcock values yielded
the best solution; however, the large phases are practi-
cally the same in both cases. Later we tried other input.
(See Sec. VI.)

The Hamilton-Woolcock 0-350-MeV solution was
used as input for the 0-700-MeV analysis. Equation
(4) was used for § until it became obvious that the Py;
phase is large; then the parametrization of Eq. (5) was
used to permit the phase to go through 90° if the data
so dictated. (Since the Py; phase did go through 90°,
a resonance form for the phase shift was put in for the
P, that allowed a negative phase shift at low energies,
and a slightly better fit was obtained.? However, the
Layson resonance form for the amplitude did not yield
a good fit until it was modified to give the elastic width
a zero.) Actually, first the 0-700-MeV total cross
sections were fitted starting from the 0-350-MeV
solution in order to minimize the renormalization of the
differential-cross-section data in the calculation using
all of the data. (See Sec. V.) Resonances were tried in
several states at =600 MeV.

Following the suggestion of several people, we did a
few 300-800-MeV calculations. The object was to see
if the Layson resonance form could be used for the Py;
state when the lower energy data are excluded. It was
found that the Layson form gives a fit comparable to
that obtained when the parametrization of Eq. (5) is
used, but that the resonance position is considerably
higher.

After completion of the 0-350- and 0-700-MeV
analyses, 0-50- and 0-100-MeV analyses were under-
taken, starting from Hamilton-Woolcock scattering
lengths and from zero scattering lengths.

IV. DATA

The data that are available are the total cross sections
ort and o7~; the elastic and charge-exchange differ-
ential cross sections o+(6), o= (6), and ¢**(#); and the
recoil-nucleon polarizations P+(6), P—(6), and P°x(6).

( 17 J. Hamilton and W. S. Woolcock, Rev. Mod. Phys. 35, 737
1963).
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TasLE I. Energies at which recoil-nucleon polarization data and charge-exchange differential-cross-section data are available. The
number of data at each energy and the c.m. pion scattering angles or angular intervals are given. The data reference number (or

numbers) is enclosed in parenthesis after each entry in the table.

Er (MeV) a°x(6) P*(6) P=(6) Pex(6)
31 3 LPC= (B70)
40 3 CCd (B14)
61 3LPC (B52)
65 3CC (B12)
95 3LPC (B52)
96.6 3CC (B81)
120 3CC (B4
128 3LPC (B58)
135 3CC (BY)
144 3CC (B4
150 3CC (B23)
150 3CC (BS1)
165 3CC (B19)
169 3CC (B7)
170 3CC (B23)
187 3CC (B20)
194 3CC (B7)
210 3CC (B7)
217 3CC (B13)
220 3CC (B30)
224 2(111°,146°) (C1)
230 3LPC (B59)
240 3LPC (B58)
246 7(68°-147°) (C9)
260 3LPC (B59)
270 3LPC (B58)
290 3LPC (BY9)
300 4(114°-141°) (C3)
307 3LPC (B58) 1(140°) (C2)
310 4(114°-145°) (C4) 4(114°-145°) (C6) 1(30°) (C7)
313 11(58°-159°) (B91)
317 3LPC (B59,91)
333 3LPC (BS8)
371 3LPC (B59,91)
371 6(49°-97°), 6(57°-159°) (B91)
500 3(75°-135°) (C5)
523 9(76°-139°) (C8) 10(76°-142°) (C8)
533 20(18°-162°) (B8Y)
572 10(73°-139°) (C8) 11(73°-142°) (C8)
581 20(18°-162°) (B88)
616 2(85°,135°) (C5)
650 20(18°-162°) (B88)
667 1(120°) (CS)
689 9(69°-135°) (C8) 11(70°-139°) (C8)
698 20(18°-162°) (B88)
Totals { 190 data 40 data 48 data 1 datum
33 energies 6 energies 9 energies 1 energy

» Legendre polynomial series coefficients.
b Cosf series coefficients.

3
36

32

281
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¥Fic. 1. Forward =+ elastic (solid), =~ elastic (long dash), and
charge-exchange (short dash) differential cross sections as calcu-
lated from Niederer’s (Ref. 21) forward-amplitude dispersion
relation preliminary calculations.

[Only one measurement of Pe=(f) is presently
available.!®] No measurements have been made of the
spin-rotation parameters,® 4(f) and R(6). Equations
relating these observables to the phase shifts are given
in Appendix I. References for the various kinds of
data are given in Appendix II.

One can treat the real part of the forward scattering
amplitude at a given energy as a datum since it is
calculated from the dispersion-relation integral over
total cross sections at all energies. Cronin® and, more

18 R. E. Hill, N. E. Booth, R. J. Esterling, D. L. Jenkins, N. H.
Lipman, H. R. Rugge, and O. T. Vik, Bull. Am. Phys. Soc. 9,
410 (A) (1964).

1¥Y. S. Kim, Phys. Rev. 129, 862 (1963).

2 J. W. Cronin, Phys. Rev. 118, 824 (1960).
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recently, Niederer,? Hohler,? and Cence ef al.2 have
independently made the necessary calculations. We use
Niederer’s preliminary results. Actually, we use the
forward-scattering differential cross section rather than
the real part of the amplitude* (see Fig. 1). The
equations relating them are

7 (0)=[Re=(0) P+ [~k—+]

4R
and

ir % 2
acx<o>=%[Ref+<o>—Ref—<0>12+5[—<aT+—oT—>] .

Values of these “data’” were included at approximately
30-MeV intervals. Initially a large error of 3 mb/s was
used in the least-squares fitting at all energies, but the
final solution falls well inside this error. Later an error
of 1 mb/s was used.

Precise values of the total cross sections and the
differential cross sections for elastic scattering are
available at many energies in the 0-700-MeV energy
range. Table I lists the energies at which ¢°*(§) and
recoil-nucleon polarization data are available.

We have leaned heavily upon the work of Klepikov
et al.? from Dubna in obtaining the total cross-section
values. This Dubna work contains almost all of the
total cross sections available in March 1960. Several
corrections to the original data were made by them,
including “Coulomb corrections.”

We renormalized a few of the older differential-cross-
section data so that the corresponding elastic cross
sections are more in conformity with the large body of
data. Initially only those data were rejected whose
original authors had later repudiated or given corrected
versions. Owing to lack of computer memory storage
and computer running time, we later found it necessary
to lay aside some of the older data at energies where
new, more precise, measurements are available. We did
not, however, discard data merely because of incon-
sistencies with other data; thus, our x¥’s are necessarily
high.

Only the most recent charge-exchange differential
cross section data are obtainable in terms of measured
values at each angle. The earlier data are given as
coefficients of power series in cosf, coefficients of
Legendre polynomial series, values of the gamma-ray

2 J, Niederer, University of Pennsylvania (private communi-
cation).

2 G. Hohler, Karlsruhe, Germany (private communication).

#R. J. Cence, D. A. Cheng, and C. B. Chiu, Lawrence Radiation
Laboratory, Berkeley, California (private communication).

2Tt has been pointed out that fitting to the forward cross
section is not as sensitive to the forward dispersion-relation
calculation as is fitting to the real part of the forward amplitude
(Ref. 23). We have recently included the real part of the forward
amplitude as data at intervals of 20 MeV, and are able to fit it
quite well.

2% N. P. Klepikov, V. A. Meshcheryakov, and S. N. Sokolov,
Joint Institute of Nuclear Research Report JINR-D-584, 1960
(unpublished).
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production differential cross section at each angle, or
some combination of these. The relevant equations
connecting these quantities to the phase shifts have been
given elsewhere.?6

Regarding recoil-nucleon polarization the main con-
sideration is to maintain a fixed reference direction for
the polarization. We adopt the usual direction, namely,
A=kXk//|kXk'|. All of the data have been given in
terms of this direction except that of recoil-nucleon
polarization reference C1 (Appendix II), which used
—7. It was necessary to convert the angles from the
laboratory system to the c.m. system for the data of
Refs. C1 and C3.

Inelastic cross sections were not used in this analysis,
however, the agreement of our solution’s prediction
with the data is good.?6 We have altered the computer
code to allow their use.

V. COMPUTATION PROCEDURE

The purpose is to fit the experimental data by ad-
justing the variable parameters in the theoretical ex-
pressions. The usual measure of fit is the quantity x? of
the method of least squares.?” This quantity is defined
as the sum, over all the data, of the squares of the
deviations of computed values from experimental values
of the data, measured in terms of the experimental
standard errors. Those values of the variable parameters
are sought which minimize x2.

There are two types of parameters: those which
enter nonlinearly into the expressions used to compute
the measured quantities, and those which appear
linearly. The parameters associated with the partial-
wave amplitudes are of the first type, for which the x2-
minimizing values must be found by some approxi-
mation method. The second type of parameter is
represented by the absolute normalization factors
associated with differential-cross-section data, i.e., an
angle-independent uncertainty is introduced by the
uncertainty in the incident beam flux. The x2-mini-
mizing values of these parameters may be solved for
exactly (for given values of the nonlinear parameters).

The approximation method used to find the desired
values of the nonlinear parameters reported in this
paper is a modified grid search developed by Arndt and
one of the authors (R.M.W.). A grid search consists of
the variation of parameters one at a time, recalculating
x? for each variation. Each parameter is varied by
arbitrarily chosen increments in the appropriate di-
rection until the greatest decrease in x? is found. The
modification consists of finding three-parameter values
which bracket the best value, and using an interpolating
parabola fit to those points to approximate the best

26 L. D. Roper and R. M. Wright, Lawrence Radiation Labora-
tory (Livermore) Report UCRL-7846 (1964).

27 J. Orear, Lawrence Radiation Laboratory (Berkeley) Report
UCRL-8417, 1958 (unpublished) ; P. Cziffra and M. J. Moravcsik,
Lawrence Radiation Laboratory (Berkeley) Report UCRL-8523
Rev., 1959 (unpublished).
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TaBLE LI The characteristics of some of the 0-350-MeV calculations. £, is the P33 resonance position
in terms of the pion laboratory kinetic energy.
Scattering No. of nor- No. of
Solu- No. of Absorp- lengths Ery Tand  malization parame- Expected
tion  data Im tion xed Special features» (MeV) param. parameters XZporm ters x2 x?  x%/X%xp
1 576 1 X Started from HW s.l 193 All 16 560 2794 4.99
and Pa3 res. phases
2 576 1 X Renormalization added 193 All 59 141 16 560 2128 3.80
to1l
3 576 1 Started from solution 2 193 All 59 163 21 555 1965 3.54
4 576 2 X Started from HW s.l. 193 All 14 562 2072 3.69
and Pjss res.
5 576 2 X Rezormalization added 193 All 59 159 14 562 1271 2.26
to
6 576 2 X Started from HW s.l. 193 All 59 142 14 562 1277 2.27
and Ps; res.
7 576 2 X Morel %arameters added 193 All 59 56 520 1249 2.40
to sol.
8 576 2 Started from sol. 6 193 All 59 144 19 557 1209 217
9 576 2 X Started from sol. 6 193 All 59 156 32 544 1147 2.11
10 576 2 Started from sol. 6 193 None 59 132 19 557 1216 2.18
11 576 2 X Finkler formb for P33 193 All 59 127 16 560 1200 2.14
Started from sol. 6
12 576 2 Started from zero s.l. 193 All 59 118 19 557 1359 2.44
and Ps; res.
13 576 2 X Started from HW s.1. 193 None 59 212 14 562 1701 3.03
and P33 res.
14 962 2 X Started from sol. 6 193 All 103 255 14 948 2372 2.50
15 576 3 Started from sol. 12 193 All 59 110 33 543 1043 1.92
16 576 3 X Started from sol. 6 193 All 59 151 28 548 1091 1.99
17 915 3 Started from HW s.l. 193 All 244 33 882 1734 1.97
and Ps; res.
18 576 3 X Started from sol. 17 193 All 59 135 65 511 973 1.90¢
19 576 3 X Started from HW s.l. 193 All 65 511 1524 298
and Pss res.
20 576 3 X Renormalization added 193 All 59 113 65 511 951 1.86¢
to 19
21 962 3 X Started from sol. 14 193 All 103 259 28 934 2137 2.29
22 576 4 X Started from sol. 16 193 All 59 151 46 530 1071 2.02
23 576 3 Started from DHL 191 All 37 539 1315 2.44
phases (X2input =2050)
24 576 3 Rensormalization added 191 All 59 71 37 539 1001 1.86
to 2
25 576 3 X Started from sol. 24 191 All 59 71 69 507 990 1.95
26 576 4 Started from sol. 24 191 All 59 92 51 525 988 1.88
27 576 3 Started from DHL 191 All 29 547 1398 2.56
phases, F waves fixed
28 576 3 Rengrmalization added 191 All 59 72 29 547 1067 1.95
to 2
29 576 3 F waves varied in 28 191 All 59 74 37 539 1002 1.86
30 576 2 Started from AM solu- 195 All 59 183 20 556 1903 3.42
tion (X2input =10 175)
31 576 2 Started from McKinley 193 All 59 99 17 559 1176 2.10
sol. (X2input =4495)
32 576 3 Started from sol. 31 193 All 59 99 28 548 1153 2.10

a HW =Hamilton and Woolcock; s.l. =scattering length; res. =resonance; DHL =Donnachie, Hamilton, and Lea; AM =Anderson and Metropolis.

b See Ref. 3

¢ We do not regard this solution as a good solution because of unreasonable behavior of the absorption parameters.

value. The above exploration proceeds by doubling
each successive increment (starting with a small
arbitrary value) for not more than a specified maximum
number of times. If x? is still decreasing, the exploration
is terminated and the parameter is modified by the last
increment. x? is expected to depend approximately
quadratically on each parameter in a sufficiently small
neighborhood of the minimizing parameter value, but
not for very large changes, hence the termination of the
exploration procedure.

One further modification of the grid search method,
while not used in obtaining the results reported here,
deserves mention, and is soon to be incorporated in our
calculation. From the interpolating parabola used to
approximate the x?minimizing value for nonlinear
parameters in a given cycle, one can directly obtain a
good estimate of the parameter increment which will
result in a x? increase of one, keeping fixed the values
of the other parameters. This increment seems to be a
good choice for the starting value for the exploration
in the next cycle, at least near convergence when the

parameters change by only small amounts from cycle to
cycle. One needs an increment large enough to ac-
curately define the parabola, but not so large that the
x* dependence is very different from parabolic. Also,
this increment gives a crude indication of relative ac-
curacy of definition of the parameters, in the sense that
diagonal elements of the error matrix give a precise
measure. Since it provides a lower bound for these
diagonal elements, it accurately indicates poorly defined
parameters.

This search scheme is applied to each parameter
successively, in an arbitrarily specified order, until all
parameters have been treated; then the cycle is started
over again with the first nonlinear parameter. To attain
some of the efficiency of a gradient search method,
without the more complicated calculation, provision is
made to exclude from search for a specified number of
cycles parameters which have not contributed a sig-
nificant decrease in x? in previous cycles.

The x*-minimizing values of the parameters of the
second (linear) type, viz., the normalization factors,
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are obtained exactly by quadratically fitting three
points for each parameter individually. (x? is precisely
quadratic in each.) However, since the determination
of the nonlinear type of parameters is approximate,
and since the x*minimizing value of any linear parame-
ter is correlated with all nonlinear parameters, the
normalization factors are “searched” less frequently
than each cycle, but several times before the search is
terminated with parameter values to be called final.

Because of the approximations involved in this
search method, x? will continue to decrease by, typically,
a tenth of a percent per cycle for a large number of
cycles after the x>-minimizing solution has essentially
been determined. Therefore, an arbitrary convergence
criterion on x® must be specified to avoid needless,
indeed useless, calculation.

The determination of the arbitrary elements of this
search method is a matter of experience. Examples can
be constructed in which this scheme will fail to locate
the true x*minimizing values of the parameters, but
this is not a characteristic which is unique to this
scheme. In any case, this method seems to be adequate
for the physical problem reported here. Comparisons
of this search scheme with those used by other investi-
gators have been carried out at Livermore in connection
with nucleon-nucleon phase-shift analyses.?® The results
indicate that the method used here is at least as
adequate as others. In particular, the termination of
search based on a x* convergence criterion yields
parameter values unique to within a small fraction of
the parameter errors where these have been calculated.

VI. 0-350-MeV RESULTS

Some of the 0-350-MeV calculations are summarized
in Table II. It is obvious from the table that one needs
only partial waves up through F waves (/,=3) in the
0-350-MeV energy range. In fact, 7,,=2 is sufficient to
obtain the general character of the large phases. The
0-350-MeV data are not capable of precisely defining
the small absorption near the end of the energy range.
Unreasonable behavior for the absorption parameters
is obtained when absorption is allowed. Agreement in
the larger phases with the Yale results® is quite good.
The small phases (F phases and some D phases) ap-
parently have large error bands. We are presently
developing a computer code to calculate errors in the
phases.

As early as 1956 Anderson and Metropolis® (AM)
did a pion-nucleon energy-dependent phase-shift
analysis. They used the data then available (327 data)
from O to 300 MeV and included only S and P waves.
Their parametrization is similar to ours except that only

28 R. A. Arndt, Lawrence Radiation Laboratory, Livermore,
California (private communication).

2 H. L. Anderson, Proceedings of the Sixth Annual Rochester
Conference (Interscience Publishers, Inc., New York, 1956),
p- 1-20. The coefficient c; should be +0.0078 rather than —0.0078.
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Fi1c. 2. Phase shifts for 0-350-MeV solution 24 of Table II.
(The P33 phase shift is not shown. It is the same as for the 0-700-
MeV solution in Fig. 3.) This solution was obtained by using
Donnachie, Hamilton, and Lea’s predictions for the P (except
P1), D, and F waves (Ref. 30) and is the best solution we have.
(a) T=% phase shifts. (b) 7=% phase shifts.

odd powers of % are used in our Eq. (4) and their form
for the P33 resonance is simpler. We have carried out a
fit to our data selection using as input the AM solution.
Following them we used only odd powers of z; however,
we allowed D waves. The result is solution 30 of Table
II. The initial 2 with no data renormalized is 10 175
and the final x? is 1900.

McKinley? has fit single energy phase shifts with
equations similar to our Eq. (4). He used only odd
powers of k. Using his Egs. (1), (4), (5), (6), and (9)
and the Layson resonance form!¢ for the Pj; state as
input, we get an initial x* of 4495 with no data re-
normalized. The final x? is 1176, where we have allowed
D waves (I,=2). When we use /,,=3, we get x*=1153.
The results are solutions 31 and 32 of Table II.

Recently Donnachie, Hamilton, and Lea (DHL)
have predicted the P (except Pun), D, and F waves
from 0 to 400 MeV using a peripheral model and partial-
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TaBLE III. The parameters in the energy-dependent form [Eq. (4)] for the phase shifts for the 0-350-MeV solution 24 of Table II.
This solution was obtained by using Donnachie, Hamilton, and Lea’s predictions for the P (except P11), D, and F waves (Ref. 30) and

is the best 0-350-MeV solution we have.

State ao ay az as qo,
Su ~+0.195530 —0.077224 +0.016471 —0.2299X 10~

Sa —0.062897 —0.038534 —0.008068 -+0.8734X10~*

Py —0.100852 +0.064993 4+0.3796 X 104

Ps —0.052532 +4-0.029051 —0.006173

Pz —0.021752 -+0.010737 —0.001356

Py 0 0 0 1.914
Dis -+0.001929 +0.1559x10-?

D33 —0.1609 X102 —0.3038X10-*

Ds; +0.001745 —0.5365X10~2

Dss —0.001185 +0.6529X10-3

Fis +0.2516X103 —0.4437X10~

Fss —0.6241X10™* —0.1785X 10~

Fiq —0.1814 10~ —0.1229X10~*

Fy; +0.2648X 1073 —0.4306X10~*

TaBLE IV. The values of the phase shifts in degrees at several energies for the 0-350-MeV solution 24 of Table II.

Er (MeV) Sn S Pu Pa P Pys Dis D33 Dis Dss Fis Fss Fir Fs3r

6 2.599 —1.078 —0.082 —0.044 —0.018 0.231 0.000 —0.000 0.000 —0.000 0.000 -—0.000 -—0.000 0.000
20 4.414 —2.257 —0.429 —0.246 —0.104 1.446 0.003 —0.000 0.002 -—0.001 0.000 —0.000 —0.000 0.000
31 5.295 —3.031  —0.755 —0.455 —0.193 2.862 0.009 —0.001 0.006 -—0.003 0.000 —0.000 —0.000 0.000
58 6.780 —4.795 —1.549 —1.083 —0.457 7.952 0.048 —0.010 0.030 —0.015 0.003 -—0.001 —0.000 0.004
98 8.235 —7.345 —2.249 —2.203 —0.909 20.954 0.207 -—0.049 0.113 —0.045 0.025 —0.010 —0.004 0.026
120 8.855 —8.766 —2.189 —2.887 —1.167 32.360 0.370 —0.094 0.187 —0.064 0.053 —0.023 —0.009 0.057
140 9.356 —10.077 —1.762 —3.544 —1.400 46.310 0.580 —0.156 0.274 -—0.080 0.096 —0.044 —0.018 0.104
170 10.036 —12.079 —0.318 —4.589 —1.736 72.383 1.028 —0.296 0.439 —0.089 0.203 —0.099 —0.041 0.220
194 10.542 —13.709 1.643 —5.481 —1.985 92.650 1.525 —0.462 0.600 —0.076 0.338 —0.174 —0.073 0.368
200 10.665 —14.120 2.257 —5.713 —2.044 97.059 1.671 —0.512 0.644 —0.068 0.381 —0.199 —0.083 0.414
220 11.070 —15.500 4.680 —6.514 —2.231 109.472 2.226 —0.707 0.800 —0.026 0.550 —0.299 —0.127 0.599
240 11.471 —16.892 7.703 —7.362 —2.400 118.748 2.895 —0.951 0.969 0.046 0.769 —0.437 —0.187 0.840
270 12.073 —18.996 13.365 —8.738 —2.617 128.477 4.140 —1.424 1.239 0.228 1.209 -—0.729 —-0.318 1.327
290 12.480 —20.406 17.832 —9.737 —2.736 133.116 5.146 —1.821 1.426 0.412 1.588 —0.998 —0.439 1.749
310 12.896 —21.817 22.746 —10.811 —2.835 136.780 6.306 —2.293 1.612 0.657 2.048 —1.337 —0.593 2.261
333 13.388 —23.439 28.765 —12.149 —2.923 140.143 7.840 -—2.937 1.820 1.027 2.685 —1.833 —0.820 2.974
345 13.652 —24.283 31.978 —12.894 —2.958 141.624 8.730 —3.321 1.923 1.264 3.069 —2.143 —0.963 3.405

TaBrLE V. Comparison of solutions 24,

28, and 29 of Table II at 345 MeV.

Solution 29 of Solution 29 of
Solution 24 of Solution 28 of Table IT Solution 24 of Solution 28 of Table IT
Table IL Table II (Sol. 28 with F Table IT Table II (Sol. 28 with £
(F waves varied) (F waves fixed) waves varied) (F waves varied) (F waves fixed) waves varied)
S 13.65 16.08 15.22 Dss 1.92 1.84 1.96
Sa —24.28 —24.63 —23.84 Ds; 1.26 0.33 0.28
Pu 31.98 31.29 31.72 Fis 3.07 1.06 2.51
Py —12.89 —11.51 —11.82 I35 —2.14 —0.19 —1.55
Pz —2.96 —2.89 —2.85 Fiy —0.96 —0.19 —0.95
Py 141.62 141.62 141.62 I3 3.41 0.72 2.62
D13 8.73 7.09 7.94 x? 1001 1067 1002
D33 —-3.32 —1.49 —2.31

wave dispersion relations.*® Solutions 23 through 26 in
Table II were obtained by starting with their prediction
and the Sy, Ss1, and Py phases of solution 16. The
input x* with no data renormalized is 2050 and the
final x? is 1000. Note that there is less renormalization
for this solution than for the other solutions. This is
the best solution we have obtained, although the final
phases differ considerably from the input phases. The
final F phases are considerably larger in magnitude

# A. Donnachie, J. Hamilton, and A. T. Lea, Phys. Rev. 135,
B515 (1964).

than the DHL phases. Also, the Dss becomes positive
at approximately 225 MeV contrary to the DHL pre-
diction. The reduced elastic width 42 of the Pj3 reso-
nance was allowed to vary from the value of 0.133
obtained by Layson, but did not do so. Solution 24 is
shown in Fig. 2. Lists of the final parameters are given
in Table III and the values of the phase shifts at several
energies are given in Table IV. When we fixed the F
waves at the DHL values we obtained solution 28 of
Table IT with a x® of 1067. Then upon allowing the F
waves to vary, x* went down to 1000 again (solution
29). However, solution 29 is closer to solution 28 than
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is solution 24. One can see this from Table V, which
lists the phases at 345 MeV for the three solutions.

The large ratios of x? to the “expected” x? are un-
doubtedly due to two main causes: (1) the inconsist-
encies among the data, and (2) the fact that the energy-
dependent forms can at best only approximate the
actual shape.

VII. 0-700- AND 300-800-MeV RESULTS

We have attempted to fit the 0-700-MeV data with
several assumptions about the prominent states at
about 600 MeV. The results are given in Table VI. A
D3 resonance gives a significantly better fit than a Pis
resonance or than when no resonance at all is built in.
(We also tried Dy and Pj; resonances together, but
the data violently exclude this possibility.) In all three
of these cases the Py resonance occurs automatically
when Eq. (5) is used for it. In the no-resonance case,
the D13 phase goes only to about 25° at 700 MeV.

3% B. T. Feld and L. D. Roper, Proceedings of the Sienna Inter-

national Conference on Elementary Particles (Italian Physical
Society, Bologna, 1963), p. 400.

LAB KINETIC ENERGY (MeV)

Changing from /,,=3 to /,,=4 significantly decreases
x? for the D5 resonance fit; however, changing to /,=35
changes x? very little. The main difference between the
ln,=3 fit and the /,,=4 fit is in fitting the high-energy
polarization data. (Comparison of the Dy; solution’s
predictions for observables to the experimental ob-
servables have been given elsewhere.?%)

Attempts have been made to keep the Pj; phase
shift"less than 25°, but we were never able to obtain
decent x¥’s with this restriction. After keeping it less
than 25° until a minimum x2? (about 7000) was found,
it went back to resonance immediately when allowed
to do so. Allowing the elastic reduced width of the Dy
resonance to vary® before allowing the Py to resonate
did not change the situation. However, we obtained
good fits when we used Eq. (4) for the Pj; phase shift,
which restricts it to be less than 90°. Even in this case,
it is large (about 80°) at 700 MeV. We also tried to
achieve a fit by keeping the Py phase fixed at less than
45°, Solution 16 of Table VI is the result. The x? is not
much higher than for the case of the P resonance,
thus showing the relative insensitivity of the data to
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large variations in the Py; phase shift. When we freed
the Py phase shift, it became large and went through
90° at 610 MeV (solution 17 of Table VI).

Since the Py; phase shift is negative at low energies,
the Layson resonance form! will not work for it. We
have found that putting in the Layson form for the
Py1 does not yield good fits. However, we obtain the
best fit of all by using a “modified” Layson form for the
Pi; in which we replace T'ei by Tei(go—qo,)/qo, Where
qo, is the position where the phase shift changes sign
in terms of the pion c.m. total energy. This is solution

LAB KINETIC ENERGY (MeV)

14 of Table VI. The ratio of x? to the expected x?is 2.61.

We did a 300-800-MeV analysis for the purpose of
trying to represent the Py, state by the unmodified
Layson resonance form. Comparable fits were obtained
both with the Layson form and with the parametri-
zation of Eq. (5), although the latter is slightly better.
However, the position of the P;; resonance was con-
siderably different for the two fits; the latter giving the
position at 585 MeV and the Layson-form resonance
being at 747 MeV, well above the Dy, resonance. This
again shows the relative insensitivity of the data to

TasrLE VII. The characteristics of the 300-800-MeV calculations. In each case 954 data were used and
there are 51 normalization parameters. /,,=4 in each case.

No. of
Solu- Ex, (Psa) _ _ _ R Tans parame- Expected
tion (MeV)  Exp (MeV) 72 (Ps3) ¥2 Tin (Ps3) Tin param. X2porm ters x? x? x2/X2xp
1a 199 ?3273 P 0.9559 0.6183 P 0.0 0.0114 None 150 106 848 2706 3.19
47-Pu 2.1102-Py11 0.5238-Pu
2» 192 Gsept } 09841 {24100 u } 0.008 oo D“} None 176 109 845 2780 3.29
3e 200 640 0.9415 0.6048 0.0 0.0110 P11 only 170 106 848 2810 3.31

a Started from solution 11 of Table VI.
b Started from solution 11 of Table VI except res. form for Pi1.
¢ Started from solution 1 except P11 <90°.
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TaBrLE VIIL The parameters in the energy-dependent form for the phase shifts [Eq. (5)] and for the absorption
parameters for the 0-700-MeV solution 14 of Table VI.

State ap @ a a3 a4 qo, ¥? qo,
Phase-shift coefficients

Su +0.212352 —0.104657 +0.032823 —0.006891 -+0.001916

Sst —0.024330 —0.108591 +0.006051 +0.005377 +0.1594 %103

Pu —0.2181x10~7 —0.6449 X 1077 —0.1861 10 +0.1272 108 a 3.337 3.682 1.736

Py —0.032514 +0.007879 +0.6727X 1073 —0.3267x10~*

Pis —0.017520 +0.006601 —0.5203 1073 —0.5623 10

P +0.8965X 10710 40.1187%x 1078 -+0.6440X10~* +0.1849X 10~ a 1.923 1.00

Drs —0.001019 +0.3439X 1073 —0.9397 X105 a 3.494 0.6561

D33 +0.7760 103 —0.1710%X 103 —0.7837x10-5

Dy +0.8688X 1073 —0.1049X 1073 —0.2115x 10

D35 —0.001554 +0.3913 103 —0.4670x 1075

Fis +0.3498 X 10~ —0.1116X 105

Fss +0.2105X 1075 +0.4920%X 106

Fyq +0.1107 X 10 —0.2895X 105

Fs; +0.8397 108 +0.1073 X108

G —0.3891X 106

G3q —0.3361x10¢

Gig +40.3330X 106

Gsg —0.1706x 10—

bo by be b3 b Tia

Absorption parameter coefficients

Su +0.010377 —0.040059 +0.032726 +0.011179 +0.001392

Sa +0.029141 —0.069753 +0.054314 —0.013257 —0.4173X 1075

P +0.038733 —0.003904 —0.002724 -+0.002320 a 0.3885

P —0.002736 +-0.022741 —0.001462 +0.7920X 103

Py +0.019510 —0.004176 —0.4831x10~ —0.001229

Pss 0 0 0 0 0

Dis +0.7258 X103 —0.3519x 102 —0.3827X 1076 a 0.01211

D33 —0.1474X 10~ -+0.2730X 10-% +0.2038 X 10~*

Dy +0.2138X 103 —0.2247X 10— —0.5031 %10

Dss +0.007394 —0.001345 —0.001086

Fi;5 -+0.002372 —0.001119

F35 0 0

Fiz —0.7193 X 10 +0.1152X 1073

F3 0 0

Gl7 O

Gs; 0

Gig +0.1516X 10~

Gag +01740X 104

a Background to the resonance. See Sec. III.

large variations in the phase shift. The results are
shown in Table VII.

Solution 14 of Table VI is shown in Figs. 3 and 4.
Lists of the final parameters and the values of the phase
shifts and the absorption parameters are given in Tables
VIII and IX, respectively.

VIII. 0-100- AND 0-50-MeV RESULTS

To check for consistency with the 0-350-MeV
analysis we did a 0-100-MeV analysis using all available
data (197 data). Writing the S and P phases according
to

tand= ak?+t

except for a resonance in the Ps; state and searching
from various input, we get the results shown in Table
X. The fact that such different input as used in parts
A and D of Table X yield the same solution lead us to
believe that we have a unique solution, even though
the x¥s are high. The high x¥s are largely due to the

fact that we have not discarded any data, some of
which are highly inconsistent with each other.

The fit is improved by using higher powers of £ in
the parametrization. Table XI gives some solution
characteristics when four coefficients are used.

Our main object in doing this low-energy analysis
was to establish whether or not the Py; is negative
below about 150 MeV. We feel that this is definitely
established.

The 0-50-MeV analysis (92 data) yielded several
possible solutions with different Py, Pz, and Py
phases; however, the Sy, S31, and Ps;; phases agree
very well with the higher energy solutions. The Pi;
and Pj3; phases are always negative but vary widely in
magnitude. The P;; phase varies between slightly
positive and the values found in the 0-100-MeV
analysis.

The 0-100-MeV (solution B of Table XTI), 0-350-MeV
(solution 24 of Table II), and 0-700-MeV (solution
11 of Table VI) phases are compared in Fig. 5. Also
plotted are several single energy phase shifts.
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TasLE X. 0-100-MeV solutions for the parametrization tang;=ak?*.. The pion c.m. total energy

at which the P33 resonance occurs is go,.

Output Output
Phase Input (no renormalization) (renormalization)
A. Started from Hamilton and Woolcock (HW) scattering lengths
except Layson resonance form for Pj3
Su a=+0.171 (x2=3180) a=+0.157 (x2=1188) a=+0.158 (x2=1007)
Sat —0.088 —0.096 —0.097
Pu —0.101 —0.039 —0.042
Py —0.038 —0.034 —0.033
P —0.029 —0.030 —0.028
P33 go,= 1.925 go,= 1.909 qo, = 1.909
B. Started from HW except Py, started as zero
Su a=+40.171 (x2=1700) a=+40.157 (x2=1188)
S —0.088 —0.095
Py 0 —0.038
Py —0.038 —0.034
Pis —0.029 —0.029
st g"r = 1925 qO,, = 1909
C. Started from HW except Py; input with a=+-0.101
Su a=-+0.171 (x2=3541) a=+40.157 (x2=1188)
S —0.088 —0.096
P +0.101 —0.038
Py —0.038 —0.034
Py —0.029 —0.029
Pa.; go, = 1925 Qor= 1909
D. Started from ¢=0
Su a=-+0 (x2=9597) a=+0.157 (x2=1188)
Sa +0 —0.096
Pu +0 —0.038
P3 +0 —0.034
Pis -+0 —0.029
Pn qo, = 1925 qO‘,= 1909
E. Started from solution A except Py, fixed with ¢=0
Su a=—+0.157 (x2=1490) a=+0.152 (x2=1390)
Sa —0.096 —0.097
Py +0 +0
Py —0.034 —0.038
Pi; —0.030 —0.015
P33 go,= 1909 go,= 1908
F. Started from solution A except Py fixed with ¢=+-0.05
Su a=-40.157 (x2=2298) a=+0.150 (x2=2219)
Sa —0.096 —0.094
P +0.05 -+0.05
Py —0.034 —0.040
Pi; —0.030 —0.014
P33 go,= 1.909 Jo, = 1.908

IX. DISCUSSION

The idea of parametrizing the phase shifts as func-
tions of energy appears to be basically sound.®? The
specific parametrization we used can represent many
kinds of phase-shift behavior. Other parametrizations
should be used to test for dependence on the form of
the parametrization. Our 0-350-MeV solution agrees
in the large phases with the Yale solution® which uses
an entirely different parametrization.

2 Qne of the authors (L.D.R.) wishes to thank Dr. Pierre Noyes
and Dr. Michael Moravcsik for stressing the importance of energy
parametrization during the early planning of this analysis.

Some arguments that could be advanced against the
parametrization used in this work are:

(1) The threshold behavior may not be correct. The
k**1 behavior for phase shifts derived from ordinary
quantum mechanics is not incontrovertible. In fact, if
one assumes that the ratio of the slope to the value of
the radial wave function at the interaction radius differs
from that obtained in the absence of a scattering
potential by a term linear in %, the momentum, the
low-energy behavior is £242.3 The (k— k)**! threshold

¥ W. Bryan DeFacio called our attention to this fact. See p. 107
of Schiff’s book (Ref. 13).
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TaBLE XI. Some of the characteristics of the 0-100-MeV solutions for the parametrization tand;= k2! (ao+aik+azk®+ask?).

Solution x? (start) x? (no renormalization) x? (renormalization) P1; behavior
Ae 1440 648 P11 neg. to —2.008° at 100 MeV
B 1440 637 501 Py neg. to —2.097° at 100 MeV
Ce 1700 639 P11 neg. to —2.265° at 100 MeV
Dd 9597 658 P1y neg. to —2.192° at 100 MeV
a Started from HW plus Puia1 = +0.065 and scattering lengths (ao) kept fixed.
b Started from HW plus Pua1 = +0.065.
c Started from HW except Piiao=0.
d Started from all a's at zero.
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Fic. 5. Comparison of the 0-100-MeV (short dash), 0-350-MeV (long dash), and 0-700-MeV (solid) solutions. Also Plotted are some
of the single-energy phase shifts reported by many investigators (Ref. 2). (a) Su phase shifts. (b) S phase shifts. (c)IP1: phase shifts.
(d) Ps phase shifts. (e) Pi3 phase shifts. (f) Ps; phase shifts.
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behavior used for the absorption parameters would be
incorrect for a state in which the first important in-
elastic process has a final orbital angular momentum
different from the initial angular momentum. For
example,

7+p— ABC+Hn

would be such a process, where ABC is a 0™+ meson
with isospin 0. The final state is a pure T'=3 state.
Thus the Py, initial state would be responsible for pro-
ducing an S-wave final state, and the threshold be-
havior would be k— £, rather than (k—ko)? for the Py
absorption parameter.

(2) Allowing all powers of £ in the sums of Egs. (4)
and (5) does not give the usual analytic behavior. One
would expect only even powers of 2.2 We tried fitting
with even powers in the 0-350-MeV analysis, but found
that we could get better fits using all powers.

(3) Satisfaction of the dispersion relation which
connects the real and imaginary parts of the partial-
wave amplitudes is not guaranteed. The Yale® and
Rutherford” analyses have this feature built in.

Unexpectedly, the 0-350-MeV analysis yielded a P11
phase shift negative below 150 MeV, and large and
positive at 350 MeV (32°). Upon extension of the
analysis to 700 MeV, we are unable to get good fits to
the data unless we allow the Py; phase shift to become
large ; indeed, the best fit occurs when the Py resonates
at approximately 585 MeV along with the Dy; resonance
at about 638 MeV. However, a comparable fit was
obtained when we restricted the Py; phase shift to be
less than 90° (see Table VI). The Py phase must be
large; the available data give slight indications that it
goes through 90°,

In solution 14 of Table VI, our best fit, the main
effect of the Py; phase shift is on the w-p differential
cross section at the forward angles. Appreciable re-
duction of the Pj; phase shift from the large values
obtained causes the forward w-p cross section to fall
far below the observed values throughout the 300-600-
MeV energy region.

The 0-100-, 0-350-, and 0-700-MeV solutions appear
consistent with each other in the large phases. No error
bands have yet been obtained for these solutions, but
work is underway to obtain an error matrix.

Investigations are planned to determine what kind
of data are needed to establish more precisely the pion-
nucleon phase shifts. Also, ‘“modified” energy-
dependent phase-shift analyses are planned in which
the higher angular-momentum states (I>I.) are ac-
counted for by the nearest singularities in the cosf
complex plane.:®# We are presently attempting to
extend the analysis to 1100 MeV.

We have recently been informed of extensive single

% G. L. Kane and T. D. Spearman, Phys. Rev. Letters 11, 45
(1963); G. L. Kane, Ph.D. thesis, University of Illinois, 1963
(unpublished).

ROPER, WRIGHT,

AND FELD

energy analyses from 310 to 700 MeV by Cence®® and
Auvil ef al.*® We plan to try to fit our parametrization
to these single energy values and see how well they fit
all of the data simultaneously. Since we are now in a
position to test quickly proposed new solutions against
the data, we remain open to proposals for different
combinations of phases which might account for the
observations.
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APPENDIX I: BASIC EQUATIONS

We list here the basic equations for pion-nucleon
scattering in our notation.

Total Cross Section
ar= (4rx/k) f(0),
where A= 71/uc=1.4135X10"% cm and % is the incident

pion c.m. momentum.

Differential Cross Section for Unpolarized Target

o ()= f(0)|*+15(6)[*,

where 6 is the c.m. pion scattering angle.

Recoil-Nucleon Polarization for Unpolarized Target

P(8)=—2Im[ f*(6)g(6) ]/ (0),

where 7= (kXk')/|kXk'| and %'=final pion c.m.
momentum.

Differential Cross Section for Polarized Target
o (0)=1£(0)|*+[g(6)[*—2 Im[ f*(0)g(6) J(#- ) .

3 R. J. Cence, University of Hawaii (private communication).
36 P. Auvil, A. Donnachie, A. T. Lea, and C. Lovelace, Phys.
Letters 12, 76 (1964).
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Recoil-Nucleon Polarization for Polarized Target

P;(6)={—2 Im[ f*(6)g(6)1A—2 Re[ f*(6)g(6)](AX P:)
+(76) >+ 120 [ #-P)A—(| f(6)|2— | g(6)|2)
X[AX (AXP)]}/a(6),

where P; is the initial polarization.

Nonspin-Flip Amplitude

x m
7(6) =; l‘l/;;) [U41)A 414, ]Pi(cosh) ,

where I, is the maximum value of the angular mo-
mentum / used in the analysis.

Spin-Flip Amplitude

7\1,,.

g(0)=- [A 1r— AP (cosh) .

Partial-Wave Amplitude
Ary= (1/24)[ny exp(2i61)— 1],

where §;4 is the phase shift and 5.y is the absorption
parameter for scattering in the states with J=17+13.

Observable Amplitudes in Terms of

Isotopic Spin Amplitudes
Ait=4,9, Apm=5(AP+24,.0),
and
Ap==3V2(41.P— 41, V),
where the superscripts have the following meanings:
+iowthp o Tt
—: T tp—or+p,
cx: m+p—r4n,
(3) : IT= 2 )
1): 1T=3.
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The nuclear-recoil spectrum in the decay of a bound muon is calculated using sudden perturbation theory
and with neglect of the final Coulomb interaction between the u-decay electron and the nucleus and of
relativistic corrections to the muon wave function. In this approximation the recoil momentum distribution
is identical with the square of the Bessel-Hankel transform of the bound muon wave function. By measuring

the recoil spectrum one could gain important information about the muonic atom.

INTRODUCTION

HE muon, besides its intrinsic interest as an ele-
mentary particle, is also an important tool in
nuclear and atomic physics. Due to the relatively large
mass of the muon compared to that of the electron, the
atomic system nucleus+muon has a radius more than
200 times smaller than the system nucleuselectron.
That is why muonic atoms are very sensitive to the
nuclear charge distribution and why muonic molecules
can be formed which lead to fusion reactions with the
muon playing the role of a catalyst which reduces the
Coulomb potential barrier.

These facts, among others, explain the great interest
in muonic atoms and molecules and the increasing
number of works, both theoretical and experimental,
dedicated to this subject.

Up to the present, information about muonic atoms
has been gained by measuring the energies of the x and
v rays emitted in atomic transitions. However, this
information is limited for several reasons:

(1) The energy does not specify completely the
bound state of the muon.

(2) One measures only energy differences.

(3) The measured x-ray yields are still in disagree-
ment with the theoretical predictions,! especially at
low Z.

Some progress concerning item (1) has been achieved
recently with the discovery of the hyperfine-structure
effect in the nuclear capture of muons, but the informa-
tion yielded by this effect (the relative spin orientation
of the muon and the nucleus) is also limited.

Therefore a method which could offer more complete

LY. Eisenberg and D. Kessler, Phys. Rev. 130, 2349 (1963).

information about the bound states of the muon and
about the corresponding absolute energy values would
be highly desirable.

As to muonic molecules in nuclear reactions it would
be very important to know what happens to the muon
after the nuclear reaction, i.e., if and in what system it
remains bound before decaying.

It is the purpose of this note to suggest a method
which might in the near future, with the muon beam
intensities available from meson factories, contribute to
the solution of the problems mentioned above.

In atomic physics absolute energy levels are measured
in jonization processes. With muonic atoms, because of
the instability of these systems and the low intensities
of muonic beams, such experiments are at present, and
in the foreseeable future, impossible. However, we will
show that the radioactive character of the muon is just
the feature which opens up new possibilities in this field.

Quantum mechanics tells us that the most complete
information about a state is given by the wave function
(w.f.), with the aid of which all the characteristics of the
state, including its energy, can be calculated.

In the following we want to suggest a possible method
for the direct experimental determination of the squared
wave function of a bound muon. This method would
consist in the measurement of the momentum distribu-
tion of the nuclei recoiling in the decay of bound
muons. This distribution is closely related to the
muon w.f. in the bound state from which it decays. For
light nuclei the recoil distribution is practically identical
with the momentum distribution of the muon in the
Bohr orbit. Only muons could be studied in this way.
For mesons like = and K mesons, the nuclear capture
process predominates even at low Z.



