PHYSICAL REVIEW VOLUME

137,

NUMBER 2B 25 JANUARY 1965

Method of Orthogonality Constraint and Rearrangement Collisions™

A. CueN,T S. Tani, aND S. BorowiTz
New York University, New York, New York
(Received 13 July 1964; revised manuscript received 2 October 1964)

In treating scattering problems involving a bound state, the method of orthogonality constraint modifies
the potential by projecting out the “binding’’ effect of the potential strong enough to support a bound state,
and considers only its “scattering’ effect as the perturbation on a distorted wave which is orthogonal to the
bound state. The “modified”” Born series obtained by iterating the relevant Lippmann-Schwinger integral
equation is proved to be convergent, provided resonances not associated with the bound state are absent.
The convergence proof is given for one-dimensional even waves and for a separable potential. However, the
proof is also valid for the s waves. We believe, on the basis of our simplified analysis, that the method will
work for a wide class of physically interesting potentials, though a rigorous proof for it is not available. The
convergence of the Born expansion for rearrangement collisions is discussed in the context of a one-dimen-
sional model for a three-body problem in which exchange scattering takes place. It is seen in the example that
the kind of divergence pointed out by Aaron, Amado, and Lee may be removed by this method.

I. INTRODUCTION

HE convergence of the Born expansion for non-
relativistic potential scattering has been a subject
of theoretical interest and rather extensively investi-
gated by various authors.! The general conclusions are
that the convergence is contingent upon the strength
and certain properties of the potential and the incident
energies. Usually, for a sufficiently weak potential
and/or sufficiently high energy, the Born series is
believed to be convergent. When the potential becomes
strong enough, such features as the formation of bound
states and resonances may become important. These
features are considered to be nonadiabatic. In particu-
lar, the former constitutes a change in the character of
the spectrum of the system. The drastic consequence of
the existence of bound states and resonances is the
divergence of the Born series, which makes the validity
of the Born approximation doubtful. In problems deal-
ing with scattering from compound systems or re-
arrangement collisions in which constituent particles
can rearrange and form bound states, the Born series
is believed to be divergent.? Some of the complexities
of these problems of course lie mainly in their many-
particle nature, which inevitably calls for methods of
approximation? to carry out any numerical calculations.
If one does not go beyond two-body interactions, the
removal of the divergence of the Born series in the
presence of bound states may restore the usefulness of
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perturbation theory provided the ‘“residual interac-
tions?” in the problem do not have any nonadiabatic
effects. Recent theories® for a three-particle system also
indicate that if the two-body operators corresponding
to the two-body interaction can be successfully con-
structed, an aprroximation scheme can be set up to
make successively improved calculations for the three-
particle problem. For the construction of the two-body
operators for two-body interactions strong enough to
support a bound state by a perturbative procedure, two
methods have been proposed, namely, the method of
orthogonality constraint® and the method of quasi-
particles.” While the latter method has been developed
rather thoroughly®? and several examples using the
method have been worked out,! a rigorous convergence
proof for the former is still lacking. In this paper, such
a proof is given, which, though in terms of separable
potentials, is expected to be valid in general.*

The two methods are indeed similar, yet quite dif-
ferent in their details. They can be shown to be two
different prescriptions for applying the distorted-wave
approach of Rotenberg.?? Though the method of quasi-
particles was formulated in the spirit of the Schmidt
method, its connection with Rotenberg’s approach will
be clarified in Sec. II. Our convergence proof is given
directly with the use of a distorted wave. It is the
common feature of the two methods that a separable
potential is employed, but the physical pictures on
which they are based are different. In the quasiparticle
method the separable potential is constructed in order
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1 This is tantamount to showing that a particular choice of
separable potentials in Weinberg’s approach is sufficient to
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to approximate the original potential insofar as it is
concerned with a bound state or a resonance. In the
orthogonality-constraint method we treat the bound
state and the scattering problems separately. This
method is recapitulated in Sec. IT with the addition of
remarks which have not been exhibited in Ref. 6. We
start with the observation that the space orthogonal to
the bound state is sufficient as far as the scattering goes.
The constraint thus introduced on the kinetic energy
gives rise to a distorted wave with a phase shift which
is in conformity with Levinson’s theorem even at the
onset of a perturbative calculation; thus a separable
potential appears as the cause of the distortion. While
the quasiparticle method is more general in scope, the
orthogonality-constraint method can cover the patho-
logical case of a hard core'® rather straightforwardly. As
a successful version of the distorted-wave approach,
the separation of binding and scattering effects of a
strongly attractive potential achieved by this method
may be applicable to a complicated many-body prob-
lem, since by definition it deals with only connected
diagrams,

The subject of the convergence of Born expansion for
rearrangement collisions will be discussed in Sec. IV
in the light of the method of orthogonality constraint.
The usefulness of the method in removing the kind of
difficulties pointed out by Aaron, Amado, and Lee
(AAL) is demonstrated by applying the method to a
model one-dimensional three-body problem found in
the literature.

II. THE METHOD OF ORTHOGONALITY
CONSTRAINT

Consider the Hamiltonian
H=K+7V, (I1.1)

where K is the kinetic energy and V is the potential
energy. When the potential V is strong enough to
support a bound state, the Born series in terms of the
free-particle Green’s function and in powers of the
perturbing potential ¥ diverges at or near the bound-
state energy.!® In order to restore the usefulness of the
perturbation theory in the presence of a bound state,
what one can do is to split the potential V into two
parts. The splitting can be effected in a number of
ways.®7 According to the method of orthogonality con-
straint, we write

V=U+V, (IL.2)
where

U=V—-V,. (IL.3)

It is obvious from (IL.2) and (IL.3) that the splitting
is completely defined by the potential V., the or-

13 S, Tani and D. A. Uhlenbrock, J. Math. Phys. 3, 1161 (1962).

14 S 1.. Schwebel, Phys. Rev. 103, 814 (1956); A. Chen, S. Tani,
and S. Borowitz, Bull. Am. Phys. Soc. 9, 189 (1964).

15 See, for example: N. N. Khuri, Phys. Rev. 107, 1148 (1957);
R. Blankenbecler, M. L. Goldberger, N. N. Khuri, and S. B.
Treiman, Ann. Phys. (N. Y.) 10, 62 (1960).
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thogonalized potential given by (I1.5) below. This
manner of splitting, prescribed uniquely by the method
of orthogonality constraint, is motivated by the dual
role played by the potential under consideration,
namely, the role of binding and that of scattering, with
the former ascribed to U and the latter, to V,. It is
achieved by introducing the projection operator Ay
which projects the Hilbert space spanned by the
complete set of eigenstates of H onto a subspace of the
bound state. The operator which projects the space
onto  the subspace orthogonal to the bound state is
denoted by A,. Clearly,

A“‘}'Al:I, (II.4)

where 7 is the identity operator. In terms of A;, the
orthogonalized potential is given by

Vi=AVA,. (I1.5)

The projection operators A;; and A, are defined by the
following matrix elements:

(k[Au|R))= (k) f(R)
(kAL E)=08(k—E")— f(R)f ("),

where f(k) is the bound-state wave function in the
momentum space, which is usually known or approxi-
mately known in practice. Throughout this paper, we
assume that f(k) is known exactly. If it is not, the
method also provides a criterion for picking the best
trial wave function.®

Using (IL.2), we can write the Hamiltonian as

H=K+U+V_L.

(11.6)
and

(I1.7)

(IL.8)

The Lippmann-Schwinger integral equations corre-
sponding to (II.1) and (I1.8) are, respectively,

Y=¢+GVy
Y=¢+Go(U+Vo)¥,

where ¢ represents a plane wave and Gy is the free-
particle Green’s function. It is easy to show with a
little algebra that (I1.10) can be written as

(11.9)
and

(IL.10)

¢=J¢+GLV1¢: (11-11)
where
J=I—-GU)! (11.12)
and
G,=JG,. (I1.13)
The formal solution of (I1.11) is given by
v=U—JG, V). (11.14)
Comparing this with the formal solution
y=I—-GoV) ¢ (11.15)

of the integral equation (I1.9), one can conclude that
the splitting of the potential into two parts as shown in
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(I1.2) is equivalent to introducing two new operators
J and G.V; to replace the operators I and GoV. This is
in line with the generalization of the Born iterative
procedure proposed by Rotenberg on the basis of alge-
braic analogy to cope with the situation in which the
Born series resulting from expanding the inverse opera-
tor in (I1.15) fails to converge. The new operators are
to be constructed in such a way as to make the “modi-
fied” Born series converge. It can also be shown that
the splitting results in the factoring out of a factor,
which is J, from the Fredholm determinant for the
original integral equation (II.9) in the event that the
Fredholm theory is applicable. The application of the
Fredholm theory to scattering problems has been dis-
cussed by Weinberg,® who, in applying the Schmidt
method, effects a “dissection’ of the kernel by splitting
the potential in such a way that quasiparticles are
introduced into the problem through separable poten-
tials constructed in a certain prescribed way and that
the remainder of the potential, called the “reduced
interaction,” is sufficiently weak for the Born series to
converge. The criterion for its convergence is discussed
in a subsequent paper by Scadron ef al.® The new
operators introduced in this case are

J= (I_—‘G()V])_l

and GV, where Gi=JG,, Vi is the reduced inter-
action, V, is the separable potential and

V=VitV,.

It should be noted that the method of orthogonality
constraint, introduced earlier by Tani, is a distorted
wave approach. This can be seen from (II.11), where J
operating on the plane wave state ¢ gives rise to a
distorted wave, i.e.,

Jop="h, (IL.16)
which, by virtue of the orthogonality constraint, is
orthogonal to the bound state. It is reasonable to
expect that the Born series in the subspace orthogonal
to the bound state will converge. The “orthogonalized”
distorted wave / is an eigenfunction of the “orthogonal-
ized” kinetic energy operator K, defined by

Ki=AKA,. (IL.17)
That is, % can be determined from the equation
K.h=K (IL.18)
in conjunction with the constraint
(h,f)=0. (I1.19)

This can be done very easily since, due to the con-
straint (II.19), the operation (II.17) results effectively
in the introduction of a nonlocal potential into K, the
separability of which renders the equation (IL.18) very
tractable. The separable potential has the matrix

AND BOROWITZ

element
T "= fV (), (I1.20)
in terms of which we can set
K, =~K+U'. (I1.21)

These orthogonalized eigenfunctions, eigenfunctions of
the scattering states, and the bound-state wave func-
tion form a complete set. A completeness proof is given
in the Appendix. It is our aim to prove that the
“modified” Born series in terms of the orthogonalized
distorted wave converges in the presence of a bound
state.

III. THE CONVERGENCE PROOF
(a) General Analysis

In this section, we intend to use the limited proving
ground of the class of separable potentials to demon-
strate the usefulness of the method of orthogonality
constraint in curing the divergence of Born series when
such nonadiabatic features as the formation of a bound
state and the appearance of a resonance play an im-
portant role in a scattering process. The potential re-
ferred to has the form

V(kk)=—ulk)u(k’), (I11.1)

which is strong enough to support one bound state.
The function # is bounded and continuous everywhere.
The proof is given for the one-dimensional even wave.
It can immediately be extended to the s-wave case.l®
It is true that for separable potentials of the form
(III.1) exact solutions can easily be obtained by sum-
ming a geometric series and with the artifice of analytic
continuation the Born series is still a useful formal tool
even when it diverges. But our aim is to explore the
possibility of constructing a “modified” Born series
which is convergent and which is consequently useful
for obtaining approximate solutions to a given scatter-
ing problem involving a bound state. The choice (III.1)
is mathematically very convenient for our purpose. On
the basis of our analysis, it seems reasonable to believe
that our method is useful in removing the divergence
in a scattering problem involving a bound state. It can
be argued that for potentials that can be expanded
in to or approximated by'?

N
V= —Z a")(‘fnT:

n

(I11.2)

the method will work if one of the terms in (IIL.2) is
responsible for the bound state. The argument can be
made plausible if the ¢,’s are defined by

0'n>:V|¢>:
(@' =@alV,

16 W. Kohn, Phys. Rev. 84, 495 (1951).
17 F. Coester, Phys. Rev. 133, B1516 (1964).
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where the y,’s are eigenstates corresponding to the
eigenvalues 7,, defined as follows?:

GOV‘I/n:nnK[/n 5 (III.3)

with the assumption that

[n]>1 and |[7.]| <1, n=1.

It should be noted that the ¥,’s, and hence the ¢,s,
are energy-dependent. But there exist potentials, such
as the square-well potential, where the energy de-
pendence gives rise to a minor effect and can be
disregarded.

We shall now proceed to set up the machinery for the
proof of convergence using a potential of the form given
by (IIL1).

From (II.11) and (I1.16), we have

Y=h+G.Vip, (I11.4)

where Gy, in terms of the eigenfunction of K,, is given
explicitly by

h(k,K)* (k' ,K)
Gu(kk s W)= / —r 7 K.
K—W

(IIL.5)

W in (IIL.5) is the complex energy. In order to prove
the convergence of the Neumann series, or the modified
Born series, which resulted from iterating (II1.4), it is
sufficient to show that the resolvent of the kernel
exists, i.e., the series
GJ_+G_LVJ_GJ_+GJ_VJ_G_LVJ_G1+ ce (III.6)

converges. We recognize that (IIL.6) is the series solu-
tion of the integral equation for the resolvent

G=G1+G1V_LG. (III.7)
Substituting (II1.5) into (IIL.6), we obtain
GkE ; W)—G (kR ; W)
h(k,K)l* (k' ,K")
= dKdK'S(K,K'; W), (II1.8)
(K2—=W)(K"*—W)
where
MEKOMEK)

S(K,K'; W)=M (KK’ +f
( )=M(K,K") P

[M (K,KN)M(K”,K”I)M(K”’,K’)
(K”2—' W) (KIII2___ W)
XdK"dK"'4---- (I11.9)

with the matrix element M (K,K’) defined by

M(K,K")= / 1w (k,K)V (k,E)h(E K")dkdE', (IIL.10)
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since
Vi=A,VA,
and
AJ.‘ h>= I h):
(| Ay=(h|.

Using (II1.1) and the solution to (I1.18) given by
Bk, K)=5(k— K)+x(K) f(B)[1/ (B2 — K?—i€)], (LIL.11)
we obtain from (I11.10)

M(K,K)=—1/CO)x*(K)x(K), (II1.12)
which follows from
(1/C)x(K)=/h(k,K)u(k)dk, (I11.13)
and
x(K)=—f(K)/D(K). (IT1.13)

In terms of (I11.12), the series (II1.9) now becomes

S(K,K"; E-ie) = — (1/C)x*(K)x(K')

X[+ (E+ie)+r2(E+ie+---], (IIL14)

where 7,(E-+1e), the ratio of the geometric series, is
given by
[x(K)|[?

n(E—He)——— —F— K. (II1.15)
K?2—E—ie

Note that the small positive imaginary part of the en-

ergy is explicitly shown in (IIL.11), (III.14), and

(II1.15) as required by the outgoing wave boundary

condition. Since

(k)
D(K ———dk, II1.16
O [ o
and
1/(x—i0)=P(1/x)+ird(x),
we have
D(K)=R(K)+iI(K), (II1.17)
where ®
f2
R(K)= dk II1.18
%)= [+ (11L18)
and
I(K)=(r/K)f*(K). (I11.19)

Letting K?=2', and E+ie=3, we obtain from (III.15)

)= L) = 111.20)
= o R()+D1() 7~z (.
According to (AS5) and (A10),
o L il II1.21
;/; R2(Z)+12(%) z’—z—_Y(Z), (LL.21)
where
v(@)=[1/D(z)J+s—c. (I11.22)
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F16. 1. The eight regions for the classification of potentials. I,
II1, and IV are regions of unconditional convergence. II, VI, and
VII are regions of conditional convergence. V and VIII are re-
gions where convergence is not possible. The dashed lines are
boundaries included in the impossible regions.

The constant « in (I11.22) is

a= /f2(k)k2dk , (I11.23)
which is the kinetic energy of the bound state. o can
be shown to be related to the normalization constant C
and the bound state energy — B2 by the simple equation

a—(C*=—B2,

In terms of the above, it is of interest to point out that
C? can be interpreted as the magnitude of the “potential
energy’’ associated with the bound state.

From (II1.20), (II1.21), and (TI1.22), we have

n(z)=—(1/CHLQA/D(2)+z—a]. (1IL.24)
D(z), according to (A7), is given by
D(z)=—[z+a—F(2)]/#, (I11.25)
where .
2 k 4
F(z)=/j ® dk. (T11.26)
k*—z

Evaluation of the integral in (II1.26) gives
P2 a(z-+B?) B>+ C2%[ B?4-2n,.(E) 1H1C%™;(E)
z)= ,

B2 2
(=+5) (IT1.27)

where 7, and 5, are the real and imaginary parts of the
eigenvalue defined in (II1.3):

(k)

AND BOROWITZ

From (II1.24), (II1.25), and (II1.27) and after some
extensive algebraic manipulations, we obtain

C*+(z—a)n.(E)+i(z—a)ni(E)
54+ C2+ B — C,(E)—iCni(E)

r(s)=— (I11.29)

By letting e — 0, 2 becomes E=g¢?% and the ratio now

becomes \ (
X(P)+iY (¢
ri(g®)= ———————(q S+ ), (I11.30)
W(g)+iZ(¢?)
where
X (¢)=C+(¢—a)n-(g),
Y (¢®)= (@—a)ni(¢»,
W(¢®)=g+C*+B*—C.(¢),
Z(g")=—Cnl(g).
If we can show that
()] <1 (I11.31)

for all values of ¢?% then we have succeeded in proving
the absolute and uniform convergence of (II1.13). This
means that we must show that

X2+ 7%(g?) <1
WH@)+22(¢)

or

12(Cta—g) > [ C—an @)+ g+ B+2C7]
X (g)—1], (I1.32)

which is the condition that has to be satisfied for
convergence.

(b) Classification of Potentials

To draw useful conclusions from (II1.32), we find it
helpful to classify potentials into different categories
by plotting 7.(¢?) against ¢* as shown in Fig. 1. It will
be seen, as concluded at the end of this subsection, that
the case where a resonance or an antiresonance'® exists
above a certain energy has to be excluded since we have
not done anything to cope with the divergence of Born
series caused by such a phenomenon.

It is evident from the inequality (II1.32) that the
convergence depends upon the behavior of 7.(¢?) and
7:(¢?) as a function of the energy variable ¢? which in
turn depends upon the properties of the potential func-
tion # (k). Referring to the graph, we divide the >0
energy domain into eight regions as suggested by the
inequality (IT1.32) itself. To simplify the analysis
further, we also consider the different possible cases

18 When 7, crosses unity, we shall state that there is a resonance
(an antiresonance) if the phase shift is rising (falling) through
x/2 (mod ).
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with respect to energy and the sign of 7, as follows:

(1) Case 1: @®<C?+a, 7,>0. Includes regions I,

II, and III.
(a) :(0)>=0,
(b) 7:(0)=0.

(2) Case 2: ¢*<C?*+ta, 1,<0. Includes region IV.
(3) Case 3: ¢=C+a.
(4) Case 4:¢*>C?*+a,1,>0. Includes regions V and V.

(5) Case 5: ¢2>C?+q, 7,<0. Includes regions VII
and VIII.
Let us now proceed with the analysis,
Consider Case 1(a). In this case, ;70 is always
satisfied in one-dimensional problems. In fact, 7;(0)= .

Region I: n,(¢%)> (¢?+2C*+ B/ (C*+a—q?).

The right-hand side (rhs) of the inequality is nega-
tive definite or zero while the left-hand side (lhs) is
positive definite and nonvanishing on account of 5;(0)
#0. Hence, the inequality is always satisfied and con-
vergence is unconditionally guaranteed.

Region I1: 1<9.(¢®) < (¢+2C+ B/ (C*+a—¢).

In this region, both the lhs and the rhs are positive
definite. Therefore, (II1.32) provides a functional rela-
tionship between 7,(¢?) and 7;(¢?) that has to be satisfied
within the energy range within which the 7,(¢?) lies in
this region. This requirement imposes certain restric-
tions on the potential and can be met by a variety of
appropriate potentials, such as those we consider as
examples towards the end of this section.

Region IT1: 0<9,<1.

Same as for region I.

Case 1(b) is important in three-dimensional cases or
when odd waves in a one-dimensional problem are con-
sidered. In this case, the lhs vanishes at zero energy
and the inequality can be satisfied only if

7:.(0)>14[2BY/ (C*+a)]. (I11.33)

This means that 7, must enter the positive energy
domain through region I. This requirement is not
entirely impossible and can most likely be met in all
cases. Because it is known that

n(—BY)=1, (I11.34)
and 7(¢%) is a monotonically increasing function for
negative energies as energy increases from —B? to
zero. It can be shown that

n(0)> 1+ (B¥/C?).
7(0)=[n.2(0)+n2(0)]*=n.(0),

(I11.35)
But

(I11.36)
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since 7;(0)=0 in this case. From (II1.35) and (II1.36)
we obtain

7,.(0)>1+4(B*/C?) (II1.37)

as a lower bound for %,(0). The actual value of %,(0)
for any potential might be much larger and still satisfy
(II1.33).

Region IV: 2,<0.

This region is under Case 2. For negative values of
7, the inequality (II1.32) can be rewritten as

n3(CHa—¢)>— 1+ |n.])
X[+ B4-20+ (C+a—g?) [n,]].  (IT1.38)

From (II1.38), it is evident that unconditional con-
vergence is guaranteed in this region even if 5,(0)=0.

Case 3, where ¢*=C?ta is a borderline case. Since
the lhs vanishes, the rhs must be positive definite in
order to satisfy the inequality. This is met if

7.(C+a)<1. (IT1.39)

Region V: n,.21.

This is a region in which the inequality is never
satisfied. Hence, convergence is impossible if 7,>1
for p2>C?*+4-a.

Region VI: 0<9,<1.

It can be shown that in this region the convergence
is contingent upon the condition

q2_|_B2+ 2C2

2

¢=C
Region VII: (¢*+B*+2C?)/(C*Ha—¢®) <1.<0.

Referring to (I11.40), we obtain the condition for
negative values of 7, as follows:

+Br2C?

72(¢)<(1+ |’7rl)(%‘_"52‘_——

Region VIII: ,<(¢*+B*42C%/(C*Ha—¢).

This is again a region where convergence is im-
possible to achieve.

We note that when |5|>1 for some positive energy,
there is, roughly speaking, a resonance or an anti-
resonance. In regions V and VIII, it is impossible to
have convergence because |7|>1. Therefore, for po-
tentials which produce resonances or antiresonances at
energies greater than or equal to C*4«, the method of
orthogonality constraint cannot cure the divergence of
the Born series. The divergence due to an antiresonance
at low energies can be cured by our method once the
bound-state effect is removed. This is what happens
when in certain regions convergence of the modified
Born series is guaranteed even for values of 9, greater
than unity. The problem of removing the effect of

72(¢) < (l—m)<nr+ ) (111.40)

—a

— ln,]). (I11.41)
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resonances or antiresonances at high energies is not
within the scope of our investigation and therefore will
not be discussed.

We now investigate the behavior of 7,(¢?) for ¢2<0.
From (II1.24), (II1.25) and (III.26), since ¢*=E and
2= q>+1ie, 7,(0) can be obtained by evaluating (III.24)
for ¢2=0 and then letting € go to zero. In so doing, we
find that

7.(0)=a/C?*<1. (111.42)
We note that 7,(— |¢?]) is a monotonically increasing
function of |¢g?|, i.e., 7.(— | ¢?|) increases as ¢* decreases.

In view of (IT1.42), therefore, 7,(— [¢?]) is less than
unity for all negative values of ¢

(c) Examples

We shall now make use of the results of the above
analysis to test the convergence for a number of
separable potentials.

(1) Delta-function potential:
u(k)= (B/m)"?=constant,
Nr (qz) =0,
n:(¢*)=B/q.
7.(g?) is on the positive ¢* axis and runs through region
111, the point ¢*=C?+a and region VI. In region III,
convergence is unconditional. At ¢*=C%+«, since 7,
=0<1, the condition (III.39) is satisfied. In region VI,
the inequality (II1.40) leads to
—B(C*a) < p(p*+2C7)
which is certainly true. Therefore, convergence is
guaranteed by the method.
(2) Square-well separable potential (in configuration
space) :
u(k)=2V,sinka/k
n:(¢Y) = — (4xVPa/¢*)[1— (sin2aq/2aq) ]
n:(q%) =4xV ¢ sin®aq/q¢?.

Since 7, is negative, it goes through region IV where
convergence is unconditional. It is easy to see by
choosing appropriate value for the product Va, 9, can
be made to pass through region VII and the inequality
(I11.41) be satisfied.

It is also instructive to see that by making ¢ — 0 and

Vo— such that the product Voe remains constant
and letting 2V ¢a= B/, one obtains

7.—0, n:— B/q.

In other words, in the limit, the square-well potential
approaches the delta-function potential.

IV. REARRANGEMENT COLLISIONS

The model problem we consider here was formulated
by Schwebel.* It is a one-dimensional problem with
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the Hamiltonian of the form

H=K\+Ky+Vi+ Vot Vi, (Iv.1)

where the K’s and V’s have the same meaning as defined
before. The subscripts denote the two particles, 1 and 2,
which are assumed to have the same mass 7. The third
particle, the “nucleus,” is assumed to have an infinite
mass. The initial state of the system is that particle 1
is incident with momentum K, while particle 2 is
bound to the nucleus by the potential V,, the bound-
state energy being — B? (A=2m=1). The potentials 7
and ¥V, in the model problem are delta-function po-
tentials having, respectively, the following matrix ele-
ments in momentum space:

Vi(ksks')=— (B/m)8(ka—Fy') ;
Vz(kl,k1'> = (B/7r)6(k1—k1’) .

(IV.2)
(IV.3)

The matrix element of Vi, is separable. The exact
solution to the problem has been obtained by Schwebel ;
therefore, the elastic, inelastic and exchange scattering
amplitudes are known. It has also been demonstrated
that the asymmetric-perturbation approach, i.e., con-
sidering V7 and Vi, as perturbation, gives rise to a
Born series containing a geometric subseries with ratio

r=iB/(K2— B*— k2)!2. (IV.4)

The ratio becomes unity, and consequently the Born
series diverges as no cancellation of the divergent sub-
series is possible at the singularity k.= K, the singu-
larity needed for exchange scattering. Besides, the
asymmetric perturbation approach fails to yield the
exchange scattering amplitude to any order of the Born
approximation. In what follows we shall show that the
divergence in the subseries is cured by the method of
orthogonality constraint and that the “modified” asym-
metric approach yields its first Born approximation to
the exchange scattering amplitude in good agreement
with the exact solution.

Corresponding to the bound state in the original
channel and that in the rearranged channel, we intro-
duce two sets of projection operators defined by the
following matrix elements:

(kil An | k)= f (ki) f (R )

(ki Air| k) =8(ki— k) — f(k) f(RS),
i=1,2,

(IV.5)
and

(1v.6)

where f(k) is the bound-state wave function in mo-
mentum space. With the use of these operators, the
Hamiltonian in (IV.1) can be transformed into
H= "‘B2(A1|1+A21|)

+K1‘.L+ V11.+K21_+ V21+ V12 . (IV7)

The binding effect of V; and V', is taken care of by the
operators A;; (2=1, 2). On the other hand, the scatter-
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ing effect or the initial (final) state interaction is
described by V1, (V).

Our modified asymmetric-perturbation approach con-
siders either V=4 Vs or Vo4 V1s as perturbation and
the resulting integral equations are

q Y=9utGu(Vut+Vi¥ (Iv.8)
an
Y=vu+Gu(VutVuy, (Iv.9)

where

Yu="hf, (1v.10)

Yau=E1f2, (Iv.11)
Gu=[E+B*Au+As)—Ku—Ku—Vau?, (IV.12)
and
Go= [E‘i‘BZ (A+Az )— K1 — Ko — Vu]_l . (IV.13)

The modified Born series can be obtained by iterating
(IV.8) or (IV.9), which will contain a subseries in Vy,
or V. Either one is a geometric series. By dropping
the subscript, the ratio of these geometric series is
given by

ri(Ko)=iB/[(E—K2)"*4+2iB].  (IV.14)

Tt is evident from (IV.14) that the ratio remains less
than unity for all values of its argument. Hence, the
subseries is absolutely and uniformly convergent. A
comparison between (IV.14) and (IV.4) indicates that
the method of orthogonality constraint applied to the
problem with a rearrangement of particles greatly im-
proves the convergence property of the Born series.
With the bound particle 2 outgoing with momentum
K, the ratios are
r=1
and
r=1/3.

Therefore, the kind of divergence pointed out by AAL
is removed and, if V1, does not have any nonadiabatic
effects on the scattering, the modified Born series may
very well be convergent. The investigation of the effect
of V1. on the convergence properties of the Born series
is outside the scope of the paper. Let us instead evaluate
the first Born approximation from (IV.8) and (IV.9).

Since Vi, being orthogonal to the bound state of
particle 1, will not effect the binding of that particles
to result in an exchange and

(Var, f2)=0,
the first Born approximations of (IV.8) and (IV.9)
are given, respectively, by

l//(l) = GuVlz‘l’u
Kb(l) = GZJ.V12¢2J. .

Two different results are obtained by evaluating the
integrals, the latter being in better agreement with the
exact exchange scattering amplitude. The difference
between the two results is not the well-known post-

(IV.135)
and

(IV.16)
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prior discrepancy. The two values correspond to the
two extremes of the first Born approximation to the
exchange scattering amplitude that can be obtained by
applying the method of orthogonality constraint to
the problem. For, by comparing the initial states (IV.10)
and (IV.11), we note that the particle-1 states, 4; and
&, are different, being related by

E=+G VOV, av.ar)
where
G V=1/(E1—Ku).
(IV.17) has series solution
LH=+ GOV in+GOVLuG OV i+, (IV.18)

which can be shown to be an absolutely and uniformly
convergent geometric series with a ratio of the form
given in (IV.14). Therefore, the state £; has accounted
completely for the influence of the potential V;. In
other words, the initial state interaction on particle 1
is fully taken into account, and consequently the use of
£, should give a better result. It is reasonable to expect
that the inclusion of higher order terms of (IV.18) in
Y1 of (IV.10) will improve the Born approximation
(IV.15). In the example of our model problem, we have
seen that the method of orthogonality constraint ap-
plied to rearrangement collisions not only guarantees
the convergence but also provides a prescription for
improving approximate calculations.
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APPENDIX

We shall prove that the orthogonalized distorted
wave k(k,K) and the bound state wave function f(%)
form a complete set.!? That is,

/h(k,K)k*(k’,K)dK+f(k)f*(k’) =5(k—k). (A1)

The normalized solution of 4(k,K) under outgoing
wave boundary conditions is given by

1
h(k,K)=8(k—K)+x(K) f(F)————. (A2)
B—K*—ie
Evaluating the integral in (A1), we obtain
/h(k,K)h*(k’,K)dK
*(k) f*(E k) f(k
=6(k—k’)+x (k) f*( ){ x (k) f(k)
k?—FkH-ie R—k?—ie
+9kE)f(R)f*(R), (A3)

19 One of the authors (S.T.) would like to express his gratitude
to Professor K. W. Symanzik for useful suggestions to the proof
given here.
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where
X (K)x*(K)
Sk )= / (A)
(K2— B2tie) (K — K —ie)

According to (II1.13), (I11.17), and (II1.19),

- *K—2 KI(K) ZKI DK
x (K)x*( )—;m—;‘ m ’

(AS)

where Im denotes the imaginary part of the function.
Now consider the function

JHE)

D(z)=
E—gz

dE (A6)

of a complex variable z, which for large values of |z|
can also be written as

1 a 1 ,f2(k)E
D(z)= ————+—/ dk. (A7)
z 22 22 k—z
Let
v(2)=D7(3)+2—a, (A8)
where

a= / JROL

From (A7) and (AS8), it is obvious that for |z|—,
|v(z)|— 0. Therefore, according to the Cauchy inte-
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gral formula,
1 dz’

——(E&)=70).
2 —3

271,

(A9)

Since () has a discontinuity across the real axis,
evaluating the contour integral, we obtain from (A9)

1 dz
v(z)= ——/ ImD! (z')T“. (A10)

™ s —2

Let E= K2, g*=Fk?—1¢, and 2’ = k'?+-4e. Then the integral
(A4) becomes

9(z,2'%)
1 1
=— [ImD—l(E)( — )dE. (A11)
w ¥ —3'J E—z* —g

Using (A10) and (A8), we have

" / —1 (7
9 (k,k )—m[—D—l(k YHDH(R)]-1, (A12)
since, according to definition,

D(z*)=D*(3).
With the use of the reality of f(k) and (III.13), sub-

stitution of (A12) into (A3) establishes immediately the
completeness condition (A1).



