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Showers in Lead Produced by Electrons with Energies from 300 MeV to 1 BeV*

H. THoM
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(Received 12 March 1964)

The behavior of electron-initiated showers in a lead-plate expansion cloud chamber has been measured
for primary energies of 277, 528, 845, and 990 MeV, in terms of the secondary electrons with angles within
about 60 deg of the shower axis. Empirical formulas are derived from the experimental data, for character-
istic average shower quantities as functions of primary energy. The track length, for example, follows a rela-
tion of the form Lz =0.073E00" radiation lengths, where E0 is measured in MeV. Expected standard errors
in determining energies of individual showers by measuring the various quantities are also given. A new
tabulation of the results of Wilson's Monte Carlo calculations is given for primary electrons and photons
with energies from 50 to 300 MeV. The average numbers of electrons with energies greater than 8 and 10
MeV given in this paper correct the originally published'curves and are in good agreement with the results
of Crawford and Messel. Approximate comparison is made between the experimentally measured shower
behavior and the calculated behavior, and good agreement is found.

I. INTRODUCTION

HE purpose of this paper is to present data on
electron-shower development as observed in a

lead-plate cloud chamber so as to provide empirical
quantitative information on shower behavior as a func-
tion of primary electron energy. No attempt is made to
draw theoretical conclusions. A part of the paper will be
taken up with listing corrections to an earlier "Monte
Carlo Study of Shower Development" by Wilson. ' It
has been found that some of the numerical results listed
in that paper were in.consistent with the raw data as
given by the shower "histories. " The new numbers
which are given here are only those which can be ob-
tained directly from the original histories, and do not
include any calculation. Some general comparisons will
be made between the experimentally measured shower
behavior and a model of expected behavior suggested by
Wilson.

Section II of this paper explains the experimental and
scanning procedures by which the experimental results
were obtained; the third section contains exact defini-
tions of the quantities measured and presents the ex-
perimental data. Section IV contains tables of Wilson's
calculations which have been rechecked; it also contains
a brief comparison of these values with the recent cal-
culations of Crawford and Messel. ' In Sec. V an approxi-
Inate procedure is discussed by which the calculations of
Wilson can be compared with the experimental numbers,
and this comparison is made for the average number of
electrons as a function of thickness of lead in showers
initiated by 300-MeV electrons. A discussion of the
experimental results on average shower behavior is
given in Sec. VI and occasional reference is made to
analogous calculated results. In Sec. VII shower Ructua-
tions are discussed; a table is given which determines the
expected standard error within which the energy of any
particular shower can be determined by measuring the
various quantities discussed in Sec. VI.

*Work supported in part by the U. S. Ofhce of Naval Research.' R. R. Wilson, Phys. Rev. 86, 261 (1952).' D. F. Crawford and H. Messel, Phys. Rev. 128, 2352 (1962).

B

II. EXPERIMENTAL AND SCANNING PROCEDURES

The external photon beam of the Cornell synchrotron
passed through a S-mil Cu target located at the front
edge of an analyzing magnet. Electrons of the appropri-
ate primary energy, produced in the target, were de-
flected into an expansion cloud chamber. The cloud
chamber had an observable volume of 11 in. diam in
the horizontal plane, and 3.5-in. depth. Nine lead plates,
/. 5-in. wide by 3.5-in. deep, were placed in the chamber
with about 4 in. separation between them. The first
plate was —,

' radiation length (r.l.) thick (0.20 in. =1
r.l.), the last was 2 r.l. and the other seven were of 1-r.l.
thickness. Thus, the gaps, in which the shower de-
velopment could be observed, occurred at 0, —'„1-'„
2», 7—,', and 92 r.l. Primary electrons upon entering
the chamber passed through less than 0.1 r.l. of glass,
which has been ignored in the following analysis.
Stereoscopic photographs were taken with an 8-deg
angular divergence, and on the average two to three
showers were seen in each photograph.

The energy E0 of the electrons incident on the cham-
ber was determined by wire measurements. Showers
were studied in four different energy intervals, within
each of which the number of showers as a function of
primary energy was essentially constant. The half-
width AEo/Es in each case was about &9%, and possi-
ble systematic errors in evaluating the energy are esti-
mated. to be &+4%.

The showers were analyzed in such a way as to dis-
criminate against low-energy secondary electrons and
background. The criteria by which tracks were disre-
garded were: if they had a projected angle of greater
than 60' to the shower axis; if they were appreciably
gas-scattered or heavily ionizing; if they left the cham-
ber through the top or bottom faces; or if they originated
far from the main body of the shower. In effect the
projected-angle criterion and the requirement that the
track. must stay within the chamber, together amounted
to counting tracks which had no more than about 60-deg
polar angle with respect to the direction of the shower
axis.
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TmLz I. Experimental results: the probability of observing N' electrons as a function of shower depth t and primary electron energy
Eo. (Statistical error in the probability P is AP= &(P(1—P)/rN j'is where m is the number of showers observed. ) The last two rows
give the average number of electrons and the variance of the number at each value of thickness. AEO is the half-width of the primary
energy dispersion.
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Only showers which could be clearly separated one
from another were scanned. Each of the stereoscopic
views was scanned separately and the number of tracks
in each gap counted. If there was any inconsistency be-
tween the two views, the larger number of electrons was
chosen because it is likely that a track might be ob-
scured in one view but not in the other.

One of the largest difhculties in scanning came from
trying to identify and disregard back-scattered elec-
trons. It is estimated that approximately ~~ of all shower
electrons seen within 60 deg are going backward. The
inefFiciencies in recognizing back-scattered electrons
could systematicaHy increase the average number of
electrons observed by about 7o/o, ' but because this bias
will always be present when this type of analysis is per-
formed no correction has been made to the data.

In the high-energy showers, the number of electrons
seen at the shower maximum tends to become rather
large and the possibility of missing an electron, because
it is obscured by other tracks, is not negligible. A crude
estimate of this "saturation" is made by using

1V=1V,b/(1 —&V.bR),

where E is the actual number of electrons present, E,b
is the observed number and R is the ratio of the area
taken up by one track to the total average area over
which the tracks in any gap are distributed. For the
geometry of this experiment it is estimated that R is
about 0.01. This value gives a 10/q correction to the
average number of electrons, if ten electrons are ob-
served. It is clear that this correction could become very
important if showers with energies of greater than 1

BeV were observed, or if small gap spacing and larger
track widths were necessary, as in spark chambers. In
the following results it will be indicated when the above
"saturation" correction has been made to the data.

The possibility of missing low-energy showers because
they might produce too few electrons is estimated to be
very small. Background from anything but neighboring
showers is negligible and contamination from adjacent
showers will only tend to distort fluctuations and will

not affect average numbers.

III. DEFINITIONS AND EXPERIMENTAL DATA

To determine the behavior of both the experimentally
observed showers and Wilson's calculated showers,

1V(t), the number of electrons occurring at various thick-
nesses, t (within 60 deg of the shower axis, for the ex-

periment; or with energies greater than 10 or 8 MeV for
the calculation) is measured for each individual shower.

This estimate is made by using the results of Refs. 1,'7, and 8
and Wilson's model (see Sec. V) to estimate that 27% of all elec-
trons within 60 deg of the shower axis are moving backward.
Though it is relatively easy to recognize electrons which cross a gap
in the forward direction and then scatter backward, it is harder to
identify back-scattered electrons which have come from forward
moving photons. It is assumed that almost all electron-produced
back-scatters will be recognized but only about one-half of the
photon-produced back-scatters will be recognized. This leads to an
approximate back-scattering eKciency of 75%%uo.
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From these numbers the following quantities are
determined:

E „„,the maximum number of electrons observed in

any of the gaps.
t,„, , the thickness at which 1V,„is observed. (If the

maximum occurs in more than one gap the arbitrary rule

has been followed that if there are two equal peaks not
in adjacent gaps the first is designated as the maximum,
whereas if there are two equal peaks in adjacent gaps or
three or more equal peaks, the second is chosen. )

3Tq, the sum of the number of electrons at the peak
and the number one r.l. to either side of the maximum.

(If the peak occurs at 0 or 9-', r.l. Ãx is undefined. )
Lr, the track length of the shower (in r.l.) parallel to

the shower axis. The following approximation was used:

LT 'N( ', )+p iV(t+-,')——--
+-', $1V(7-,')+ 1V(9-',)]= 1V(t)dt

TAsLE II. Experimental results: the probability of observing
electrons at the shower maximum, and the probability of

observing the shower maximum at thickness 3, for four values of
primary energy. The average values and variances of E, ,„and
t are given in the last rows.

(a)
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FIG. 1. The experimentally measured probability of observing
Ey electrons in the three gaps around the shower maximum as a
function of Ez, for the four primary energies considered. The
dashed line sho&vs the limit of the data discounted in Table III(b).

When computing X „. and S~ from Wilson's data the
"gaps" are assumed to be at the same thicknesses as in
the experiment.

Showers within a given primary energy interval are
combined and the probability of observing a particular
number for each of the above quantities is computed, as
well as the a,verages (indicated by ( )) and variances of
these numbers. When computing (I.v) from Crawford
and Messel's or Wilson's calculations a numerical in-
tegration J~"(lV(t))Ck has been carried out in which the
contribution of the exponentially decaying shower tail
has been included.

The uncorrected experimental results are given in
Tables I through III and Figs. 1 and 2 as functions of Eo=990 MeV

o.06- ol

Eo=845 MeV

X~:0. The probability of observing iV electrons at a given
thickness and the average number observed at each
thickness are given in Table I. The average number of
electrons observed in the last gap is anomalously low,
especially for the 528-MeV run. These low values are
probably caused by poor chamber conditions and illu-
mination rather than any real effect like the absence of
back scattering.

Table II gives the average number of electrons at the
shower maximum, (iV „),and the probability of finding
a given number of electrons at the maximum. It also
lists the probability of finding the maximum at a par-
ticular depth, t,

Table III(a) gives the average values of the track
length 1.7 and of Ez. The probability distributions of
these two quantities are shown in Figs. 1 and 2. The
general shape of these distributions (and also the dis-
tributions of lV,„)can be approximated by Gaussians.
However, in the two high-energy runs there are several
events which differ radically from the main body of the
data. If these events are used in calculating the vari-
ances, Gaussians with the same variance do not agree at
all well with the data. It is felt that whether or not these
events are background, ' they give a misleading impres-
sion of the magnitude of the fluctuations. Table III(b)
gives the averages and variances of Lp and E~ leaving
out these widely fluctuating events, which fall to the
left of the dotted lines on Figs. 1 and 2.

Figure 3 shows interpolated "transition curves, " i.e.,
(iV(f)) as a function of t, for showers with primary elec-
trons of 300, 500, 700, and 1000 MeV. These curves
have been obtained from smooth fits to the experi-
mental values of (iV(f)) versus energy with t the
parameter.

TAnLE III. Experimental results: (a) the average values and
variances of the track length, Lz (in r.l.'j, and of Sz. Probability
distributions are given in Figs. 1 and 2. Experimental results:
(b) Experimental results corrected by omission of a small number
of events which differ widely from the main body of the data. (See
text and Figs. I and 2.)
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FIG. 2. The experimentally measured probability per radiation
length of observing a given track length Lp as a function of Lp.
The dashed lines show the limit of the data discounted in Table
III(b).

4 It is quite possible that these events are due to low-energy
electrons produced in the air between the analyzing magnet poles.
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TAsx.E IV. Wilson's Monte Carlo results for primary electrons of 50-, 100-, 200-, and 300-MeV energy. The total number of shower
histories analyzed; the average number and the variance of electrons with E&10MeV; and the average number of electrons with E&8
MeV, as functions of thickness.

(N) (E&10MeV) 0.94
Var (E&10MeV) 0.09
(N) (E& 8 MeV) 0.97

2 2-,' 3 3-,' 4 4y 5 5-',

50-MeV primary electron; number of showers = 198
0.75 0.37 0.21 0.05 0.11 0.05 0.05 0.02 0.01
0.21 0.24 0.22 0.05 0.14 0.05 0.05 0.02 0.01
0.84 0.48 0.27 0.09 0.14 0.08 0.07 0.02 0.01

6 6-', 7-,'8 8—', 9

(N) (E&10 MeV) 1.03 1.09 0.97
Var (E&10 MeV) 0.17 0.44 0.38
(N) (E& 8 MeV) 1.04 1.18 1.07

100-MeV primary electron; number of showers=100
0.71 0.33 0,34 0,28 0.25 0.15 0.08 0.04 0.09
0.41 0.28 0.38 0.30 0.31 0.15 0.09 0.04 0.08
0.94 0.51 0.42 0.35 0.30 0.22 0.12 0.07 0.13

0.05 0.05 0.01 0.04 0.02 0.01
0.05 0.05 0.01 0.06 0.02 0.01
0.09 0.07 0.03 0.06 0.05 0.01

(N) (E& 10 MeV) 1.22 1.57 1.43
Var (E&10MeV) 0.37 1.27 0.95
(N) (E& 8 MeV) 1.24 1.67 1.63

200-Me V primary electron; number
1.37 1.01 0.80 0.71 0.72 0.49
1.04 0.98 0.75 0.63 0.79 0.45
1.66 1.17 1.06 0.84 0.96 0.67

of showers =98
0.46 0.29 0,41 0.17 0.25 0.11 0.13 0.05 0.07
0.53 0.35 0.61 0.18 0.25 0.10 0.17 0.07 0.07
0.51 0.40 0.49 0.23 0.31 0.15 0.15 0.08 0.10

300 MeV primary electron; number of showers=100
(N) (E&10MeV) 1.14 .15/ 1.87 2.23 1.94 1.67 1.32 1.22 0.'75 0.84 0.50 0.54
Var (E&10MeV) 0.22 0.7/ 0.80 1.73 1.62 1.36 1.22 1.25 0.77 0.97 0.51 0.65
(N) (E& 8 MeV) 1.15 1.66 2.06 2.44 2.24 2.05 1.60 1.50 0.95 0.95 0.62 0.65

0.36 0.44 0.20 0.27 0.17 0.22
0.41 0.33 0.26 0.46 0.26 0.28
0.47 0.50 0.30 0.31 0.21 0.26

TABLF. V. %ilson's Monte Carlo results for primary photons of 50-, 100-, 200-„and 300-MeV energy.

12 2 2-,' 3 3-', 4 4-' 51 6 6-,' 7 72 8 8-,'

(N) (E&10 MeV)
Var (E&10MeV)
(N) (E& 8 MeV)

(N) (E&10MeV)
Var (E&10 MeV)
(N) (E& 8 MeV)

(N) (E&10MeV)
Var (E&10MeV)
(N) (E& 8 MeV)

(N) (E&10MeV)
Var (E&10MeV)
(N) (E& 8 MeV)

0.19 0.46
0.23 0.57
0.23 0.48

0.47 0.80
0.77 0.80
0.47 0.86

0.92 1.19
1.15 1.45
0.93 1.26

0.71 1.25
1.01 1.85
0.71 1.31

50-MeV primary photon; number of showers=100
0.39 0.29 0.22 0.27 0,21 0.15 0.10 0.13 0.06 0.03
0.34 0.33 0.25 0.26 0.25 0.15 0.13 0.17 0.06 0.02
0.45 0.41 0.25 0.34 0.25 0.17 0.15 0.16 0.10 - 0.07

100-MeV primary photon; number of showers=100
0.66 0.71 0.56 0.52 0.38 0.38 0.34 0.28 0.16 0.23
0.60 0.63 0.49 0.53 0.42 0.48 0.42 0.32 0.21 0.18
0.77 0.83 0.64 0.67 0.42 0.43 0.39 0.37 0.24 0.29

200-MeV primary photon; number of showers=100
1.18 1.20 1.06 0.97 0.73 0.70 0.63 0.61 0.42 0.42
0.98 1.04 0.88 0.87 0,76 0.59 0.61 0.70 0.42 0.46
1.25 1.37 1.23 1.14 0.87 0.85 0.75 0.71 0.54 0.55

300-MeV primary photon; number of showers=100
1.43 1.75 1.74 1.85 1.43 1.31 1.04 1.08 0.66 0.73
1.70 2.01 1.53 1.85 1.64 1.66 0.98 1.27 0.80 0.74
1.54 1.97 1.91 2.08 1.63 1.45 1.23 1.24 0.82 0.89

0.03 0.01 0
0.05 0.01 0
0.04 0.03 0.02

0.09 0.12 0.07 0.04 0.03 0.03
0.10 0.17 0.10 0.04 0.05 0.03
0.16 0.13 0.19 0.04 0.04 0.05

0.31 0.32 0.23 0.14 0.09 0.10
0.33 0.46 0.30 0.14 0.12 0.15
0.40 0.40 0.24 0.24 0.11 0.16

0.48 0.55 0.40 0.47 0.27 0.30
0.57 0.85 0.46 0.67 0.40 0.43
0.58 0.63 0.48 0.57 0.40 0.35

IV. VGLSO¹S MONTE CARLO CALCULATIONS

The following is a summary of the shower histories
calculated by Wilson' in 1952. The axes given in
Figs. 4, 7, and 8 of his article apparently were incorrectly
labeled. '

Tables IV and V give numbers of secondary electrons
calculated as a function of thickness for primary elec-
trons and photons having energies of 50, 100, 200,
and 300 MeV. (1V(t)) and the variances of jV(t) are cal-
culated for electrons with energies )10 MeV. (/V(t)) is
also given for electrons with energies &8 MeV (not in-
cluding the number of electrons with energies & 8 MeV
produced by photons with energies (10MeV).

Transition curves of (/V(t)) given in TaMes IV and V
compare well with the recent results of Crawford and

60
5.0

5.0

0.6
G5

04

0.5

!0 l2

'Inconsistency of the published results with the histories was
erst noted by P. A. Bender, M. A. thesis, Washington University,
St. Louis Missouri, 1955 (unpublished).

FIG. 3.The transition curves of the average shower development
for primary energies E0——300, 500, 700, 1000 MeV. These average
numbers of electrons as a function of distance in lead have been
interpolated from the experimental data.
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FIG. 4. A comparison
of the average number
of electrons with en-
ergies E&10 MeV as
a function of depth,
as given by the Monte
Carlo calculations of
Crawford and Messel
(smooth curves) with
the results obtained by
R. R. Wilson (points
with statistical errors
shown). The compari-
son is given for primary
electrons and photons
of 200- and 50-MeV
energy.

culations if the angular cutoff of the experiment is re-
lated to the energy cutoff of the calculation, The com-
parison cannot be very accurate, however, because of
the large fraction of low-energy electrons in the showers,
and the fact that scattering angle is not uniquely de-
termined by an electron's energy. The following dis-
cussion uses an argument of Wilson' which assumes
that shower electrons move straight forward along the
shower axis until they reach a certain energy E, at
which point they begin to move randomly in the lead.
Thus, according to his model the number of electrons
observed within 60 deg of the shower axis is the number
with energies greater than E, plus a fraction of the num-
ber with energies less than E.A further correction should
be made because not all the electrons with energies
above 8 will really have directions within 60 deg of the
shower axis.

Messel. ' Figure 4 shows a comparison between these two
Monte Carlo calculations for primary electrons and
photons of 50 and 200 MeV. Though the statistics of
Wilson's curves are poor, there is a tendency for Wilson's
values to be slightly larger than those of Crawford and
Messel. The anomolously fast rise of Wilson's 200-MeV
photon shower curve is probably a, statistical fluctuation.

Other results from Wilson's calculations are shown in
Figs. 5, 6, and 7. In Figs. 6 and 7 where there is an
overlap in the information furnished by Wilson and by
Crawford and Messel, the results of Crawford and
Messel have been used because of their better statistical
accuracy.

V. COMPARISON OF EXPERIMENT AND
CALCULATION

The experimentally measured transition curves can
be compared approximately with the Monte Carlo cal-

EIIP.—4-Exp corrected

50- -- 0—Wilson and Crawford 8 Messel

&LT&(e~ lpMev).---+-- W

lp-

50
I I I I I

lpp 200 300 500 l000
E.(Mev)

FIG. 6. The average track length (Lr) as a funtcion of primary
energy. Shown as labeled are: the uncorrected experimental track
length; the experimental (Lr) corrected for "saturation" and the
"tail integral"; the track length calculated by Wilson and by
Crawford and Messel for secondary energies E& 10MeV; the track
length calculated by Wilson for electrons with energies 8&8 MeV
plus the track length of electrons with energies A'&8 MeV which
would have directions within 60 deg of the shower axis (labeled
(Lr),„i,«&). Lines give approximate fit to points.

4 5
t (r. l. )

T 8

FIG. 5. A comparison of the Monte Carlo transition curves of
Wilson with the experimentally measured curves as given in Fig. 3,
(for 300-MeV primary electrons). The ordinate plotted corresponds
to the quantities labeled on each curve. From Wilson's data they
are: the total ionization normalized to the ionization loss (7.5 MeV)
of one electron per r. l..; ~(t)(gp toM, v), the average number of.
electrons with energies greater titan 10 MeV; N(t) &g& ~0M,v), the
average number of electrons with energies greater than 20 MeV;
~(t),„~,t,, the average number of electrons expected to be com-
parable with the experimental results (see text). The experimental
transition curve is indicated by circular points.

Roberg and Nordheim' give accurate calculations of
the rms scattering angle of shower electrons as a func-
tion of energy. They show that the onset of random mo-
tion of electrons, as indicated by an rms scattering
angle of about 1 rad, corresponds to an energy E of
about 10 MeV for lead.

In his original paper, Wilson gave transition curves for
total ionization, in units of energy lost by an electron
in passing through one r.l., or 7.5 Mev. (iV(t)) as given
in Sec. IV for electrons with energies above 10 MeV, is
equal to the ionization of these electrons (in the units
defined al3ove) l3ccausc 'tllc 1atte'l' alc assuITlcd t;0 hc

' J. Roberg and L. W. Nordheim, Phys. Rev. 75, 444 (1949).
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traveling parallel to the shower axis. The difference be-
tween the total ionization I(t) and the number of elec-
trons with energies greater than 10 MeV, Ã(t) gives the
total ionization of electrons with energies below 10
MeV. Because the low energy electrons are assumed to
be moving randomly in the lead it is easy to calculate
the number of low energy electrons, which are moving
forward within 60 deg of the 'shower axis in the air gap
between lead plates.

Namely

60

—,
' (I E) co—s8 sin8d8,

= 0.187(I—Ã) =0.1876I,
where zr(I—Ã) is the ionization produced by electrons
with energies less than 10 MeV moving in the forward
direction and 0 is the angle relative to the shower axis,
at which electrons emerge from the lead plates.

The number of electrons with energies greater than
10 MeV which would travel at an angle greater than
60 deg to the axis can be estimated from the energy dis-
tribution of secondary electrons given by Richards and
Nordheim, ' and from the mean square scattering angle
of these electrons given by Roberg and Nordheim. '
Very few electrons with energies greater than 20 MeV
will be scattered outside of 60 deg. About 20% of the
electrons with energies between 10 and 20 MeV will be
outside 60 deg.

Using Wilson's data and the above assumptions the
average number of electrons within 60' of the shower
axis, expected from the Monte Carlo calculations, is

+(t)expect ~ (t)(B&1OMev)

+0.196I(t)—0.206tV(t) &so&z&ro Mev) ~

Figure 5 shows the relative sizes of the above quantities
for 300-MeV showers. The excellent agreement, for 300-
MeV electron-initiated showers, between the calculated
curve and the experimental results taken from Fig. 3,
must be partly fortuitous. It should be stressed that the
comparison is more approximate than the agreement of
the curves would seem to indicate for no corrections
have been made for scanning e%ciencies, saturation or
back scattering, and the derivation of E(t), p,,„does
not pretend to be exact.

The number of electrons in the tail of the shower
shouM go as e '~', where 0~ is the total absorption
coefficient per radiation length for photons. The ex-
ponential tails of the experimental showers are in good
agreement with those expected from the calculation.
The experimental data give 0~=0.30&0.02 r.l. ' for
the average of all primary energies. Wilson's "expected"
curves for 300 and 500 MeV give 0-~=0.28 r.l. '. At large
thickness, O.„should tend toward 0.24 r.l. ', which is the

' J. A. Richards and L. %. Qordbeim, Phys. Rev. 74, 1106
(1948).

I'n. 7. The values
of (Xz), (X, ), and
(E(t)), as a func-
tion of energy. Shown
are the experimental
data, the experimen-
tal data corrected
for saturation, and
the calculations of
%ilson and of Craw-
ford and Messel for
all electrons with
energies greater than
K Lines give ap-
proximate fits to
points.

o Exp.
~ Exp. corre

Witson E

P4zV

lQ
I I I I I

Expe
~ Exp. co

5- & Wilson

r
0r'( r I I I I ~ ~ ~ I ~

aC
O

2"

5-
0

O 0

z 2-
V'

Fxp.
Exp. corrected
Crowford er Messet
ond Wilson E~ IOMeV

5Q

rLI 4. M r

l00 200 300 500 l 000
E, (MeV)

minimum photon cross section; but the data, of Blocker
et al. ' show that this minimum absorption is not at-
tained until a shower depth of 15 r.l., even for total
ionization observations.

K. Block.er, R. Kenney, and W. Panofsky, Phys. Rev. 79,
419 (1950).

e W. E. Hazen, Phys. Rev. 99, 911 (1955).

VI. AVERAGE BEHAVIOR OF SHOWERS

The experimentally observed track lengths are plot-
ted in Fig. 6 as a function of primary energy. Also shown
are the track lengths after correction for saturation and
for the integral of the shower tail which is not ob-
served in the chamber. This tail correction is just
ALr =X(t=9 )/rsrrwhere o ~

=0.30 per radiation length.

Figure 6 also shows results obtained from the cal-
culations of Crawford and Messel and of Wilson. The
points labeled (Lr)&s&roMevr give the track length
parallel to the shower axis for electrons with energies
greater than 10 MeV. (Lr)~, p~, &

is obtained from
Wilson's data by adding the track length of electrons
with energies greater than 8 MeV to the computed
longitudinal track length of electrons below 8 MeV
within 60 deg of the axis. This sum should be approxi-
mately comparable with the experimental results.

The corrected experimental data fit an equation of
the form (Lr)=CEo* with C=0.073 r.l., x=0.92, and
E0 measured in MeV. One would normally expect a
linear variation of track length with energy, and both
sets of Monte Carlo results have approximately linear
behavior. Though the nonlinear behavior of the ex-
perimental results may not be statistically very signifi-

cant, it is interesting tha, t Hazen has also observed this
behavior (with poor statistics) in copper
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TanLE VI. A comparison of the constant E(I'p) =Lr/Ep (r.l./MeV) derived from experimental data, Monte Carlo
calculations, and theoretical calculations, E is the minimum energy of electrons counted.

E
independent

of Ep 50 100

If (Ep)
Ep (MeV)

200 300 500 700 1000

Experimental data uncorrected (Fig. 6)
Experimental data corrected (Fig. 6)
Monte Carlo, Wilson, (Lr),~p„p (Fig. 6)
Monte Carlo, Crawford and Messel, E&10 MeVa
Monte Carlo, Crawford and Messel, total LT
Experimental data, Hazan' (9 showers)
Calculation, Richards and Nordheim, E&10 MeV

0.040
0.034

0.048 0.053
0.029 0.028
0.034 0.032

0.041 0.039 0.037
0.047 0.045 0,044

0.053 0.052 0.051
0.028 0.027
0.032 0.032

0.035
0.043

0.028
0.032

a Reference 2 and I ig. 6 a numerical integration of N(t).
b Reference 2 the total track length: not just the component parallel to the shower axis.
& Reference 9 measured in a combination lead and carbon chamber.
d Reference 7 calculated for lead.

The present data can be most easily compared with
results of previous measurements and calculations by
evaluating the ratio E(Ep)=(Lz')/E~p' values of this
ratio are listed in Table VI.

Empirical expressions of the form CIf'0' also can be
6tted to the other characteristic shower quantities.
Values of C and x for the experimental data on (Ãz),
(lV,„),and (lV(t)),„„(thepeak of the transition curve)
are given in Table VII. Figure 7 shows these quantities
as function of primary energy, and also gives the re-
sults of the calculations of Vjilson, and of Crawford and
Messel, for comparison. These calculated values do not
include contributions from low energy, randomly mov-
ing electrons, which would only increase the value of the
coefficient C, Tnaking it agree with the experimental
value, without changing the exponent x.

It is significant that the number of electrons at the
shower maximum, (X(t)) „, does not increase as
fast with primary energy as predicted by shower
theory'p (approximation A, 8, etc.). Thus on the
one hand it appears dangerous to use the analytic form
EpLln(Ep/a) j '", to extrapolate the data to higher en-

ergies; on the other hand, this experiment gives no evi-
dence that the exponent x will remain constant as the
primary energy is increased.

I.T
E (MpeV)

990
845
528
277

Var corrected

24.5W5.5
33.0&4.5
15.1&2.0
14.0%1.5

[Var (corrected) J~'/Lr

0.14~0.02
0.19~0.02
0.19~0.01
0.32a0.02

990
845
528
277

~ max

Ep

990
845
528
277

14.7&2.0
11.9+1.5
6.9+1.0
5.5+0.6

3.4+0.40
3.0a0.35
1.6&0.22
1.7a0.19

[Var (corrected) JtP/Nz

0.22&0.02
0.23&0.01
0.24~0.01
0.34a0.01

[Var (corrected) g'tP/N,

0.24&0.01
0.24&0.01
0.23~0.01
0.35&0.02

(b)

TAnLz VIII. Corrected experimental data: (a) Inherent Quctua-
tions in LT, &y., and E:the variance and its estimated error
after fluctuations caused by primary energy resolutions have been
subtracted; and the relative standard error (Var corrected)'tp/pp
=dpt/n for n =Lr, Nz, N,„. (b) The expected standard error in
primary energy evaluation from measuring the value of N(L&, Nz,
or N, ) for a single shower, where rt CE*=and dEp/Ep=x 'dpt/n

VII. FLUCTUATIONS

The experimental probability distributions of the
number of electrons at a given thickness of lead can be

LT
Eg
&max

0.92
0.72
0.61

Eo=300 MeV
dpp/I dE /Epp

&0.32 &0.35
&0.34 &0.47
a0.35 &0.57

Ep ——500 MeV —1 BeV
dn/I dEp/Ep

&0.18 +0.20
&0.23 %0.32
&0.24 &0.39

C (r.l.)

0.073
0.143
0.143
0.076

0.92
0.70
0.59
0.62

' See, for instance, B. Rossi apd K. Qreisen, Rev. Mod. Phys.
13, 24 (1941).

TABLE VII. The experimentally determined constants C and x
in the equations of the form pt = CEp, where the quantities (Ir),
(Nx), (N,„), and (N(t)),„are substituted for pp and Ep is the
primary energy in MeV.

approximated by Poisson or Polya distributions which
use the experimentally measured mean values and
variances of Ã(t). The Polya b parameter varies with
absorber thickness in a manner similar to that, pre-
dicted by Messel. "

The probability distributions of L,y, 3 ~, and S ~
can be fitted with Gaussians as noted in Sec. III. Some
of the width of these distributions is caused by the en=

, Messel, Proc. Phys. Soc. (London) A64, 807 (1951),
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ergy dispersion of the primary electrons. If the spread in
primary energy is taken into account the inherent dis-
persion can be found for the various shower quantities.
The results are listed in Table VIII(a). It is interesting
to estimate the statistical accuracy within which the
energy of one shower may be evaluated by observing
such features as Iz, 3T~, or )V, . In Sec. 6 the aver-
age values of these quantities were found to have the
behavior ts C=Es' hence dEs/Es a' d——n/n T.he ex-
pected standard errors, dEs/E, , are listed in Table
VII(b) for energies inferred from I.r, cVx, and 1V,„.As
might be expected, the use of .Lr'~ has some advantage in

statistical precision over L'lt, and has the advantage
over use of L~, that X„can be observed even at rather
high energies with a chamber of modest dimensions.
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It is found that the s.+/7r emission ratio of 0.029+0.01 in AHe4 can be understood as due to the combined
mechanisms: decay of a virtual Z+ hypernuclear state and the charge exchange of a 7i- from neutral A. decay.
Improvements upon simple perturbation-calculational techniques give e+/s =0.015 in near agreement
with experiment, however, only if the decay Z+ —+ n+x+ is assumed to go to a final relative S state of the 21-+

and neutron. Best agreement with experiment, for a D/F ratio of about 3 in the unitary symmetric strong
pseudoscalar couplings, is obtained if the relative phases of the weak-decay amplitudes are determined
according to unitary symmetry arguments. The observed low energy of the emitted 21-+ mesons relative to the
71- mesons and the relative 7i-+ decay rates of different hypernuclei are qualitatively understood as primarily
due to Pauli suppression effects in the final state. Reasons are given which suggest that the mesonic correc-
tions to impulse-approximation calculations of the 7t- and 2I' emission rates for the light hypernuclei will be
small.

I. INTRODUCTION

E consider here the simplest mechanisms which
~

~

might account for the observed decay' '

«He4 —+ (nucleons)+sr+ (1.1)

and calculate the branching ratio of this mode (experi-
mentally estimateds at about 0.029&0.01) relative to

*This work is supported by the U. S. Atomic Energy Com-
mission

t Present address: Laboratory for Nuclear Science, Cornell
University, Ithaca, New York.
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the mode
AHe4 -+ (nucleons)+ m (1 2)

{a) '

FIG. 1. Contributions found most important: (a) S-wave decay
of a virtual Z+ state; (b) charge exchange on a proton of a m' from
A decay.

' B. W. Lee, Phys. Rev. Letters 12, 83 (1964).

for various assumptions concerning the strong and weak
baryon-pion couplings. Our major result is that the
observed rate for the decay (1.1) can be explained as
due to constructive interference between the two
processes represented in Fig. 1 which give s.+/rr =0.015.
The constructive interference is compatible with the
relative phases of the nonleptonic decay interactions
obtained by Lee' in fitting the experimental data to a


