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Ionization Rates of Holes and Electrons in Silicon
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The ionization rates of charge carriers in silicon have been measured and fit to the recent theoretical cal-
culations of Baraff; in contrast, none of the existing published data could be fit to these theoretical curves.
The study has been made using microplasma-free junctions of demonstrably high, uniform local multiplica-
tion. A new and considerably simplified approach to the problem of extracting the ionization rates from
the multiplication data has been used. By employing much more precise control of the electron and hole
currents used to initiate the multiplication process, the hole ionization rate at electric fields less than 309
kV/cm is found to be more than an order oi magnitude smaller than any previously published measurements.
Hole and electron ionization rates have been measured in the same junction and consequently in the identical
scattering environment. The threshold energy is determined to be Eg &E;& 1.5Eg, and the mean free path for
scattering of high-energy electrons is 50 A&~, &70 A and for energetic holes 30 A&X&&45 A. Measurement
of ionization rates at various temperatures substantiates the assumption that the energy-loss mechanism is
the emission of optical phonons. In addition, significant differences of the electrical breakdown characteris-
tics of microplasma-free junctions are discussed as well as their preparation.
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INTRODUCTION AND SUMMARY

~ l" '~POX the completion of a new theoretical study of
the field dependence of the ionization rates of mo-

bile charge carriers in semiconductors, it was discon-
certing to discover that the existing experimentally de-
termined rates in silicon' ' could not be fitted to the
theory with any reasonable values of the adjustable
parameters. The three adjustable parameters are the
threshold energy E;, the total mean free path for scat-
tering X, and a constant energy loss associated with scat-
tering. This last parameter is simply the energy of the
transverse optical phonon Eg, when emission of optical
phonons is the dominant scattering mechanism for par-
ticle energies greater than Eg.

Although Baraff's analysis represents a considerable
advance over the previous investigations of Wolff' and
Shockley' in that no assumptions are made concerning
the shape of the distribution function and in the ap-
propriate limits the field dependences are the same as
the Wolff and Shockley theories, it is well to remember
that there still remain important simplifying assump-
tions. These simplifications assume that scattering proc-
esses are only dependent on energy and are isotropic
and further, they neglect the multivalley anisotropic
band structure of most semiconductors by assumimg

simple parabolic bands. It was not, of course, expected
that these simplifications would cause severe departures
from a reasonable description of the physical situation,
but only comparison with experiment could decide this
question in a rather simple way.

The first encouraging experimental comparison with

Bara6's analysis was published by Logan et aL' for the
ionization rates of electrons in gallium arsenide p-e
junctions. The field dependence was found to be charac-
teristic of the result obtained by Wo16 and the fit to
the new curves determined a threshold energy of 1.7 eV
and a total mean free path for scattering of 15 A. This
fitting of the GaAs data stood in contrast to the intract-
ability of the published silicon data. A subsequent re-

view of the literature on silicon revealed several areas
for improvement both experimentally and theoretically.
These considerations have resulted in the study reported
here.

The new ionization-rate data, which can be fitted
satisfactorily to the curves calculated by Baraff, showed

signihcant diRerences upon comparison with earlier

data. ' ' For electrons, the ionization rate versus the
reciprocal field exhibits a steeper slope than the old data
and is somewhat greater in magnitude; it is this steeper
slope which is crucial in obtaining a fit to the theoretical
curves. Further, the new data for holes, in addition to
exhibiting a steeper slope of the ionization rate versus

reciprocal field, is approximately a factor of 50 less than
the corresponding electron ionization rate measured in

the same junction. The largest previously reported dif-

ference' in the ionization rates was a factor of 5 and in

all of the previous measurements the comparison of

rates is obscured by the possibility of different scatter-
ing environments in the complimentary junctions used.

It is estimated that the success of these measurements
lies in three areas of improvement: Firstly, considerable
technological improvements have been achieved which

permit the study of p-e junctions free of microplasma
defects'; secondly, a new approach to extracting ioniza-
tion rates from the multiplication data has been used

R. A. Logan, A. G. Chynowcth, and G. B. Cohen, Phys. Rev.
128, 2518 (1962).

There has heen a recent attempt to study ionization rates
in silicon junctions free of microplasmas. This paper (Ref. 2) did
not properly account for the capacitance of a guard-ring structure
and thus erred in the calculation of the junction fields,
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FIG. 1. Variation of capacitance versus reverse bias for two
pvn+ diodes with different resistivities of the epitaxially grown
v region.

that permits one to obtain an exact solution of the inte-
gral equations Lsee Eqs. (7a) and (7b)$ when the multi-
plication as initiated by electrons and holes is measured
in the same junction; and finally, much more precise
control of the purity of hole and electron currents which
initiate the multiplication process has been employed.

The paper is divided roughly into four parts. The
first section describes the impurity distributions of the
junctions and the corresponding electric-held distribu-
tions. Standard fabrication techniques are indicated and
significant departures from these methods are discussed.
The second part describes the multiplication properties
of microplasma-free junctions with particular attention
devoted to the local multiplication as a function of bias.
Significant differences in the electrical behavior at
breakdown are also discussed. The third section de-
scribes the calculation of the ionization rates from the
multiplication; this calculation uses a new and consider-
ably simplified approach to the problem. A comparison
and discussion of the ionization rates with respect to
the earlier published data is also given. The fourth and
last section discusses the fitting of the ionization rate
data to the theoretical curves calculated by BaraR and
the interpretation of the parameters resulting from that
fit. In addition, it is shown that the measured tempera-
ture variation of the ionization rate leads to a tempera-
ture variation of the mean free path for scattering that

UNIFORM FIELD STRUCTURES

The field in a pve+ junction is uniform if (1) the mid-
dle v region is sufficiently lightly doped that a negli-

gibly small field change occurs across it and (2) the end
regions are suKciently heavily doped and sharply step-
ped in concentration. To achieve this device, a high re-
sistivity m-type epitaxial layer, approximately 7 p thick,
was grown on an n+ substrate of resistivity, 0.005 0-cm
(Xo——1.4X10' cm '). The surface was then oxidized
using a masking technique that left windows, approxi-
mately 10 mils in diameter through which boron was
diffused to a depth of approximately 3 p, to form the
p-type contact. Electrical contact to the p-layer was
made by the evaporation and alloying of a concentric
ring of aluminum 7 mils in diameter and 2 mils in
width to which a gold wire was bonded. Contact to the
e+ base was acheived by gold bonding the wafer to a
conventional header.

It is noted that the oxide protection to the junction
edges at the surface was not disturbed by the subsequent
formation of the contacts and that Ohmic series resis-
tance eRects were negligible throughout the range of
currents used in this study (I(10 ' A).

The bias dependence of the capacity was measured to
within 10 volts of breakdown. Curves A and 8 of Fig. 1

are plots of C ' versus U for two typical junctions with
epitaxial layer resistivities of 30 and 1.5 Q-cm, respec-
tively. It is seen that after an initial linear rise a change
in slope develops which is caused by the space charge
barrier moving from the v region into the e+ material.
The capacitance at this bias (which may be more easily
located on a log C versus log V plot) corresponds to a
space-charge width equal to the v region, the latter being
equal to that directly measured with conventional bevel-
ling and staining techniques on an adjacent portion of
the structure. This result was verified on many units of
varying epitaxial layer resistivities for which applied
biases at punch-through U„varied from almost zero for
curve A to values in excess of 100 V. Moreover, the
width of the space charge barrier at U„asestimated
from the epitaxial layer resistivity, was in good agree-
ment with that obtained from other techniques.

The built-in voltage V, for junctions with large V„
(Fig. 1, curve 8) was 0.6 V; for junction A, however,
U;=0.3 V. The concentration gradient inferred from
the linear slope of the forward bias portion of curve A
is 2&10" cm . For a linearly graded junction, this
gradient would imply a higher value of U, . The smaller
measured value, however, is a consequence of the asym-
metry of the doping profile. Qualitatively one may
understand the difference by noting Lwith the aid of
Eq. (2)j that the less rapid termination of the electric
field on the lightly doped side is the dominating contri-
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bution leading to a slightly smaller junction width and
potential at zero bias.

After each epitaxial layer growth and each complete
diffusion cycle, the layer depths were determined and
the sheet resistivity measured. The donors in the n+ sub-
strate diffused about 1 p, into the epitaxial layer during
the cumulative heat treatments used in processing the
structure. The ~ layer was therefore about 3 p thick. The
p-type boron layer was approximately Gaussian in shape
with a surface concentration of 5& 10' cm 3.

Typical semilogarithmic plots of the reverse current
versus applied bias are shown in Fig. 2. Curve C, one
of the diodes used in the multiplication studies to be
described in a later section, shows a sharp breakdown
at 98 V. The prebreakdown current is estimated to be
due to imperfection in the oxide protection of the junc-
tion surface and to recombination generation current in
the space-charge region. The reverse characteristic
shown in curve D of Fig. 2 is that of a junction similar
to that of curve C; the prebreakdown current, however,
is about an order of magnitude smaller. This variation
is typical of that encountered in these units and is
ascribed to surface effects. Semilogarithmic plots of
the forward current versus bias are linear in the current
range 10 '—10 ' A, with a slope of q/1. 7 kT. The slope
is indicative of carrier generation in the transition re-
gion. The reverse-bias breakdown voltage decreased
with decreasing temperature as expected for avalanche
multiplication.

At biases higher than V„,the space-charge region
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FIG. 3. Junction transition width versus reverse bias for two
of the exponentially graded diodes used to determine ionization
rates.

penetrates very slowly into the p and e+ regions. In
fact, the width changes less than 5% over the bias range
V~/2& V(V~ where the multiplication is measured.
The pvm+ structure with V„&1V, therefore, closely
approximates a uniform field junction; the field in this
case is given by 8—8„=(V,+V,—V~)/W„where W, is
the space charge width corresponding to V„and h„is
the maximum field corresponding to V„.
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FiG. 2. Semilogarithmic plots of reverse current versus applied
bias for typical units studied; curves A and B are graded junctions
and curves C and D are pvn+ uniform field structures.

The graded junctions studied were prepared by
vacuum diffusion in an apparatus whose characteristics
have been described elsewhere. "The characteristic fea-
ture of this system is the exponential distribution of the
diffused inpurities generated by the particular boundary
conditions prevailing when equilibrium at constant va-
por pressure of the impurities is reached. This distribu-
tion is simply the result of the silicon surface evaporat-
ing at a rate equal to the quotient of the diffusion current
of impurities and the equilibrium concentration at the
surface. The shape of the distribution, as will be shown,
is an important consideration in computing the electric-
field distribution of the junction and also in calculating
the ionization rates.

The capacity measurements as a function of the re-
verse bias, which are used in the calculation of the elec-

' R. L. Batdorf and F. M. Smits, J. Appl. Phys. 30, 259 (1959).
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where u= w/L. Then from—previous measurements of
the distribution of impurities in these diffused layers
formed at 1300'C we find that

L(phosphorus) =0.7 p,
L(gallium) = 1.4 p.

The dimensionless width co for units 12H and 29-9
does not exceed a value of 3. For this limiting width the
corrections of the maximum field of such an exponen-
tially graded junction from that of a linearly graded
junction amount to only a few percent. The effect of
these 6eld corrections upon the calculation of the ioniza-
tion rate will be considered later.

The problem of making microplasma-free junctions
is a complex one and cannot be discussed in a com-
pletely satisfactory way; because in spite of the recipes
in hand for preventing the formation of microplasmas
and for reintroducing them in a controlled fashion, the
details of their formation have not yet been understood.
The techniques we have used, however, clearly indicate
that microplasmas are associated with the precipitation
of unknown impurities at defects in the silicon crystal.
The evidence for this conclusion is that under conditions
where the contamination during processing of the junc-
tions is held to an extremely low level (& 10"cm ') and

tric fields of the junctions studied, are plotted in Fig. 3.
Unit 12H is a gallium-diffused layer of 5.5 p thickness
on n-type material, and unit 29-9 is a phosphorous-
diffused layer of 3 p, thickness on p-type crystal. The
material of unit 12H was a pulled crystal of moderate
dislocation density (=104/cm'), while unit 29-9 was
made from a crystal pulled using an after heater to
straighten out the liquid-solid interface so that the re-
sulting dislocation density was &10/cm'.

As we have already mentioned, the impurity distribu-
tion in these diffused junctions is exponential so that
in the neighborhood of the junction the net chemical
impurity has the following distribution

E(x)= &Ars(1 —e
—i~) (1)

where the positive sign is for donors and the negative
sign for acceptors, Nq is the background doping of the
crystal, and the origin is at the position of exact compen-
sation. The symbol L represents the characteristic decre-
ment of the diffusant that is established at a particular
diffusion temperature. Then employing elementary con-
siderations of fixed space charge and sharp boundaries
of the exhaustion region one arrives at simple expres-
sions for the potential difference and the maximum elec-
tric held as a function of the width m of the space-charge
region

where material with a very low degree of crystal i r.per-
fection is used we observe the lowest incidence of micro-
plasmas. Further, when a microplasma-free junction is
heat treated under conditions known to enhance the
precipitation of impurities, microplasmas may be intro-
duced into the junction if such impurities are present
during the heat treatment.

The vacuum diffusion system described is particularly
suited to achieving a low level of contamination. All

parts of the system to which the silicon is exposed during
diffusion are bakeable in situ at temperatures in excess
of 2000'C. Tantalum is the only material directly con-

tacting the silicon; and, obviously within the context
of these experiments, it does not introduce any dele-

terious contamination.
Although the vacuum diffusion system may possess

some inherent advantages in the degree of cleanliness

obtainable, the more conventional open-tube diffusion

techniques are also capable of producing microplasma-
free junctions. The first success in making such junctions
was reported by Batdorf et al." and they described a
guard-ring structure made by open-tube diffusion and
oxide-masking techniques. These techniques along with

a considerable number of refinements and additions have
been used to make the pve+ uniform-field structure de-

scribed in the first section. This pvn+ structure com-

prises the collector junction of the silicon "planar" tran-
sistor. Indeed, the techniques and results of the methods
used in fabricating the pvm+ structure are quite similar

to those described by Goetzberger et al."for the guard-

ring structure they describe in their paper.
Here too, for these more conventional methods, the

progressive and painstaking efforts to reduce contamina-

tion, initially undertaken in the interests of greater
reliability and process control, have resulted in an en-

vironment where there is very little precipitation of

impurities on crystalline defects. It should be noted,
at this point, that since the pvvi+ structure was made in

an epitaxial layer with a considerable degree of crystal
imperfection, it is clear that the occurrence of a high

dislocation density per se does not prevent the fabrica-

tion of microplasma-free junctions; Goetzberger et al."
cite a similar experience in this respect. Our experience
with vacuum diffusion, however, would allow us to make

the further observation that the density of micro-

plasmas qualitatively correlates with the density of dis-

locations in materials processed in a given diffusion run.

ELECTRICAL BREAKDOWN AND MULTIPLICATION
CHARACTERISTICS

The techniques used to observe the multiplication
and electrical breakdown noise are similar in principle
to those used by previous investigators but they differ

in the degree of refinement of the apparatus. For ex-

"R. I.. Batdorf, A. G. Chyno~veth, G. C. Dacey, and P. W.
Foy, J. Appl. Phys. 31, 1153 (1960).

'~A. Goetzberger, B. McDonald, R. H. Haitz, and R, M,
Scarlett, J. Appl. Phys. 34, 1591 (1963)i,



ION I ZAT ION RATES OF HOLES AN 0 ELECTRONS I N Si

I'n. 4. Schematic of the experi-
mental arrangement for measurement
of the local multiplication.
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ample, in conjunction with the usual chopped light
source and synchronous detector we have found it es-
sential to precisely control the illumination of the junc-
tion with regard to both the wavelength of the radiation
and control of the scattered radiation. Towards this end
we have used the objective of a Zeiss Standard GFL
microscope to image an iris diaphragm on the surface
of the diode (see Fig. 4). A micromanipulator was con-
structed so as to permit use of objectives with working
distances as short as 0.5 rnm. For fine control of move-
ment in the x,y plane, the bed of a toolmaker's micro-
scope was utilized in such a fashion that the junction
could be moved under the light spot imaged by the
microscope objective. This arrangement permitted
simultaneous viewing and measurement of the multipli-
cation of areas of the junction from 1 mm in diameter
down to 20 p. Lastly, provision was made for simultane-
ous observation of the electrical noise; the signal across
a 100-ohm resistor in series with the diode was amplified
by three cascaded Spencer-Kennedy distributed ampli-
fiers whose output was fed into a Model-545 Tektronix
oscilloscope.

With the intent of obtaining ionization rates of holes
and electrons in silicon from junction multiplication
measurements, it is of primary importance to assess the
uniformity of the local multiplication over the junction
area. With the exception of the work of Kikuchi and
Tachihawa" this problem has been neglected in favor
of the more accessible observations concerning the uni-
formity (or nonuniformity) of the light emission and

'3 M. Kikuchi and K. Tachihawa, J. Phys. Soc. Japan 14, 1830
(1959); 15, 835 (1960); M. Kikuchi, ibid. 15, 1822 (1960).

electrical noise at breakdown. The uniformity of multi-
plication that we have been able to acheive is illustrated
in Fig. 5. Figure 5(a) is a photograph of an etched junc-
tion, approximately 16 mils in diameter, showing the
periphery of the mesa and the phosphor-bronze point
contacting the surface layer in the lower right-hand
corner. In the accompanying photograph, Fig. 5(b), the
x,y plane is coincident with the plane of the junction
and the multiplied photocurrent is plotted on the verti-
cal axis. The orientation is approximately the same as
that in Fig. 5 (a), and the depression in the photocurrent
results from the shadow of the point contacting the
layer. Each profile in Fig. 5(b) represents a recorder
trace of the multiplied photocurrent from a 1-mil spot
of light as it traverses the junction; the separation of
the traces is also 1 mil.

The top of the cards represents a multiplication of
100 and is seen to be uniform to a few percent over the
area of the junction. At lower multiplicatiorIs the varia-
tions in the local multiplication decrease, and in the
range where the ionization rates are calculated they are
less than 1%. As one examines the multiplication be-
havior in the range above 100, however, a rapid increase
in the local variations is observed. In fact, at a mean
multiplication level of 10' the junction illustrated in
Fig. 5 had variations of almost an order of magnitude
between the areas of minimum and maximum multipli-
cation. The areas of peak multiplication are in general,
but not exclusively, associated with minute defects
which can just be barely observed on the surface; and
in the breakdown region these areas are associated with
spots of light.
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(a)

The pulses of Fig. 7, however, show that the pulse
height increases with the bias until the decreasing junc-
tion impedance produces an overriding attenuation of
the signal. The pulse width is determined by the associ-
ated circuitry and is not representative of the junction
itself. We know from the measurements of the local
multiplication that for very high values the peak multi-
plication is localized at only a few places in the junction.
It is then a consistent interpretation to regard the ob-
served pulses as due to a single minority carrier entering
one of these localized regions when the multiplication
of that region is of the order of 10' or 10'. Were it not for
the localized nature of these regions of high multipli-
cation, the time resolution of our circuitry would prob-
ably be insufFicient to resolve the pulses arising from
the saturation current of the entire junction.

The multiplication data from which the ionization
rates are determined are shown in Figs. 8, 9, and 10.
The photocurrent ot' the uniform Geld structure (Pvn+)
in Fig. 8 shows an initial sharp rise at low bias but this
bias range is still in excess of that required for extending
the space charge region through the v layer. A parallel
observation is found with other p-s-e structures in that
the photocurrent increases until the electric fields in the
intrinsic layer are suKciently high to bring the drift
velocity of carriers well into the region of saturation.
The remaining increase of photocurrent in the middle
region of bias may be attributed to several small changes
in the collection efficiency; the multiplication in this
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pro. 5. (a) photograph of etched mesa of exponentially graded
junction. (b) Local multiplied photocurrent of junction pictured
in Fig. 5 (a). The x, y plane is coincident with the plane of the junc-
tion. Each profile represents a recorder trace of a 1-mil light spot
traversing the junction. The separation of the traces is also 1 mil.
The mean multiplication is 100 and the depression arises from
the shadowing by the point contacting the surface.

The accompanying electrical characteristics of the
breakdown region provide evidence for the microplasma-
free nature of these junctions. Further, they may be
interpreted in a manner consistent with the observed
multiplication characteristics. A typical current-voltage
characteristic is shown in Fig. 6. The rise of current in
the breakdown region is seen to be exponential without
abrupt rises characteristic of microplasmas. Much more
direct evidence, however, is obtained from direct obser-
vation of the pulses generated in the breakdown region.
The set of photographs in Fig. 7 show oscillograph
traces of these pulses as a function of junction voltage.
It is characteristic of a microplasma that the pulse
height saturates and the period of time it remains
switched on increases progressively with the voltage
until the microplasma remains switched on all the time.
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case is determined by using a sloping base line and the
Anal errors on the ionization rate reflect the error intro-
duced by this procedure.

The photoresponse of unit 12H is shown in Fig. 9 for
constant electrical gain and progressively decreasing
light intensity. The illumination in this case was the
green line of mercury (5641 A); the light was also re-
stricted to the surface layer which was gallium doped
and 5.5 p thick.

Figure 10 shows the multiplication data of unit 29-9
the surface layer of which was phosphorous doped and
3 p, thick. The curve taken with penetrating radiation

(tungsten lamp plus silicon ftlter 1 mm thick) gives the
multiplication characteristic of that initiated by elec-
trons. The other curve taken with nonpenetrating radia-
tion (4360 A) is the multiplication characteristic as in-
itiated by holes. Since the attenuation of the 4360 A
radiation in a distance of 3 p, is considerably in excess
of 10' it is obvious that the control of scattered radia-
tion which may strike the periphery of the junction is
quite important.

We have stated that the curve taken with penetrating
radiation in Fig. 10 was characteristic of electrons but
it must be noted that the saturation photocurrent is
contaminated with holes. A rough estimate of the ratio
of the hole and electron currents is the ratio of the
surface-layer thickness to the diffusion length of elec-
trons in the p-type body. It is evident from a comparison
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FIG. 9. Photoresponse of an ex-
ponentially graded junction versus
bias for progressively decreasing light
intensity.
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duced various simplifications, but in light of the hereto-
fore unrealized magnitude of the difference in the ion-
ization rates it can be shown that these simplifications
introduce undesirably large errors.

In order to e6ect some simplification of the problem
it is instructive to consider a slight generalization of the
situation considered by Miller. " Instead of just con-
sidering that a pure electron or hole current initiates
the multiplication, let us examine the consequence of
using a mixture of holes and electrons. This situation is
illustrated in Fig. 11. The accompanying differential
equation takes the form"

If we then define
4-

?!
O
0

O
O

. x
J.=—(J,+J„,), (5c)

UNIT 29-9

and use the boundary conditions that J (0)=J
„

J„(w)=J„„the solution of Eq. (4) is

(1—k)

10 l5 20
I I

BIAS t Vol tS)

50
1—0+k exp

FIG. 10. Photoresponse of junction in which the ionization rates
of holes and electrons were measured.

n exp — (n P)dx' d—x

of the electron and hole curves of Fig. 10 that the ion-
ization rate of holes is considerably smaller than that
of electrons and in this case the hole contamination of
the electron current leads essentially to a base-line cor-
rection. Estimates of the body lifetime from diode stor-
age times indicate with the aid of Kq. (6) of the next
section an error in the ionization rates of less than 15%
and this is included in the final error estimate.

k exp

1—0+k exp

(n —P)dx

(n —P)dx

IONIZATION RATES OF ELECTRONS AND HOLES X P exp (n —p)dx' dx. (6)

The problem of calculating the ionization rates from
the multiplication has always centered on the difFiculties
of solving the integral equations relating these quanti-
ties. The case of equal ionization rates is a tractable one
and Me@ay'4 first gave solutions for junctions with
linear and parabolic field distributions. The subsequent
realization that the ionization rates were substantially
different led to the generalization presented by Miller. "
In the same paper Miller also presented a series solution
for a linear field distribution that is characteristic of a
step junction. There remained, however, the much
more dificult cases of the parabolic field distribution
and distributions intermediate between this and a linear
field distribution. Many investigators' ' ""have intro-

' K. G. McKay, Phys. Rev. 94, 877 (1954).
's S. I.. Miller, Phys. Rev. 99, 1234 (1955).
' B. M. Wul and A. P. Shotov, Solid-State Physics and Flec-

tronscs Tetecommttlecatcons (Academic Press Inc. , New York,
1960), Vol. I, p. 491.

When a pure electron or hole current (k=0, 1, respec-

Jns =

n~(electrons) ~

I I

I IIi
I I

I I

II
I

I I

I I
I 1

I 1

X X+dX

na t holes)

W ~ X

Fzo. 11. Schematic of junction quantities used to derive the
multiplication when the saturation current is a mixture of holes
and electrons.

The derivations of Miller (Ref. 15) and of McKay {Ref. 14)
neglected the different velocities of holes and electrons by writing
the diGerential equation (4) in terms of densities. The slight in-
accuracy is immaterial since the end result Eq. (6) is the same
in either case.
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tively) is used to initiate the multiplication, Eq. (6)
yields the pair

n exp — (n —P)dx' dx, (7a)
0

P exp (n P)dx—' dx. (7b)

1
1—

3E„
P exp (n —P)dx' dx.

0

(8)

Equation (7a) is, of course, identical to that given
by Miller. To obtain the equation equivalent to (7b),
however, Miller stated, quite correctly, that one need
only interchange the n and P of Eq. (7a) to obtain

lO'

hlI-

~ Io~
O

M

a

v J'J
v JJJ

o Jv

holes b,
UNIT 29-9

6AGss
electrons

~ UNIT 12H

,~ UNIT 43J
J
I

I
I I

I
I

The diRerence between Eqs. (7b) and (8) resides in the
fact that, tacitly, the Geld has been turned around in
Eq. (8).

Although this may seem to be a trivial point, it has
proved nevertheless an elusive one, for when the forms
of Eqs. (7a) and (7b) are considered, in contrast to that
of Eqs. (7a) and (8), it becomes obvious upon multiply-
ing (7b) by exp/ —JI'I"(n—p)dx7 that the former pair
may be combined to give the result

loa—

I

3.0
I I

4.0 4.S
4 ' lcm/volt)

I

S.O S.SXIO-I

Fn. 12. Ionization rates of holes and electrons versus
reciprocal Geld for the various units studied.

(n —p)dr= in(M. /M, ). (9)

=2 exp (n P)dy—

o.'cosh (n —P)dy' dy, (10a)

"Since the authors 6rst reported on this work LC. A. Lee,
R. A. Logan, R. L. Batdorf, J. J. Kleimack, and W. Wiegmann,
Bull. Am. Phys. Soc. 7, 536 (1962)j, N. R. Howard D. Electron.
Control 13, 537 (1962)j has independently arrived at Eqs. (7a).
(7b) and (9). Unfortunately the multiplication data used by How-
ard are shown by us in this paper to be deGcient in the establish-
ment of the proper boundary conditions; thus, it is difBcult to
assess the meaningfulness of Howard's results.

This integral equation may be solved to yield the in-
complete integral in the square brackets of Eqs. (7a)
and (7b). When the kernels are known, the resulting
mathematical simplification of the solution of Eqs. (7a)
and (7b) for n and P strongly recommends making the
measurement of M and M„in the same junction. "
Indeed, when the physical reasons for comparing the
electron and hole ionization rates in the same scattering
environment are appreciated, it is eminently worth the
additional experimental eGort required.

The graded junctions we have examined are close
approximations to a parabolic field distribution and for
this case Eqs. (7a) and (7b) take the form

1— =2 expM„p(n —P)dy

P cosh (n —P)dy' dy, (10b)

where dy=—dL —(w/2)(1 —8/h„)'"j. Deviations from
this parabolic Geld distribution that arise from the ex-
ponential distribution of impurities in our graded junc-
tions and the consequent eff'ect on the ionization rate
are considered in Appendix A. Also, the numerical so-
lutions of Eqs. (10a) and (10b) have been kept quite
simple so that the accuracy is consistent with the ex-
perimental uncertainties. A description of the explicit
procedure may be found in Appendix B.

It should be noted that the stratagem of restricting
the calculation of the ionization rates to values of M
very close to unity cannot be used with any reasonable
accuracy to compute the smaller ionization rate if it is
appreciably smaller. As is the case in silicon, the feed-
back eRects of electrons Lrepresented by the term
J"(n —P)$ are appreciable throughout the range where
multiplication that is initiated by a hole current may
be measured.

The ionization rates of the junctions we have de-
scribed are shown in Fig. 12. The breakdown voltages
range from 6 to 98 V. For the most part, the electron
ionization rates of the different units are in relative
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F&G. 13. Fit of the electron ionization rate to one of Baraff's
curves for junctions with breakdown voltages ranging from 6 to
95 V.

agreement except for unit 43. This last unit is the uni-
form field structure (Pre+) and the coincidence of the
electron ionization rate of this unit with the hole data
of unit 29-9 is fortuitous.

In comparing the electron ionization rates of units
12H and 29-9 with earlier data' ' we find the magnitude
is some 50—60% greater than the older data. Further,
the slope of the ionization rate versus reciprocal field is
significantly greater than that of the older data. As we

shall discuss in more detail in the next section, when the
slope of the experimental data is less than a certain
critical value, a fit to the theoretical curves is impossible
for any reasonable values of the adjustable parameters.
It is felt that the more satisfactory slope of the present
data may stem from the microplasma-free nature of the
junction& used in this study.

The most significant departure from previously pub-
lished data is the hole ionization rate of unit 29-9.
Previous work on silicon' ' has cited a factor ranging
from 4 to 5 in comparing the ionization rate of electrons
to that of holes. The hole data of unit 29-9 is smaller
than the older data' by another order of magnitude.
Although the comparison of rates of the previous data
may suffer some uncertainty because holes and electrons
were measured in complementary junctions, we feel,
rather, the main difference of the present data lies in the
experimental establishment of a purer hole current to

initiate the multiplication process. The comparative
smallness of the ionization rate of holes requires that
the hole current used to initiate the multiplication be
pure to a fraction of a percent. The conclusion is inescap-
able that previous experiments covering this range of
electric field have not met this requirement.

Lastly, a qualitative explanation of the markedly dif-
ferent ionization rate of unit 43 may be found in the
significantly different scattering environment the elec-
trons encounter in this structure; the near intrinsic
region w'as an epitaxially grown layer with a consider-
able degree of crystal imperfection. A measure of this
imperfection is the degradation of the conductivity mo-
bility reported in similar layers of germanium. "In addi-
tion, it has been found that the imperfections are pro-
nounced in the region near the interface. "

The circumstance that unit 43 has such a markedly
lower ionization rate is an exaggerated case of a problem
that has plagued these measurements from the begin-
ning. A unique ionization rate is attainable only in the
limit of measurements of a perfect crystal. We cannot
assert, of course, how close these measurements are to
this limit, but we have chosen to present measurements
of crystals ranging from those with moderate to those
with very low dislocation densities; and in addition the
processing has introduced a minimal degree of contam-
ination. From this sort of comparison one may at least
obtain a qualitative assessment of the effect of these
physical variables on the ionization rate.

COMPARISON OF IONIZATION RATES
TO THEORY

The issue of primary importance is the comparison
of the observed field dependence of the ionization rates
with that of the recent calculation by Baraff. ' The cen-
tral feature of this calculation is the derivation of an
integral equation involving a space and energy-depend-
ent collision density from the Boltzmann equation
under the assumption that the scattering probability
depends only on the energy. With a further assumption
concerning the fraction of ionizing collisions as a func-
tion of energy one can obtain, by integrating the product
of this fraction and the collision density over all ener-

gies, the density of ionizing collisions as a function of
distance. The usual ionization rate per unit path length
is then defined as the reciprocal of the average distance
a particle travels down the field (from the point of re-
lease until the 6rst ionizing collision) subject to this
density of ionizing collisions. The set of universal curves
to which we shall fit the experimental data have been
calculated numerically using the assumption of simple
parabolic bands and a constant mean free path. In fit-
ting these curves there are three physical parameters of
importance: The total mean free path for scattering, X;

"R.P. Ruth, J. C. Marinace, and W. C. Dunlap, Jr, , J. Appl.
Phys, 31, 995 (1960).I D. Kahng, C. O. Thomas, and R. C. Manz, J. Electrochem.
Soc. 109, 1106 i1962l.
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the ionization threshold energy, E;; and a constant en-

ergy loss associated with the scattering which is assumed
to be equal to the transverse optical phonon energy, E&.
This last assumption, of optical phonon emission, is
substantiated by measurements of the temperature de-
pendence of the ionization rate which will be discussed
at the end of this section.

Using a transverse optical-phonon energy of 0.06 eV"
and a threshold energy of 1.6 eV, we have 6tted both
the electron and hole ionization-rate data by adjusting
the mean free path for scattering as shown in Figs. 13
and 14. Although we have chosen a threshold energy of
one and a half times the energy gap in these figures, the
uncertainties of the experimental data would give an
equally good fit for any choice of threshold energy in the
range E,&E;(1.5E, with an appropriate adjustment
of P. A way of assessing the quality of the fI.t is to plot
the value of 'A which matches an experimental point to
the appropriate member of the family of theoretical
curves versus E; and compare this curve to a similar
curve which gives the P chosen to correctly match the
slope of the experimental data to that of the appropriate
theoretical curve as a function of E;. The two resulting
curves are approximately parallel in the range E,(E;
&1.5E, and diverge for E;&1.5E,.

This process of adjusting the position and slope of
the experimental data reveals the explicit difIicult. y of
itting the earlier published data on silicon."When an
experimental point of that published data is matched to
a theoretical curve for a given E; and X, then the slope
of the experimental data is suKciently smaller than that
of the theoretical curve so that the departure of the
other points greatly exceeds the experimental error.
This situation results for any choice of threshold energy
in the range E,&E;&4E,. Further on, we shall discuss
the eQ'ect of reducing the ratio of the ionization cross
section to the total cross section in relation to improving
the 6t of the older data.

For a particular choice of threshold energy, as in Figs.
13 and 14, the uncertainty in adjusting X is only a few
angstroms. If, however, we had chosen a threshold en-

ergy close to the energy gap, X would have been some-
what smaller; e.g. , in the case of electrons X would have
been reduced from 70 A to about 50 A. Keeping inmind
this larger uncertainty in X, it is instructive to compare
the X's of the diferent units for a given choice of thresh-
hold energy. Unit 6AG35 which had a 6-V breakdown"
and unit 12H which had a breakdown of 95 V have mean
free paths for scattering of 62 and 68 A, respectively. The
electron data of unit 29-9 of Fig. 14 indicates a X of 69 A.
It appears that the varying degrees of crystal imperfec-
tion of these units do not significantly alter the total

"B.N. Brockhouse, Phys. Rev. Letters 2, 256 (1959l.
'2 Width corrections for unit 6AG35 corresponding to the dis-

tance required to reach the ionization threshold energy have not
been applied to these data. Such corrections are less than the indi-
cated experimental error and do not signi6cantly alter the inter-
pretation of these data.
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Fro. 14. Fit to theoretical curve of electron and hole ionization
rate measured in the same junction for the same threshold energy
but diferent mean free paths for scattering.

mean free path for scattering more than the expected
variations in conductivity mobility. If the contribution
to the total scattering by these crystal imperfections
and impurities is small, as we have reason to believe,
then this total mean free path for scattering closely
approaches the mean free path for optical phonon
scattering.

The electron data of unit 43 is an exception, as we
have mentioned before, because the large degree of crys-
tal imperfection in the epitaxial layer is observed to
affect P to qualitatively the same degree as it af-
fects the conductivity mobility. Indeed, one might not
expect that the characteristic energy loss of an energetic
carrier interacting with such crystal imperfections would
be the emission of optical phonons, but the ability to fit
this data to the same member of the theoretical curves

by merely adjusting X allows such an interpretation.
The hole ionization rate data of unit 29-9 may also

be fitted to the same threshold energy with a mean free
path of 44 A. It would seem logical to interpret this re-
sult for the hole data as an indication that holes are
more tightly coupled to the lattice. On this point a com-
parison to germanium becomes interesting because
there, conversely to the case in silicon, the hole ioniza-
tion rate is greater than that of electrons.

Fitting the ionization rates obtained at various tem-
peratures to the curves of Bara6 gives the temperature
variation of the mean free path X(T). This temperature
variation should correspond to the dependence of.the
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probability of optical phonon emission upon tempera-
ture. Similar considerations by Maeda and Suzuki" did
not enjoy the advantage of the more exact theoretical
treatment of Baraff, and further, they only considered
the temperature variation of the breakdown voltage
rather than that of the ionization rate; imperfections in
a junction will produce much greater variations in the
breakdown voltage than in the ionization rate which
may be measured with some accuracy at only two-thirds
of the breakdown voltage.

Using the procedures outlined above, the ionization
rate of electrons versus electric field was obtained for a
junction with a low breakdown voltage (6 V) at three
6xed temperatures: 100, 213, and 300'K. The mean free
paths obtained from fitting these data to Baraff's curves
are: X(100'K)=75 A, X(213'K)=72 A, and X(300'K)
= 68 A. The corresponding phonon-emission probabili-
ties $1+X=1+exp(—fur/kT)) are 1.001, 1.043, and
1.106 at 100, 213, and 300'K, respectively, and are in-
versely proportional to the mean free paths as expected.
Indeed, the excellence of the agreement between the
ratios of the mean free paths and the optical phonon-
emission probability raises the question of whether it
is fortuitous in view of the uncertainty in determining
E, and P. It should be noted that the agreement remains
good when comparing the ratios of a set of X's derived
from any threshold energy in the range E,&E;(1.5E,.
In order to expect good agreement one w'ould require
that E, be nearly temperature-independent, that X rep-
resent optical phonon scattering only, and that the ion-
ization cross section not be a strong function of the
temperature. In regard to this last point, Baraff's work'
shows that the ionization rate is relatively independent
of r (the ratio o,/oi, i,i); changes of a, are found to be
compensated by more or less carriers diffusing to higher
energies. The apparent likelihood of these restrictions
on E;, P, and 0-; imply that the agreement obtained for
the temperature variation should be considerably better
than the uncertainty of determining E; and X.

In view of its practical interest, we have calculated
for this junction the temperature coefficient of the
breakdown field and obtained the value Bri '(r) Sri/r)T)
=7X10 4/'K. This value is considerably larger than
values given in earlier work. The difference arises from
an unexpectedly large temperature variation of the
junction transition width at breakdown. The variation
in junction width seems to be due to carrier freeze-out
at lower temperatures; this variation in junction width
was previously thought to be negligible.

Apart from the fact that all of the electron and hole
ionization-rate data may be fitted to the theoretical
curves within the experimental error, the slopes are con-
sistently smaller than the theoretical curve. It cannot,
of course, be asserted that this difference in slope is
signi6cant but it is sufFiciently suggestive to warrant
considering a change in one of the assumptions in the

i3 K. Maeda and K. Suzuki, Japan. J. AppL Phys. 1, 193 (1962).

theoretical calculations which would improve the fit. In
his calculation of the ionization-rate curves, Baraff has
assumed that at the threshold energy the cross section
for ionizing collisions was equal to one-half the total
cross section; but, in addition, he also considers the
effect on the collision density of varying this fraction
of the cross sections from 0.05 to 1. The lower values
correspond to the indications of the work of Shockley'
and of Bartelink, Moll, and Meyer" that a very ener-
getic carrier will experience on the average several
phonon collisions before having an ionizing collision.
Thus if the cross section for an ionizing collision were

appreciably smaller than the total cross section, the
ionization rate would be decreased and a larger mean
free path would be required to 6t the experimental data
to a given theoretical curve. This larger X for a given E;
would bring the slope of the experimental data and the
theoretical curve into closer agreement.

The possibility of improving the 6t of the present data
by altering the relative cross section for ionizing col-
lisions is also pertinent to previously published data. ' '
Before it may be discussed adequately, however, it is
necessary to outline more quantitatively the magnitude
of the adjustments that can be reasonably made. In the
previous discussion we have touched upon Baraff's esti-
mation of the relatively weak dependence of the ion-
ization rate upon the ratio o;/oi, i,t. A variation of r of
almost two orders of magnitude results in a change of
e by only a factor of several. Thus if e is lowered by a
reduction in r (a reduction that may considerably exceed
the estimates of Shockley' and of Bartelink ef a/ '4) given.
ionization-rate data may be fit to these new curves by
readjusting X by less than 20'%%uo. Since the slope of the
fitted experimental data is inversely proportional to X,

one cannot reasonably expect to correct errors in slope
of more than 20%. With this magnitude of adjustment
available, it should be possible to fit the electron ion-
ization-rate data of Moll and Overstraeten' and of
Chynoweth' within a reasonable experimental error. "
The hole ionization-rate data of both these papers, how-

ever, cannot be fitted by such an adjustment because
the slopes are too small by 50—100'g/&. The hole data of
Moll and Overstraeten is distorted by the assumption
of the proportionality of the hole and electron ionization
rates and the hole data of Chynoweth was not obtained
with a sufficiently pure saturation current of holes.
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"There are reservations that must be stated for each of these
papers: (1) Moll and Overstraeten have assumed a parabolic
field distribution in solving the integral equation relating V and 0.
whereas their capacitance data indicates a step junction behavior;
the correction of this approximation (see our Appendix A) might
adversely affect the fitting of their data. (2) A portion of Chyno-
weth's data towards higher fields must be excluded,
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