PHYSICAL REVIEW VOLUME

123,

NUMBER 3 AUGUST 1, 1961

Recoil-Free Resonant Absorption in Au*"}

D. A. SHIRLEY AND M. KaPran
Lawrence Radiation Laboratory and Department of Chemistry, University of California, Berkeley, California

AND

P. Axer*
Pliysics Department, University of Illinois, Urbana, Illinots
(Received March 27, 1961)

The Massbauer absorption in Au has been measured at 4°K for

the 77-kev gamma ray emitted by Au'7 nuclei embedded in gold,

platinum, stainless steel, iron, cobalt, and nickel. In each case, a
Doppler-shift curve was measured to find the effective width and
the chemical shift. The recoil-free fractions, f, are obtained with
the aid of a straightforward analysis, which incidentally shows the
errors that can be made in f if the chemical shift and effective
width are not taken into account. The observed recoil-free emission
fractions were found to be approximately 0.06 (Au), 0.34 and
0.14 (Pt), 0.24 (steel), 0.32 (Fe), 0.27 (Co), and 0.35 (Ni). The
relative f values are correct; the correct absolute f values might
require a multiplicative correction factor that could be as small
as 0.53.

Relatively large f values were obtained when the Au®® radio-
active nuclei were in high Debye-temperature lattices composed of

I. INTRODUCTION

HIS paper presents the results of a series of ex-
periments which exploit the sensitivity of the
Mossbauer effect! to energy changes produced by the
environment of atomic nuclei. These results are based
on the observed recoil-free resonant absorption by Au'®’
nuclei of the 77-kev de-excitation gamma ray from the
first excited state of Au'’. Both the negative beta-ray
parent, Pt'*7, and the K-capture parent, Hg'", were used
in different host materials as sources. The following four
quantities have been measured for eight different com-
binations of source and absorber:

(a) the energy width of the observed resonance,

(b) the fraction of events that gave recoil-free reso-
nant absorption,

(c) the chemical-energy shifts produced by the differ-
ent Coulomb-interaction energies of the nuclear-charge
distributions (of the grourid and excited states of Au!%
nuclei) with the different electron densities character-
istic of the different environments, and

(d) the hyperfine structure which was apparent due
to the strong local magnetic fields at the Au nuclei when
‘they were embedded in hosts of metallic iron or cobalt.

Our measurements are the first experimental results
that show (i) that heavy nuclei in a host material of light
atoms can produce large recoil-free effects (as might be
implied by the Debye temperature of the host material)

+ This work was supported at the University of California by
the U. S. Atomic Energy Commission, and at the University of
Illinois by the joint program of the U. S. Atomic Energy Com-
mission and the Office of Naval Research.

* Summer visitor to Lawrence Radiation Laboratory, 1960.

1R. L. Méssbauer, Z. Physik 151, 125 (1958); Naturwissen-
schaften 45, 538 (1958); Z. Naturforsch. 14a, 211 (1959).

light nuclei. Particularly low f values were found when the largest
radiation-damage effects were expected.

The observed chemical shifts were (in units of 1076 ev): <0.13
(Au), 0.26 (Pt), 1.3 (steel), 1.4 (Fe), 1.3 (Co), and 1.1 (Ni). These
chemical shifts give information more directly interpretable than,
but related to, the optical-isotope and isomer shifts and the
Knight shift; the magnitudes of the shifts measure directly either

- the depletion or the enhancement of electron density at the radio-

active nuclei in the different lattices.

Zeeman splittings of the nuclear energy levels caused by local
magnetic fields at Au had relative magnitudes of 1.0: 0.43: <0.10
for Fe, Co, and Ni lattices. If the magnetic moment of the 77-kev
excited state in Au'’ is 1.6 nm, the local magnetic fields in Fe and
Co were 282 and 122 koe, respectively.

and (i) that nuclear states corresponding to different
proton orbitals produce particularly large chemical
shifts.

The apparent width of a resonance is quite important
in determining the fraction of recoil-free absorptions, f.
In cases in which f values have been inferred from ex-
perimental data without due regard for the apparent
width, these inferred f values are lower limits of the true
f values. Until the mechanism of line broadening is
understood in detail, complete Doppler shift curves will
be needed to deduce f values. A final interesting effect is
the improvement in the precise determination of ab-
sorber parameters that can be attained if identical
source and absorber can be used.

II. ANALYSIS OF A DOPPLER-SHIFT
MOSSBAUER EXPERIMENT

A. Complexity Introduced by Finite
Absorber Thickness

Thick absorbers introduce into Mossbauer experi-
ments the mathematical complexity typical of signifi-
cant energy-dependent absorption. An absorber con-
sisting of # atoms/cm?, each of which has an absorption
cross section, o(£), transmits a fraction 7'(E) of the
incident photons (or particles), where

T(E)=exp[—no(E)]. 1)

If the incoming beam has an energy distribution
N(E)dE, the transmitted beam has an altered energy
distribution, [NV (£) JrdE.

Frequently the absorption parameters can be de-
termined most easily by studying the total absorption,
A, that occurs as E is varied over the entire range in
which o(E) is significantly large. The absorption, 4, is
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represented by the area under a transmission curve:

A= ( fo " N(E)aE— fo i [N(E)]TdE) /

f N(E)ME. (2)

0

Measured A values are particularly important because
it is often difficult to measure [N (E)]r directly.

The familiar Lorentz form often is an adequate
representation of ¢(E):

o (E)

’
Tm

L@ (E—EN T+

where o5, is the effective maximum cross section, and I/
is the full width at half maximum. For example, the
resonant absorption of neutrons, as given by the Breit-
Wigner formula,? follows this energy dependence. The
analysis of early experiments with slow neutrons dis-
cussed the absorption implied by Egs. (1) through (3) as
well as the additional complications introduced into
neutron experiments by the thermal velocities of the
" absorbing nuclei.?* In addition to the early calculations,*
more extensive numerical results were obtained,$ and
convenient summaries of these exist.” [Of course, the
calculations given as a function of the thermal velocity
parameter A can be adapted simply to Eq. (3) by
setting A=0.]

Although these analyses (designed for resonant neu-
tron absorption experiments) could be used to help
interpret the data obtained in Mdssbauer experiments,
there are special features of the Mdssbauer experiment
which make a somewhat different approach more con-
venient. In particular, a Doppler-shift Méssbauer ex-
periment makes it quite easy to measure the absorption
as a function of energy, i.e., {N(E)—[N(E)]r}/N (E).
The specific analysis given below is designed to show
explicitly the relation between the experimental data
and both the recoil-free fractions and the various line
widths that enter into the problem.

©)

B. Standard Analysis Applicable to Finite
Absorber Thickness

In the typical Mossbauer Doppler-shift experiment, a
detector beyond the absorber counts Vg gamma rays
when conditions (such as very rapid Doppler velocities
or very high temperatures) make nuclear resonant ab-
sorption impossible. A fraction (1—f) of these gamma

2 G. Breit and E. P. Wigner, Phys. Rev. 49, 904 (1936).

3H. A. Bethe and G. Placzek, Phys. Rev. 51, 450 (1937).

4H. A. Bethe, Revs. Modern Phys. 9, 69 (1937).

5W. W. Havens, Jr., and J. Rainwater, Phys. Rev. 83, 1123
(1951); 92, 702 (1953). The latter paper also contains references to
earlier papers which included relevant graphs.

6 G. V. Dardel and R. Persson, Nature 170, 1117 (1952).

7 See, for example, D. J. Hughes, J. Nuclear Energy 1, 237
(1955) ; or J. Rainwater, Handbuch der Physik, edited by S. Fliigge
(Springer-Verlag, Berlin, 1957), Vol. XL, p. 373.
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rays have the wrong energy to be absorbed resonantly at
experimentally achievable Doppler velocities. [These
(1—f)N, gamma rays may have received large energy
shifts because of nuclear recoil at emission, or they may
be gamma rays of a quite different energy unresolved by
the detector from gamma rays of interest. Whenever
possible, the effect of gamma rays of different energy is
subtracted so that the f values usually quoted are the
fraction of gamma rays of one nominal energy, E¢/, that
are recoil-free. |

It is customary®1 to consider first the case in which
the fN, recoil-free gamma rays have Lorentz distribu-
tions with the same width, I''. Their energy distribution

* No (2/T"dE No dy
N(E)dE= f— s ,
T [(/T)(E=-E)F+1 "7 y+1

where y=2(E—E,)/T" and where E, will be different
from Ey’ of Eq. (3) if there is a chemical shift. Note that
N(E) in Eq. (4) has been normalized to fNy:

(4)

j;w J\r(E)dE=f_: N(y)dy=2j;w N(y)dy=fNo. (5)

Defining the chemical-shift parameter, C, by C
=2(Ey—EJ)/T’ gives

a(E)=

’
Tm

(y+C)2+1'

If a Doppler-shift curve is measured, the presence of a
finite C can be taken into account trivially. However,
C should be known before interpreting either data taken
at zero Doppler velocity or data taken combining
measurements appropriate to +v and —o.

A Doppler-shift curve is obtained by increasing the
relative distance between source and absorber at a rate
given by the relative velocity, +v. For a given velocity
v, the emitted gamma-ray energy £ that experiences the
cross section o,/ is E=Ey+ (v/c)Eo, where ¢ is the
velocity of light. The cross section appropriate to £ then
depends on v. Defining u= (2vEo)/(I'c), this cross
section can be expressed in terms of dimensionless
variables as

(6)

On

P EE—— 7
(y+C—up+1 @

a(y,u)=

The absorber consists of # atoms/cm? of the correct
isotope (in the correct hyperfine state if there is signifi-
cant hyperfine splitting). However, only a fraction f’
of these atoms can absorb a photon of energy near F,
without recoil; therefore, only #f’ atoms have the ef-
fective cross section given in Eq. (7). It is convenient

8 W. M. Visscher (unpublished, privately circulated notes), Los
Alamos Scientific Laboratory, Los Alamos, New Mexico.
9 E. Cotton, J. phys. radium 21, 23 (1960).
(110 R. L. Mossbauer and W. H. Wiedemann, Z. Physik 159, 33
960).
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to characterize the absorber thickness by ¢ which is
the number of absorption lengths of the absorber for
a gamma ray that is exactly resonant (i.e., i=#nf's,).

Let N(n,u) or N(i,4) be the total number of gamma
rays counted by the detector when the relative velocity
is . Then we can write

No
N(nu)= (1= f)Not+f—

) dy )
xJ el BRI

No
N(tw)= (1= f)No+f—

’ dy 2 —1
o Bewerte (o Coc R O

When #=C, the integral in Eq. (9) can be evaluated
analytically?:

N(@tC)= (A= )Not+Nee~2To(it/2),  (10)

where Jo(4t/2)=1,(¢/2) is the zero-order Bessel function
of imaginary argument evaluated at #/2.

Although N (¢,4) has not been expressed analytically,
numerical calculations have shown?® that, for <10,
[No—N(t,4)] is approximately a Lorentz line with an
apparent width, T'.5,

- Noe—N(@,C)
o= N () ]=——
C (t,w)] T T
_fNo[l-— —t2]o(i2/2) ]

T (11)

where T', increases with ¢. It is convenient to define the
line-broadening function %(f) by

Ta=21"A(1). (12)

From his numerical calculations, Visscher gives®
h(t)=14-0.135¢ for 0<t<5, (13a)
h(t)= (140.145/—0.0025) for 4<:¢<10. (13b)

Identical values of %(f) have been found for very thin
sources by Margulies and Ehrman who have also
calculated %(7) for sources of finite thickness.!

A method that has been used for finding f and f’
involves first trying to find f and ¢ from the equation:

No—N(C) N(t,%)—N(,C)
No  N(w)
— Tl—eIo(t/2)]=f5(t), (18)

11 S, Margulies and J. Ehrman, University of Illinois, Urbana,
Illinois (private communication).
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where

p()=[1—e~*"1a(t/2)] (15)
For example, ¢ has been inferred from Eq. (14) by match-
ing the data obtained with a series of absorbers and a
single source. However, because p(#) does not vary
rapidly with ¢, this procedure does not give very precise
¢ values. Furthermore, the assumed proportionality
between ¢=ns,'f’ and % is correct only if neither o,
nor f’ changes. In view of the dependence of ¢ on I
(implicit in o, as will be discussed below) and on f,
some effort should be made to control or to check on the
constancy of I' and f’. One obvious procedure (which
has not been reported explicitly) would entail obtaining
a series of nearly identical thin absorbers and stacking
these to obtain larger thicknesses. (The individual foils
could be used independently in order to verify their
identity, which is so crucial to the analysis.)

C. Determination of f’. Value of o’

Once ¢ has been determined for a given absorber,
the product o,/f’ is known. However, only an upper
limit for ¢, can be calculated from the known properties
of the excited nuclear state.

A fundamental quantum-mechanical property of
photons is that if a quantum-mechanical state has a
total width equal to its width for photon emission, the
absorption cross section at resonance is 27A%(27.x+1)/
(21,41). Tt is also relatively well known that if the
state has any other mode of decay, the absorption at
resonance decreases by the factor I',/T', where I' is the
total level width. For example, Jackson!? has emphasized
that when only internal conversion competes with
gamma-ray emission, the maximum cross section o,
becomes!?

@Lat1) 1
@I,4+1) (14a)’

om=2m

(16)

where « is the total internal-conversion coefficient,
N,/N,. Thus, if the absorption cross section is charac-
terized by a Lorentz-shape parameter I, we have

2(2[6,,,;—}—1) T,
@I,+1) 17

!
On' =2m

(17a)

If only internal conversion competes with photon emis-
sion we have I'= (14a)T',, and o,,” becomes

on' =0, /T, 17b)

The validity of Eq. (17b) can be established simply
by considering the actual absorption to be caused by
nuclei that all have the natural width, I, but have dif-
ferent resonant energies, Eo. The total area under an
absorption-cross-section curve representing the total

2 J. D. Jackson, Can. J. Phys. 33, 575 (1955).
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effect of # atoms, is #xT's,,/2, where o, is given by Eq.
(16). If the total-cross-section curve also can be repre-
sented as a Lorentz curve with ¢, and IV, this same area
is nwl'o,’/2. Tt is perhaps ironic that Jackson is some-
times quoted as the authority for using Eq. (16) rather
than Eq. (17b) as the value of ¢,,/, because the omission
of I'/T" is analogous to the omission of I',/T, which was
being corrected by Jackson.!?

These considerations make it clear that those values

of f" inferred with the aid of Eq. (16) despite a known
difference between I'V and I" should be corrected upward
by a factor of I'Y/T. Furthermore, although other f’
values that were calculated by assuming I''=T may be
correct, they might more properly be treated as lower
limits of f’ until line broadening is better understood.

Equation (17a) implies that ¢,,’ can be evaluated even
if the total conversion coefficient is unknown provided
only that Iy is known. For example, Coulomb-excitation
data often give I', directly. If the gamma-ray multi-
polarity is mixed, the mixing (as implied by relative
internal-conversion coefficients for different electronic
shells ‘or subshells) can be used to find the total T,
from the partial electric width obtained from Coulomb-
excitation experiments.

D. Determination of I

If one had a source and an absorber which were both
characterized by Lorentz lines of the same width, I,
a measurement of the experimental Doppler-curve
width, T, could be used (together with an experiment-
ally determined value of ¢) to find I with the aid of
Egs. (12) and (13). However, these equations are valid
only if the width characteristic of the source, (I7), is
equal to the absorber width, I''. Furthermore, the Dop-
pler absorption curve can be approximately Lorentzian
without implying that (I'),=T’. For example, for
a range of (I''), near IV, Eq. (12) is probably
changed only in that 2I' is replaced by [I'+(I"),].
Equation (10) would probably have a similar form, but
Egs. (11) and (14) would change because the peak ab-
sorption would be different. [Of course, if the absorp-
tion cross section, o(E), were not a Lorentz curve as
given by Eq. (3), Eq. (8) would have to be re-evaluated
to find replacements for Egs. (10)-(14).]

The only simple unambiguous situation is one in
which the natural width T' is known and in which the
observed T', implies I''= (I'’),=T. If this condition does
not hold, one may be able to draw plausible inferences
about I" from measurements with several different
sources and several different absorbers.

In the experimental work described below, we have
attempted to determine IV by using identical gold foils
as source and absorber in the hope that this would
assure the equality of (I''), and I”. This procedure has
the very important advantage of quite possibly pro-
ducing equal recoil-free fractions f and f’ in the source
and absorber.

IN Aute? 819

E. Determination of f and f’. Area Method

Consider first the absorption area under the normal-
ized Doppler-shift curve when (I'V),=T":

® ©)—N(tu
(Area)d=f+ du»zy(—t’-ﬁ%t—;s(i—)

=f+wdu—' 40 _18)
—o (uI"/T )2 +1

(Area) = (To/T") fp(O)=2ah () fp()).  (19)

The subscript d is used as a reminder that Eq. (19)
applies to the dimensionless area obtained when the
absorption is plotted as a function of the dimensionless
variable, #= (20E,/T’c). To obtain the area under an
absorption-vs-velocity curve, Eq. (19) should be multi-
plied by (I''¢/2E,) to give

Area=m(c/Eo)I" fh(2)p(1).

Equation (20a), which seems to imply that ¢ and TV
must be known to derive f from a measured area, is
somewhat misleading because of the obscurity of the
implicit dependence of ¢ on I'V and .f’. Equations that
are more informative in many circumstances can be
obtained by approximating %(z) p(¢) and by substituting
1o, f'T/T for . For small ¢, we can write

or

(20a)

™ C
Area:5 ol ff(1—0.24¢4-0.042).  (20Db)
0

Equation (20b) is accurate to within 39 for ¢<2; the
area given should be reduced by 79, for (=3, and by
229, for t=4. For 4<¢<10, to better than 39, we have

Area= (1.27/2) (¢/ Eo)T" f[1+0.20¢], (20c)
or

Area= (1.21r/2) (¢/Eo) f (I"40.20n0,, T f*),  (20d)

where the second term in brackets is twice as large as
the first when ¢{=10. Equations (20b) and (20c) are
equal at ¢t=3.

Although Eq. (20) was derived for (I'),=T", it ap-
plies equally well for an arbitrary N (E)dE emltted from
a source. [Only for (I''),=T" do we have I',=2T"A(¢);
therefore, only in this case can I'" be determined directly
from I'y and ¢.] The universal applicability of Eq. (20)
can be seen easily by considering a photon of arbitrary
energy £’ (near Fo or Ey). During a complete Doppler-
shift experiment, as v varies, this photon experiences
every possible value of transmission:

expl ——t/[l—f—(ZEEl—EO;: (W/C)Eo])z] }

Therefore, each photon of energy E’ contributes the
same area to the absorption curve as does any other
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photon in the energy range swept through resonance
during the Doppler-shift experiment.

Equation (20b) makes it clear that f for a source
could be determined rather precisely if f’ for a thin
absorber were known, even though I’ is not known
precisely. (For example, f’ might be determined directly
in a recoil-free Rayleigh-scattering experiment.’*) On
the other hand, if f’ is not known, thin-absorber ex-
periments may determine (ff’) and ¢, but they will not
give f and f individually unless IV is known (see Sec.
V. C. 2. for an example).

When an experimental_Doppler”curve is Lorentzian
with full width at half maximum, Texp, and with peak
absorption, pexp, its area is mcIexpPexp/2E0. This value
substituted into Eq. (20) gives

ANA()) T,
Pexp= o) =—1p(. (21a)
exp exp
For small ¢, we have
T
Pexp="n0m—ff'[1—0.24/14-0.0422]. (21b)
exp
For 4<¢<10, we have
, I
Pexp=1.2——1(14-0.207)
exp
T’/ r
=1.2f[—+0.201wmf’—]. (21¢)

exp exp

In the remainder of the paper we shall use T'exp oOr
T, to signify an experimentally measured width. We
reserve I'; for the width one would get when (IV),
equals IV, and T', is given by Eq. (12).

Although Egs. (20b), (20c), (21b), and (21c) give
helpful insights into the interdependence of the different
parameters, Eqgs. (20a) and (21a) are as simple as
any for the interpretation of most data. Both p(£) and
h(t) are very slowly varying functions which can be
arranged in easily usable graphical form. Furthermore,
the successive approximations often needed to solve
these primary equations converge rapidly.

III. DECAY SCHEMES OF Pt97 AND Hg!”

Both Pt17 and Hg"®" were used as sources of the 77-
kev gamma rays which are emitted during the de-excita-
tion of the first excited state of Au'”. The relevant decay
schemes are shown on the energy-level diagram of Fig. 1
mainly as an indication of the radiations that were
present. Inasmuch as our sources often contained other
radioactive isotopes, any necessary corrections for

13 C, Tzara and R. Barloutaud, Phys. Rev. Letters 4, 405 (1960).

4 K. Way et al., Nuclear Data Sheets, National Academy of
Sciences, National Research Council (U. S. Government Printing
Office, Washington, D. C.).
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Stable Au'97

F16. 1. Energy levels of Aul®” populated in the decay of Pt7 and
Hg7 (see reference 14).

radioactive decay or for other radiations in the source
were based on experimental data obtained with the
particular source. )

Of the two sources, 18-hr Pt!7 is easier to use because
it gives a particularly simple photon spectrum consisting
mainly of 77-kev gamma rays. It contains only a small
admixture of 191-kev gamma rays and 67-kev Au x rays
due to the internal conversion of the 191-kev gamma
rays. However, if nonisotopically enriched Pt is used,
4.3-day Pt'% is a strong contaminant which does con-
tribute x rays. The 65-hr Hg" is a poorer source be-
cause of the x rays arising from K capture.

The following paragraphs summarize the information
about three properties of Au®” which will be used later
in this paper. These are the internal-conversion coeffi-
cient of the 77-kev gamma ray, the lifetime of the 77-
kev state, and the magnetic moments of the ground
state and the 77-kev state. While these properties are
being given, they will be compared with those predicted
by the single-particle model if the shell states d; and
sy are associated with the ground and excited states,
respectively. This comparison and state identification
will be important later in the paper during the interpre-
tation of chemical shifts.

A. Internal Conversion Coefficient

Because the 77-kev transition is a mixture of M1
and E2 radiations, the conversion coefficient, a, cannot
be obtained directly from theory. However, measure-
ments of the relative conversion in the different L sub-
shells can be used!s!¢ together with the theoretical
internal-conversion coefficients!’'8 to obtain the frac-

15 7. W. Mihelich and A. de-Shalit, Phys. Rev. 91, 78 (1953).

16 R. Joly, J. Brunner, J. Halter, and O. Huber, Helv. Phys.
Acta 28, 403 (1955); 26, 591 (1953).

171. A. Sliv and I. M. Band, Leningrad Physico-Technical
Institute Reports, 1956 and 1958 [translation: Reports 57ICC K1
and S8ICC L1, issued by Physics Department, University of
Illinois, Urbana, Illinois (unpublished)].

18 M. E. Rose, Internal Conversion Coefficients (North-Holland
Publishing Company, Amsterdam, 1958).
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tion of the gamma rays which are £2. This fraction,
which is quite sensitively determined by the relative
subshell values, is 0.104=0.01. The resultant L-shell
conversion coefficient has added uncertainty because
of a difference between the two available theoretical
values; the values are 3.240.1'7 and 3.04-0.1.13 We
shall use the value a;,=3.1040.10. The measured rela-
tive values of the L-; M-, and N-shell conversion!® can
then be used to obtain a total internal-conversion coeffi-
cient, ar, of 3.964-0.14. In view of the difficulties in-
herent in direct measurement, this value is probably
more reliable than the lower value that was determined
experimentally.®

B. Lifetime

The measured hali-life of the 77-kev state is 1.9X107°
sec. This value together with the conversion cofficient
and branching ratio just mentioned implies a partial
M1-photon half life of 1.05X107% sec and a partial
E2-photon: half-life of 9.5X1078 sec. Compared with
the single-particle proton estimates® (with a nuclear
radius of R=1.2X1071 A%), the M1 gamma-ray transi-
tion rate is slow by a factor of about 330, whereas the
E?2 transition rate is fast by a factor of about 50.

C. Spins and Magnetic Moments

The ground-state properties of Au'®” are well known.
The measured value of the spin is 2.2 The magnetic
moment, which has been measured quite precisely by
several groups, is 0.14 nm.”? Both of these values are
in good agreement with the dj state predicted to be
low-lying by the single-particle shell model. It is there-
fore attractive to identify the 77-kev state as the pre-
dicted low-lying s; state of the shell model; this sy
state appears as the ground state in both stable §T12%3
and §T1?%.2=23 The experimental evidence for the spin
of this excited state is based on a comparison of the
measured Coulomb-excitation probability?:?* with the
E2 gamma-ray transition probability. The most pre-
cisely measured B(FE2) value?® for excitation is
(0.14_,04t92) X 10~*® cm? compared with 0.11X1078
or 0.22X107* cm? depending on whether the spin of
the 77-kev state is 3 or 3, respectively. [ The expected
B(E2) values®® are directly proportional to the fraction
of the gamma-ray transitions that are £2 and inversely
proportional to (14ar).] These data favor a spin of

19 A. W. Sunyar, Phys. Rev. 93, 653 (1955).

20S. A. Moszkowski, Phys. Rev. 83, 1071 (1951); V. F.
Weisskopf, 7bid. 83, 1073 (1951); M. Goldhaber and J. Weneser,
Ann. Rev. Nuclear Sci. 5, 1 (1956).

21 R. M. Elliott and J. Wulff, Phys. Rev. 55, 170 (1939).

2 D. Strominger, J. M. Hollander, and G. T. Seaborg, Revs.
Modern Phys. 30, 585 (1958).

2 J. E. Mack, Revs. Modern Phys. 22, 64 (1950).
(1;*511;3. M. Bernstein and H. W. Lewis, Phys. Rev. 100, 1345

).

(1255F). K. McGowan and P. H. Stelson, Phys. Rev. 109, 901

958).

26 K. Alder, A. Bohr, T. Huus, B. Mottelson, and A. Winther,
Revs. Modern Phys. 28, 432 (1956).
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1 even though, as has been pointed out,? a spin of §
for the 77-kev state cannot be excluded in view of the
uncertainties in the total conversion coefficient. Despite
this conceivable uncertainty, we shall later use this s3
assignment for the 77-kev state to estimate both its
magnetic moment, u, and the spatial distribution of
the odd proton. We shall use u=1.6 nm, the experi-
mental ‘value for the ground states of both T2 and
g1 112082228 despite the fact that with three protons
missing from a closed shell, Au®” may have a mixed
configuration.

D. Expected Widths of Doppler Curves

The minimum width of the expected resonance-ab-
sorption line can be estimated directly from the known
half-life, 1.9X10~° sec. The natural linewidth is
I'=24X10"7 ev, and the minimum experimental full
width of the Doppler curve at half maximum is
I',=4.8X 1077 ev if the absorber and source are infinitely
thin. An energy shift of 2.4X10~7 ev in a 77-kev gamma
ray can be produced by a relative velocity between
source and absorber of v= (3X10%)(2.4X10-7)/7.7X10*
=0.093 cm/sec. The total change in velocity needed to
traverse the minimum full width of the experimental
curve at half maximum is 0.186 cm/sec. Of course, larger
velocity shifts would be needed if the actual widths
T’ and (I'), were larger than T

E. Earlier Mossbauer Experiments with Au'¥’.

Measurements similar to some of those given below
have been reported.?” These earlier measurements will
be compared with ours whenever possible in the follow-
ing sections.

IV. APPARATUS

The equipment used for all of the measurements is
shown in Fig. 2. The 77-kev photons emitted by the
stationary source, .S, passed through a lead collimator
C. That part of the photon beam which was not ab-
sorbed by the gold absorber, 4, impinged on the Nal
scintillation detector, D. The secondary 73-kev Pb
X rays originating in the collimator were negligible.

In most of the experiments, the absorber was a 10-mil
disk of gold foil which was rotated by a tilted shaft.

To
Anal =
n(?r:zer
F1c. 2. Schematic dia- Pump
gram of experimental ap-
paratus. The various com-
ponents are described in the
text.

2 D. Nagle, P. P. Craig, J. G. Dash, and R. R.Reiswig, Phys.
Rev. Letters 4, 237 (1960).
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TaBLE I. Summary of experimental data for recoil-free resonant absorption of the 77-kev v ray of Au in several metals.

I 11 111 v v VI VII VIII X X X1
Au Chemi-
absorber Absorption cala.b
Production thickness area shift
Parent reaction Host  (mils) Tr./re (0.01 cm/sec) 1001 100fp 0p Oots AE/T
Group A
1 Hg¥ Au(p,m) Au 10 6.7£0.8 2.34+0.70 5.840.9 18 185 98 040.54
2 Pt? Pt(n,y) Pt 5 4.440.2 6.0 £0.4 29 &5 30 233 218 ‘e
3 Pptw? Pt(n,y) Pt 10 6.6£0.3 13.4 £3.0 34 +8 30 233 248 1.0740.21
4 Hg¥ Pt (a,3n) Pt 10 4.840.2 5.6 0.4 14.3+1.1 30 233 137 e
Group B
5 Ptw? Pt196(5,) S.S.c 10 8.04 8.9 +3.0 24 +9 e e e 5.5340.54
6 P17 Pt18(n,y) Fe 10 6.5£1.0° 12.4 £3.0 32 £8 55 467 243 5.91+0.37
7 Pt Pti9(p,y) Co 10 7.040.8° 10.5 £2.5 27 X7 53 445 205 5.1240.33
8 Ptw¥7 Pt198(n,v) Ni 10 6.5+0.6 13.8 £2.5 35 +7 53 41 255 4.624+0.33

a P is the natural width, which equals 2.4 X10~7 ev or 9.3 X10~2 cm/sec.

b All shifts correspond to emitted gamma ray whose energy is too high for resonant absorption.

¢S.S. indicates stainless steel. .
d Non-Lorentzian; quoted value is full width at half maximum.
e Estimate of each component of line with structure.

The gold was held in place by brass ribs and could easily
be replaced by a sample of different thickness. The
brass ribs did not introduce any error, but they made it
inconvenient to get a zero-motion point because all
other points properly averaged the small effect of the
brass. The shaft was turned by the synchronous motor,
M, which was driven at an easily adjustable speed by
the audio oscillator. The beam passed through the gold
at a radial distance R (measured along the gold) from
the shaft. As the foil rotated with a frequency f, the
gold atoms at the beam position had a velocity com-
ponent in the beam direction equal to 2rRf cosf, where
6=281.93 deg was the angle between the beam direction
and the plane of the gold foil. The geometry was always
maintained constant so that R=2.5 cm; thus a rota-
tional speed of 20 rpm produced an effective linear
speed of 0.74 cm/sec in the beam direction. The finite
size of the beam at the gold produced a variation of
+0.2 cm in R which resulted in a 3-89, velocity change
about the nominal value. This finite velocity resolution
was negligible when the chemical shift was small but
may have introduced a broadening of about 2%, when
steel, iron, cobalt, and nickel hosts were used. In the
remainder of the paper, we shall report the nominal
velocity of the gold absorber relative to the stationary
source; a positive velocity implies motion of the ab-
sorber away from the source. This convention seems
reasonable because v is the time rate of change of the
source-absorber distance. Earlier investigators often
used the opposite convention.

During the experiments the absorber, the lower col-
limator, and the source were all immersed in liquid
helium so that their common temperature was 4.2°K.

This simple apparatus functioned reliably and was
well-suited to the measurements to be reported. It had
the additional advantage of maintaining a constant
distance between source and absorber. On the other
hand, the apparatus requires a relatively large absorber

and would therefore be unsuitable for rare absorber
materials. Furthermore, the constant-percentage veloc-
ity spread would not be suitable for absorption patterns
with complex structure.

The detector used for the quantitative work reported
below was a 6-mm Nal scintillation crystal. This
crystal could not resolve the 77-kev gamma rays from
67-kev Au x rays or neighboring x rays. However, a
xenon-filled proportional counter was used to determine
the ratio of 77-kev photons to x rays in each experiment.

V. RESULTS AND DISCUSSION

The experimental data (except for the magnetic
effects observed with Fe and Co hosts) are summarized
in Table I together with some derived quantities. Each
of the eight lines in the table represents a different com-
bination of source and absorber. As will be noted below,
six of the entries are averages of at least two indepen-
dent runs. The following subsections explain the en-
tries and discuss the implications of the data.

A. Sources and Absorbers

The first three columns indicate the Au'®” parent used,
the reaction that produced this parent, and the host
material, respectively. The fourth column gives the
thickness of the gold absorber used. The first four lines
(group A) involve radioactive parents which were pro-
duced 47 sitw in the host material. The Hg"®" in Au
source of line 1 was used to calibrate the Au absorber
as explained below. Three separate experiments were
performed with this combination and their results were
averaged. The individual experiments were consistent
with each other, but the statistics were poor enough so
that no attempt was made to determine a linewidth
from each run. Two independent runs were made with
the S5-mil Au absorber (line 2), and both gave the
same linewidth. However, background corrections were
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available for only one run, and it alone was used to
measure the amount of resonant absorption. Three
independent runs were made with Pt in Pt sources
(line 3). All three gave the same linewidth (to within
one half the quoted error), but background corrections
were available only for two. The amount of resonant
absorption was identical in these two cases. Two runs
were made with the Hg¥” in Pt sources (line 4). The
linewidths differed by 49, while the areas differed by
7%. These differences are well within the expected
experimental error.

Neither these sources nor the absorbers received any
controlled heat treatment. The Hg'* parents (lines 1 and
4) were too volatile to allow any annealing of the source
after the radioactivity had been produced. Crude
annealing was attempted with one of the Pt®7 in Pt
sources, but this had no apparent effect on the Doppler-
shift curve.

The entries on lines 5-8 (group B) represent experi-
ments in which neutron-irradiated Pt (enriched to
about 669, in Pt\%) was alloyed with stainless steel,
iron, cobalt, or nickel. In each case the host and radio-
active material were heated to about 1550°C and the
resulting alloy was quenched. There were about 500
host atoms to each Pt atom in these alloys.

The stainless steel (line 5) was used first in order to
see whether there would be a significant recoil-free
effect; for this purpose it seemed wise to use an iron
alloy which would have no complicating local magnetic
fields. Two separate runs were tried and each gave non-
Lorentzian Doppler curves with full widths at half
maximum of about 8T'. (The natural linewidth, T,
is equal to 2.4X1077 ev; an equal energy shift can be
produced by a relative velocity of 0.93 mm/sec.) Both
experiments gave equal resonant areas. Three Pt!%-in-
Fe sources were used and are averaged on line 6. Their
linewidths could not be determined very well because
of hyperfine and other structures, but the lines seemed
to have the same width in all three sources. The reso-
nant-absorption effects obtained with these sources
were all within 129, of the mean shown on line 6. The
entries on lines 7 and 8 each come from a single source.

When the experiments were begun, two 10-mil Au ab-
sorbers were prepared from the same sheet of Au foil.
They always appeared to give similar results and were
used interchangeably without keeping a record of
which was being used. These two 10-mil absorbers will
be discussed in the following as though they were identi-
cal. As Table I indicates, most of the experiments were
performed with the 10-mil Au absorber. This absorber
was not given any special heat treatment even though
annealing might have produced a narrower Doppler-
shift curve. Not treating this absorber in a special way
had the advantage of keeping it as similar as possible to
the Hg'" sources that were produced in similar 10-mil
Au foils. (If the absorber and source had been well-
annealed and had given the natural linewidth before

823

irradiation, radiation damage might have created dif-
ferences between the source and absorber.) The 5-mil
Au absorber was not related to the 10-mil Au absorber
(i-e., two identical 5-mil Au absorbers were not used
together as a 10-mil absorber).

B. Source and Absorber Linewidths,
(r); and I’

The fifth column of Table I gives the ratio of the ob-
served Doppler linewidth, T, to the natural linewidth,
I'. The minimum possible value is (T'./T)=2. According
to Eq. (12), for (I''),=T", T';=T4,=2I"k(), where A(t)
is the broadening factor due to absorber thickness as
given in Eq. (13) for a thin source. To proceed, we shall
use thereasonableassumption that [T',/4(#) ]=T"4 (I')..

Consider the 10-mil Au absorber. Independent of (%),
line 4 makes it clear that we have I'/I'<3.8; if the
minimum line broadening (consistent with data to be
given) is assumed, this limit is reduced to about
I’/T'<3.2. Of course, the minimum value of this ratio
isTV/T>1.

If we use our best values for the 10-mil absorber
[A(#®)=1.17 and I'/T'=2.8], the value of [(I'),/T']
becomes

(r),/T=(T./1.17T)—2.8. (22)

The (I),/T ratios implied by the data on lines 3-8
become 2.8, 1.3, 4.0, 2.7, 3.2, and 2.7. Note that only
the Hg'¥"-in-Pt sources implied a source-emission line
close to the natural width. Of course, if I'V equals T for
the absorber, the above values of (I'),/T" would each
be increased by the addition of 1.8, if ¢ remained con-
stant. On the other hand, for I'=T, ¢ would probably
increase, thereby increasing %(#) which is 1.17 in Eq.
(22). Thus, the correct (I”),/T is probably not as much
as 1.8 greater than the values given above even if I
is smaller than the 2.8 assumed.

The two experiments (averaged on line 2) which used
a 5-mil Au absorber cannot be interpreted unambigu-
ously because we have insufficient evidence about I
in this case. If the 5-mil absorber had the same I and
f' that characterize the 10-mil absorber, [ (I”),/T"] for
these Pt sources would be 1.3. {It might seem, at first
glance, that this 1.3 value is encouragingly close to
the 1.3 value obtained with the Hg'" in Pt source (line
4). However, we do not understand why the two sources
of line 2 and the two of line 4 should give [ (T"),/T]=1.3
while the three sources of line 3 all gave (I'),/I'=2.8.}

On the other hand, if the 5-mil Au Doppler curve
had been narrow because of a smaller value of IV, this
value of I would have to be known before (I'), could
be deduced. For example, for I'=T (while f’ remains
constant), we would have [(I),/T]=2.9. (The value
of f’ enters in a secondary way by affecting 4(Z); for
the case given here, %(f) equals 1.23.)

Nagle et al.2” reported T',/T'=17.5 for a Pt source and a
200-mg/cm? (4.1-mil) Au absorber. Since their absorber
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F16. 3. Velocity-absorption spectrum of 77-kev v ray from Au'?
in gold. The data have been corrected for the contribution from
66-kev Au x rays. The statistical uncertainty is indicated on one
point. The curve drawn is the best Lorentz fit to the data.

had an %(¢) value of about 1.1, (I'),+TI" is equal to
6.8 I'. If (I'""), were assumed equal to I, one would ob-
tain I'/T=3.4. (Note that the large linewidth would
not have been affected significantly by the chemical
shift of 1.07 T which we found for a Pt source and an
Au absorber.)

Inasmuch as we were not concentrating on linewidths,
we did not vary nor control the mechanical or heat
histories of the solids as one should if line-broadening
effects are to be studied systematically. Such studies
are to be encouraged because they would give useful
information both about variations of local environments
in solids and about how (I'), and I’ could be controlled
and minimized in order to simplify the interpretation
of future Mé6ssbauer experiments.

C. Resonant Absorption and Recoil-Free
Fractions

1. Source Calibration

The recoil-iree fraction, f, of gamma rays emitted
by any source can be found from Eq. (20) or Eq. (21)
if a source is calibrated so that #, IV, and f’ are known.
For very precise work, it would be particularly desirable

to obtain unambiguous values both of I (such as

I"=T) and of f’ (such as might be obtained from inde-
pendent recoil-free Rayleigh-scattering data'®). We used
a simpler absorber-calibration technique based on the
planned similarity of the sources and absorbers on line
1 of Table I. We shall examine the precision that can
be obtained with this type of calibration; auxiliary data
obtained with the same absorber but with different
sources also can help define and limit the absorber
parameters.

Three separate sources were prepared by bombarding
10-mil Au foil with 10.75-Mev protons at the Berkeley
60-in. cyclotron. The data summarized on line 1 of
Table I are the averages of three measurements which
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agreed well with each other within the statistical ac-
curacy obtained. The composite data are shown together
with a Lorentz fit in Fig. 3. The parameters used for
this fit were a peak absorption, Pex,=2.49, and a full
width at half maximum of 0.62 cm/sec corresponding
to (I'./T)=6.7. The implied area is 0.0234 cm/sec. Con-
servative errors of Pex,=0.02440.004 and Av=0.62
#+0.07 cm/sec were assigned to try to include systematic
errors such as possible deviations of the data from a
Lorentz curve.

The inferred results depend on the source and ab-
sorber being sufficiently similar so that (I'),=T" and
f=f". These assumptions seemed plausible because the
three sources gave essentially the same data despite
significant differences in proton beam intensities and
bombardment times used. [ The additional reassurance
one might find in the recurrence of the same (I”), in
many other sources is probably negated by the dis-
quieting unexplained variation¥of (I”), in still other
sources, as mentioned above. ]

The assumption that (I');=T" implies that I',=T",
and that Eq. (12) can be used to give I'V as a function
of T', and ¢. Because of the finite source thickness, the
effective %(f) was not that given by Eq. (13). Fortun-
ately, %(#) could be obtained simply from the numerical
calculations of Margulies and Ehrman.!' The distri-
bution of Hg"" in the Au source foil, as calculated from
the published Au"(p,n)Hg"" cross section,?® corre-
sponded closely to half of a gaussian curve. The maxi-
mum activity was at the foil surface, and it dropped to
1/e of this value at a gold thickness of 7°=2 mils. For
the small values of ¢, and T,/T4=0.2, with which we
had to deal, the inclusion of source thickness changed
the source broadening function to

[7(8) )52 a=140.13514(T/T 4)].
For the best value we obtained for ¢,
[#(#)]s+a=1.20 whereas h()=1.17.

Combining the experimental data, the assumptions
(T"),=T"and f=/f’, and Eqgs. (12), (16), (17b), (21a),
and (23), we obtain

(23)

0.024= fp(2), (24a)
t=60.6f(T/T"), (24b)

and
(T’/1)=3.35/(140.162¢), (24¢)

where 60.6=#n0,, for the 10-mil foil, 3.35= (T",/2T"), and
0.024= P oxp.

The derived values of f, p(¢), I'/T', and ¢ are given
on the first line of Table II. The errors quoted allow for
the extremes of the conservative experimental errors
given above. The entries on line 2 of Table II indicate
how much error would remain if I', were known
precisely.

28 R. Vandenbosch and J. R. Huizenga, Phys. Rev. 120, 1313
(1960).
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TaBLE II. Derived parameters of the resonance line obtained with a source of Au in gold and a gold absorber.

Assumed conditions
Peak absorption

Derived quantities

%) r./T 100/’ p@) ./ t
24404 6.7+0.8 5.840.9 0.4140.06 2.78_.4210-62 1.2640.27
2.44-0.4 6.740.0 5.840.6 0.414-0.03 2.78+0.06 1.26+0.17
Reference 27 corrected to 10-mil Au 11 +4 0.53+0.10 34 2.03+0.69

Derived quantities for Au absorbers, as obtained
from the data of Nagle et al.,*” are shown on line 3;
these quantities have been adjusted to a foil thickness
of 10 mils to simplify direct comparison with other
entries in Table II. The values given on line 3 of Table
II come from data which were used in an attempt to
determine p(#) and hence ¢ by studying the variation
of p(¢) for different absorber thickness. (Peak absorp-
tions of 4.040.6%,, 7.740.59%,, and 11.54-0.79, were
obtained with foils of 100 mg/cm?, 200 mg/cm?, and
400 mg/cm?.) In this procedure it is assumed that I’
and f’ remained the same for all three absorbers. The
large error associated with ¢ despite the relatively
precise determinations of the peak absorptions reflects
the inherent insensitivity of the method; no allowance
has been made in the errors for possible variations of
I’ or f’ between different absorbers.

In order to obtain f’ (for line 3, Table II), it was
necessary to estimate I". In the absence of any other
relevant data, we could only assume I'= (I”), which
implies I'V=3.4T"; there does not seem to be any reason-
able way to assign an error to this estimate. If I’/T"
is assumed to be exactly 3.4, the originally quoted
value?” of 0.03 is multiplied by this factor. (The entry
in Table IT is 109, higher than this because of the new,
larger value of the internal-conversion coefficient.) The
error assigned to f’ on line 3 does not include any
allowance for an error in IV,

It is worth emphasizing that the values and errors
quoted on lines 1 and 2 of Table II are based solely on
the data obtained with the Hg"¥ in Au source and the
10-mil absorber. The additional data and analysis which
follow will place further reasonable restrictions on the
actual absorber parameters.

2. The Determination of Recoil-Free Emission Fractions

Once an absorber has been calibrated, the recoil-free
emission fractions can be calculated directly from the
observed absorption with the aid of Egs. (20). For the
10-mil Au absorber parameters given in Table II, the
area is

Area= 37 (0.605 cm/sec) (0.413) f,
or

Area under absorption curve
I= . (25)
0.39 cm/sec

If the data in Table II were all that were available,

the error in an absolute f value should include, in addi-
tion to the error in the area, a 139, error arising in the
factor 0.39 because of the extreme acceptable limits of
linewidth and peak absorption. However, if one ac-
cepts as a reasonable upper limit on f the Debye-model
value, fp, discussed below, the data on line 3 of Table I
place a lower limit of about 0.38 cm/sec on the denomi-
nator in Eq. (25). An upper limit on this denominator
can be obtained by assuming the theoretical upper
limit f’=0.18 for the Au absorber, and the maximum
value I'//T consistent with T', and %(¢). This gives 0.74
cm/sec in place of 0.39 cm/sec for the denominator in
Eq. (25). Thus, without any of the information obtained
from the Hg" in Au'” source, the denominator in
Eq. (25) could be rewritten as 0.5640.18 cm/sec. We
shall use Eq. (25) in the following analysis; the f
values we derive can be multiplied by 0.70 and an error
of 339, can be added to get the alternate f values im-
plied by a denominator of 0.56 cm/sec.

If the Doppler curve is a Lorentzian which has a
full width at half maximum of T', or Av, the f value
[equivalent to that in Eq. (25)] can be obtained from
Eq. (21a) as

Av P exp I\ P exp
= (o) )~ o) (G5)- 0
0.605/ \0.413 2.78T/ \0.413
Even though the 5-mil Au absorber was not properly
calibrated, it is instructive to examine the corresponding

equations for fif f’ is held constant at 0.058 and I
is allowed to vary. For I''=2.78T we have

Area under absorption curve
f= . (27a)
0.226 cm/sec

On the other hand, for IV=T we have

Area under absorption curve
f= . (270)
0.19 cm/sec

The near equality of Egs. (27a) and (27b) emphasizes
that f can be determined rather accurately despite a
lack of knowledge of TV, provided f’ is known. Note
that whereas Eq. (27a) corresponds to ¢=0.63, Eq. (27b)
corresponds to ¢=1.73; this is merely an illustration of
the utility of Eq. (20b) which shows that fis more sensi-
tive to f/ than to &
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In the more standard case, when a calibrated ab-
sorber is used to determine the f values of different
sources, f' and IV must be known for the source in
addition to # [Of course if ¢ is known, either f’ or I

implies the other from Egs. (8) and (17b).] For ex--

ample, consider the data reported by the Los Alamos
group? for a 200 mg/cm?-Au absorber with ¢=0.83,
which gave 7.7%, peak absorption with a Pt source. For
this example Eq. (21b) gives

0.077=25(1/7.5)/1[0.83],
. £'=0.028. (28)

Neither f’ nor f can be found unless some auxiliary
condition is used. One possibility would be to use
t=25f'T/T". Then for I''/T'=3.4, as suggested above, we
would have f'=0.11 and f=0.25. However, other I''/T"
values would give other combinations. Fortunately,
theoretical predictions of the Debye model make it
seem likely that we would have f'<0.18 and f<0.30.
With these restrictions, the extreme values implied by
Eq. (28) are f'=0.18, I'/T=1.8, and f=0.15, or
f=0.30, f'=0.093, and I'/T=3.5. Of course, these
extremes would be increased if errors in the 7.79, peak
absorption and in the 0.83 value used for ¢ were taken
into account.

3. Observed choil-F ree Emission Fractions

The observed absorption areas are listed in column
VI of Table I. These values have been corrected for
background including radiations other than the 77-kev
gamma rays. The areas also include a correction of
about 159, because there was some resonant absorption
even at the highest velocities used. (This correction
was made by assuming that the Lorentz line which
fitted the data near the peak absorption continued to be
valid at relatively high velocities.) We have attempted
to include in the assigned errors uncertainties both in
these corrections and in the decay corrections that were
made. The values of 100 listed in column VII were
derived from Eq. (25) (for lines 3-8); the errors are
those due to area uncertainty only. As mentioned above,
the uncertainty in Eq. (25) would contribute an addi-
tional 139 to the absolute f values, but it would not
change the relative f values.

The f value appearing on line 2 of Table I is based on
Eqgs. (27a) and (27b), and includes the error implied
by the inequality of these equations. However, no al-
lowance is made for a possible difference in f’ between
the 5-mil and 10-mil Au absorbers. The f value given
for the Hg"¥" source of line 1 was determined as part
of the source calibration described above.

It is customary to compare observed f values with
those predicted by the Debye model of a solid. If the
Au nucleus were free to recoil it would have an energy
(P2/2M)=0.016 ev; this energy divided by Boltzmann’s
constant gives a temperature, ®, of 185°K. According
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to the DelLye model, for very low temperatures, f
should be given by the temperature-independent Debye-
Waller factor.!:%29-3t

fD= exp(—~3<I>/20D),

where 6p is the Debye temperature.

Column VIII gives the fp values calculated from
Eq. (29) by using the Debye temperatures listed iu
column IX.33 One can also define an effective Mdss-
bauer crystal temperature fess [based on Eq. (29)] by

Ouc=30/2 In(1/f)=278°K/In(1/f).  (30)

The 6es¢ values obtained from Eq. (30) are given in
column X of Table I.

Most of the f values in Table I are lower than the fp
values; correspondingly 6. is less than fp. It is not
surprising that the simple Debye model fails; other
failures have been noted.?”%3¢ However, these small f
values do not necessarily imply that the Debye model
is totally inadequate for predicting f and its tempera-
ture dependence.!** For example, the Debye model
might explain accurately the behavior of a fraction
1/ fp of the source atoms which might be tightly bound
to the lattice while the remaining 1—(f/fp) atoms
might not have proper lattice sites. On the other hand,
all of the radioactive source atoms might be in similar
sites, and the Debye-model predictions might be obeyed
if B, were substituted for 6p. It therefore seems best
to reserve. judgement about the implication of these
small f values until f is measured as a function of
temperature.?*

Because the most likely mechansims that explain the
inequality of f and fp imply f< fp, the high f value
obtained with the Pt¥7 in Pt source (line 3) can be used
to set a reasonable lower limit on the factor in Eq. (20a),
wcI’'h(§)p(8)/Eo, for the 10-mil absorber. This lower
limit is 0.38 cm/sec, which is quite close to the value
used in the denominator of Eq. (25). Thus, the f values
given on lines 1 and 3 to 8 of Table I are close to the
maximum values consistent with the 10-mil absorber.
[That is, the uncertainty in Eq. (25) no longer can
raise the f values by more than 39, although this un-
certainty could still reduce the values by 139%,.] The
upper extreme value of wcI'A()p(f)/E, for the 10-mil
absorber is limited by the conditions f'< fp=0.18 and,
from line 4, 5I'> (I"+T)A(t), where t=060.6fT/T".
These conditions give a maximum of 0.74 cm/sec for
the denominator of Eq. (25), which implies only that
the f values in Table I could be reduced to as little as

(29)

2 T, Waller, Ann. Physik 79, 261 (1926). See also A. H. Compton
and S. K. Allison, X Rays in Theory and Experiment (D. Van
Nostrand Company, Inc., Princeton, New Jersey, 1935), p. 435.

3 W, M. Visscher, Ann. Phys. 9, 194 (1960).

% H., J. Lipkin, Ann. Phys. 9, 332 (1960).

2 P, H, Keesom and N. Pearlman, Handbuch der Physik, edited
by S. Fliigge (Springer-Verlag, Berlin, 1956), Vol. XIII, p. 282.

% J. A. Rayne and W. R. G. Kemp, Phil. Mag. (8) 1,918 (1956).

3 A. J. F. Boyle, D. St. P. Bunbury, C. Edwards, and H. E.
Hall, Proc. Phys. Soc. (London) 76, 165 (1960).
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539, of the listed values if the assumptions used in Eq.
(25) were wrong.

The high f values obtained with Pt®7 alloyed with
iron, cobalt, and nickel points encouragingly to the
enhancement of recoil-free fractions by the proper choice
of host. A naive, qualitative description of the important
parameters can be given. The importance of a high
Debye temperature to large f values [as shown in
Eq. (29)] was emphasized when the Mossbauer effect
was discovered.! When impurity atoms are put into a
host lattice, it seems reasonable that they must be bound
strongly to their local sites to give large recoil-free
effects.® If a recoil-free effect is considered as the cor-
related recoil of a large number of atoms, the local
binding is an indication of the degree to which the im-
purity atom moves its nearest neighbors, while the
properties of the host material govern the number of
host atoms which share the recoil momentum. The
strength of the local binding does not depend solely
on the Debye temperature of the host.’! As has been
emphasized,® some Debye temperatures are high be-
cause of the low mass of the host atoms rather than
large interatomic forces. However, the interatomic
forces in a pure host crystal do not necessarily govern
the local binding; strong chemical and size effects may
exist. Furthermore, even if strong local binding has been
achieved, a high Debye temperature of the host would
continue to be important. It seems clear that consider-
able additional experimental and theoretical studies will
be needed before f values can be predicted for impurity
atoms.

The f values of the sources produced ¢n situ also
deserve further attention. The Pt¥7 in Pt sources (lines
2 and 3) had f values close to fp, in agreement with the
results of recoil-free Rayleigh scattering by Pt.?* In
contrast, both the Hg¥-in-Au and the Hg"-in-Pt
sources gave f values significantly lower than fp. In
all four cases, the metal hosts almost surely readjusted
to the Au” before the 77-kev photon was emitted. One
obvious difference between these two cases is that the
high f values occurred when the radioactive nuclei
received relatively low recoil energies accompanying
neutron capture (i.e., of the order of 10 ev), whereas the
low f values were found in sources in which thereacting
nuclei recoiled violently (with about 50 kev of energy or
more) because of the incident charged particle.

This correlation suggests that radiation damage
might be responsible for the low f values. (If this were
true the assumption f'= f used to calibrate the source
would be unwarranted, and the alternate limits on the
f values mentioned above would be more appropriate.
Even if f did not equal f’ in this case, the identical
source and absorber technique has great potentiality.)
On the other hand, these data by no means establish
the role of radiation damage in producing low f values.
For example, if radiation damage did influence the
environment of the radioactive nuclei, one might expect
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line broadening; thus the particularly narrow line ob-
served with the Hg¥" in Pt sources would be particularly
hard to understand. Furthermore, standard radiation
damage studies indicate that most of the radiation
damage anneals rather quickly at room temperature.
More experimental studies will be needed to determine
whether the severe local damage accompanying charged-
particle absorption persists and is responsible for the
low f values.

D. Chemical Shifts

The possibility of a gamma-ray energy shift because
of different chemical environment seemed to be recog-
nized in earlier Mdssbauer experiments,?%:#” but the first
precise report of a chemical shift was made by Kistner
and Sunyar, who succinctly summarized some of its
important implications.?® Since then, other chemical
shifts have been observed,®% and some have been
analyzed in detail.#*? The shifts we have observed are
noteworthy partly because they are so large and partly
because one might expect a relatively direct analysis to
yield new information about nuclei and solids.

A chemical shift is produced in a Mossbauer experi-
ment by the same Coulomb-interaction energy that
produces an isotope shift in optical spectra.®® The optical
isotope shift occurs when an optical electron experiences
a different Coulomb-interaction energy with the nucleus
depending on the atomic state of the electron; the shift
derives its name from the different Coulomb potentials
produced at the electron by two different isotopes of the
same element. An isomer shift has also been observed*;
in this case, the energy of an optical transition is affected
by the different Coulomb interactions caused by two
different isomeric states of the same nucleus.*> The same
interaction energy that produces the isomer shift pro-
duces the Mossbauer chemical shift. However, in this
latter case, instead of an optical photon, the nuclear
gamma ray is shifted in energy if the nuclear states have
different radial charge distributions and if the electron

35 F. Seitz and J. S. Koehler, Solid-State Physics, edited by F.
Seitz and D. Turnbull (Academic Press, Inc., New York, 1956),
Vol. 2, p. 307; see also articles by J. S. Koehler and by T. H.
Blewitt, R. R. Coltman, D. K. Holmes, and T. S. Noggle in Dis-
locations and Mechanical Properties of Crystals (John Wiley &
Sons, Inc., New York, 1957).

38 R. V. Pound and G. A. Rebka, Jr., Phys. Rev. Letters 4, 337
(1960) and R. V. Pound and G. A. Rebka, Jr., bid. 4, 397 (1960).

37 G. K. Wertheim, Phys. Rev. Letters 4, 403 (1960).

( 38 Q. C. Kistner and A. W. Sunyar, Phys. Rev. Letters 4, 412
1960).

3 S, S. Hanna, L. Meyer-Schiitzmeister, R. S. Preston, and
D. H. Vincent, Phys. Rev. 120, 2211 (1960).

49 A.J. F.Boyle, D. St. P. Bunbury, and C. Edwards, Phys. Rev.
Letters 5, 553 (1960).

48, DeBenedetti, G. Lang, and R. Ingalls, Phys. Rev. Letters 6,
60 (1961).

2 1. R. Walker, G. K. Wertheim, and V. Jaccarino, Phys. Rev.
Letters 6, 98 (1961).

4 For an excellent summary see G. Breit, Revs. Modern Phys.
30, 507 (1958).

44 A, C. Melissinos and S. P. Davis, Phys. Rev. 115, 130 (1959).

45 R, Weiner, Phys. Rev. 114, 256 (1959).
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density at the nucleus is different in the source from that
in the absorber. (Note that the term ‘“chemical”
descriptively implies that the shift is to be expected
if the electron density at the origin is changed, as it
would be in different chemical environments.)

The observed chemical shifts are given in column
XI of Table. I in units of the natural linewidth,
I'=2.4X10"7 ev. Typical Doppler curves which show
these shifts for different parents in Pt are given in Fig. 4.
Note that the shift for Hg'¥7 in Pt is essentially the same
as the shift for Pt17 in Pt ; thus the shift does not seem to
be particularly correlated with either f or I'.. The
chemical shift for stainless steel is shown in Fig. 5 while
the shifts for Fe, Co, and Ni are given in Fig. 6. For
the Fe and Co hosts the quoted shift is the center of
area (which is also the midpoint between the two hyper-
fine peaks).

All of the energy shifts reported in Table I involve
emitted gamma rays whose energy is greater than that
required for resonance at the absorber. The presence
of electron charge density at the nucleus tends to de-
crease the energy of each of the nuclear states. The
total energy of the system would be lowest if the positive
nuclear charge were concentrated at the center (i.e.,
at r=0). If the excited nuclear state has a smaller charge
radius, a larger electron density will decrease its energy
relative to the ground state, thereby reducing the
nuclear transition energy. Thus, if the excited nuclear
state has a smaller effective charge radius (as implied
by the nuclear shell model), the electron density at Au
nuclei is higher in a Au lattice than it is in the other
host materials we have investigated.

It is instructive to make an order-of-magnitude esti-
mate of the expected chemical shift. Consider only the
charge density contributed at the nucleus by the outer-
most (6s) electron in Au. For a free Au atom the charge
density at the nucleus due to a nonrelativistic electron
would be about 2.2X10% coul/m? corresponding to a
potential V=—7V+4.2X107"#* volts, where 7 is the
radial distance in fermis. Since a proton at the edge of
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Fic. 5. Absorption curve for a source of Au'®’ in stainless steel
with a 10-mil Au absorber. A background correction factor of 2.5
was applied to the rough data to obtain percent absorption. The
curve is not Lorentzian.

the potential well of a Au nucleus has a value of
7*=42 (fermis)? moving a proton from the origin to the
edge of the well raises the energy of the state by 18 X10~¢
ev because of the presence of the 6s electron alone.

The expected shift in this approximation can be
obtained by using a nuclear model to find the average
value (r%). First consider only the outermost proton
whose radial distance will be denoted by the subscript
0. If the ground state of Au'’ is identified as a d;
single-particle state, the proton is in a 2d orbit.*
Similarly, the excited state corresponds to a 3s proton
orbit if the sy assignment is valid. If harmonic-oscillator
wave functions are used, we have (r¢?)2q=(r¢*)3s inas-
much as the 2d and 3s states are degenerate in the har-
monic-oscillator model. (Thus, harmonic oscillator wave
functions are not adequate to describe this nucleus
insofar as chemical shifts are concerned.) On the other
hand, the finite square-well model givest” (r¢?)ss20.47
R? and (r¢*)3;s~0.41 R,2. This implies that the nuclear
transition energy would increase by about 1.1)X107% ev
if the (nonrelativistic) 6s electron were removed from
the atom. This is certainly the correct order of magni-
tude inasmuch as the largest shifts in Table I are about
SI'=1.2X10"% ev. Relativistic effects will increase the
estimated shift because they increase the electron den-
sity at the origin. More exact calculations of the ex-
pected chemical shift are being made by one of us
(D. A.S)).

Unfortunately, the energy shift may be seriously
affected by changes in the entire charge radius. To
estimate this effect, consider the change, A{r%), expected
for a change from 4 to A+41 (as might be found in a
standard isotope shift). In this case, we have (A(r?))/
{(”)=1/300 or A{r*)=R,*/600. However, because 79

46 See any of the fine reviews of the single-particle shell model
such as M. Goeppert Mayer and J. H. D. Jensen, Elementary
Theory of Nuclear Shell Structure (John Wiley & Sons, Inc., New
York, 1955) or E. Feenberg, Skell Theory of the Nucleus (Princeton
University Press, Princeton, New Jersey, 1955).

(14975%.) Eisinger and V. Jaccarino, Revs. Modern Phys. 30, 528
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protons would be affected, this is equivalent to a change
in a single proton A{r¢) of about (79/600) R, or
0.13 R,%. Typically,“% observed isotope shifts are
about one-half of the expected shifts, implying that an
experimental isotope shift might give about the same
A{r¢?) as the finite square-well model predicts for a
3s— 2d proton transition. Inasmuch as the isomer
shift produced about 20 to 259, of the isotope shifts
seen in Hg,* and inasmuch as the two isomeric neutron
states in Hg are very different (p; and 713/2 corresponding
to 3p and 17 which have A{r¢?) differing by about R,%/4),
the A{ro?) expected from ZA(#?) is probably considerably
smaller than A{r¢?) from the proton for Au™’. (This con-
clusion should be considered as a reasonable working
hypothesis rather than an established fact, because too
little is known about isomer shifts. For example, con-
tradictory conclusions* seem to come from the effective
Ar¢?) found from the chemical shift caused by a neutron
transition in Fe®.)

Despite the uncertainties that exist at present, there
is little doubt about the ultimate importance of chemical
shift data, particularly with odd-proton nuclei. From
a solid-state viewpoint, the data now can give relative
electron densities at nuclei of impurities. (For example,
the data in Table I show clearly that the electron density
at Au nuclei is at one extreme when Au is the host,
almost the same in a Pt host, significantly different in a
Ni host, and most different in an Fe host.) Future
theoretical and experimental advances should make it
possible to obtain absolute electron-density data.

The ratio of the electron density at the nucleus in a
metal to the density in a free atom is a key parameter
in the Knight shift of a nuclear-magnetic-resonance
line due to chemical effects.’® The M&ssbauer chemical
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( 485 P). Brix and H. Kopfermann, Revs. Modern Phys. 30, 517
1958).
9 A, C. Melissinos, Phys. Rev. 115, 126 (1959).

5 W. D. Knight, Solid-State Physics Advances (Academic Press,
Inc., New York, 1956), Vol. 2.
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shift can give this parameter more directly and can check
the degree to which this parameter depends solely on
the host material when impurity Mdssbauer atoms are
used.®® From a nuclear-physics point of view, chemical-
shift data should add significantly to and perhaps
help clarify evidence about nuclear charge distribution
available from optical-isotope and isomer shifts.

E. Nuclear Zeeman Splitting and Local
Magnetic Fields

The precise energy resolution inherent in Mossbauer
absorption makes it possible to observe Zeeman splitting
of nuclear gamma rays."% (If the responsible magnetic
field is produced by atomic electrons, the splitting is
analogous to atomic hyperfine structure.) The magnetic
splitting of the 14-kev Fe? line was observed independ-
ently by several groups,®~% and a detailed analysis was
given which led to a determination of the local magnetic
field at the Fe® nucleus in Fe of —3.3X105 oe.®¢ Local
magnetic fields have also been reported at Fe®” nuclei
in a variety of host materials.?”:#8:5—6 Magnetic split-
ting and local fields in some hosts have also been re-
ported for the Sn'® Mgssbauer transition.®+4 Indications
of magnetic effects have also been observed with® Dy!¢!
and with® Nif.

5 This application undoubtedly occurred to many inde-
pendently, but the first published mention of it resulted from
independent suggestions by M. Hamermesh and R. Mdssbauer to
the authors of reference 52.

2 1. L. Lee, L. Meyer-Schiitzmeister, J. P. Schiffer, and D.
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8 G. DePasquali, H. Frauenfelder, S. Margulies, and R. N.
Peacock, Phys. Rev. Letters 4, 71 (1960).

% G. J. Perlow, S. S. Hanna, M. Hamermesh, C. Littlejohn,
D. H. Vincent, R. S. Preston, and J. Heberle, Phys. Rev. Letters
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5 S. S. Hanna, J. Heberle, C. Littlejohn, G. J. Perlow, R. S.
Preston, and D. H. Vincent, Phys. Rev. Letters 4, 177 (1960).

57 G. K. Wertheim, Méssbauer Effect Conference, University of
Illinois Report TN 60-698 AD, 1960 (unpublished).

%8 G. K. Wertheim, Bull. Am. Phys. Soc. 5, 428 (1960).
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The only two cases in which we observed magnetic
splitting were for Fe and Co hosts as shown in Fig. 6.
The energy difference between the two lines in Fe was
(11.940.4)T (or 1.11 cm/sec or 2.86X10~¢ ev or 0.024
cm™). For the Co host, the splitting was (5.240.4)T,
and for Ni it was <T'. The expected Zeeman energy
levels for the single-particle-model states are shown in
Fig. 7. If the magnetic field were not strong enough to
separate the ground-state Zeeman levels significantly,
the expected pattern would consist of two equal-
intensity lines separated by an energy corresponding to
the magnetic splitting of the excited state.

Since the magnetic moment of the excited state is
unknown, the local magnetic field cannot be given.
(An experiment is being done with a strong known ex-
ternal magnetic field in order to determine the magnetic
moment of the excited state and to find the direction
of the local magnetic field. This experiment will be
analogous to those performed with Fe® and with Sn'%.%)
However, the expected shell-model value of 1.6 nm
mentioned in Sec. IIT before can be used to estimate
the magnetic field. The implied local magnetic fields
are compared to other related local field determinations
in Table ITI. The large differences we find seem to be
similar to those that were found when Sn was in these
same host materials.*

Our results for Au in Fe are inconsistent with the very
high value of the local field reported from low-tempera-
ture nuclear-polarization experiments.® Although our
value for the local magnetic field may change somewhat
if the excited-state magnetic moment differs from 1.6
nm, it is very doubtful that the local field can be very
much higher than the 282X10° oe listed. If the field
were greater than 10 oe as suggested,® the Zeeman
levels of the nuclear ground state of Au would be split
enough to produce unmistakable broadening of the
Doppler pattern beyond that shown in Fig. 6. The re-
ported 106 oe for Au in Fe could be reduced to agree
with the value we obtain if one postulates that the actual
low temperature attained in the polarization experiment
was about one-third the reported value, which seems
unlikely. In view of the assumptions made in both types
of experiment, a conclusive discussion of this point must
be deferred until more data are available. At this point
we can say only that a serious discrepancy apparently
exists.

The third line that appears in the Fe Doppler pattern
at about 4-0.7 cm/sec (i.e., shifted by 7.5T) is probably
not part of the Zeeman pattern. The intensity of this
line varied unpredictably in the three Au-in-Fe samples
we used, even though the positions of the two other

8 B. N. Samoilov, V. V. Sklyarevskii, and E. P. Stepanov,
Soviet Phys.-JETP 11, 261 (1960).
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TaBLE III. Local field in kilo-oersteds.?

Im-
purity Hosts

atom Fe Co Ni Reference
Au 282410 122410 <30 This work
Au >1000 63
Fe —-330 310 260 37, 64
Co —320 —220 —80 58, 65-68
Ni 170 58
Sn -81 -20 +18 40
In >250 ~0 63
Sb >280 63
Sc ~100 69

a The signs of the local fields are unknown except where given.

Zeeman lines were accurately reproducible (to within
one-half the quoted limits of error.) Therefore this third
line seems to imply that there are Fe lattice sites at
which the Au nuclei do not experience a strong local
field.
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