ANALYTICITY OF AMPLITUDES

e.g., (5) or (16)]. These integrals, in turn, can be
evaluated in an elementary manner by using the integral
representation

1
Qi(y)=~-
2

+1
dx Py(x)(y—x)~

~1

(26)

Thus, with an s-state potential of the type (21) (with
l=0) operative between 2 nucleons, the deuteron
binding energy o?/M and the s-phase shift §, are given
by

(a/4m*No) =In(2a4Bo/B0), 27)
and

472\ 2k
k cotdo= ( 1— tan“l—) (
k Bo

2N B4\
; m———) . (28)

B
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corresponding to the triplet effective-range parameters

0.8~ (aa)"'=2s~[x—In(144x)], (29)

and

0.2=3ria=In(1+x)—ix, (30)
where x=2a/Bo. These relations are satisfied with
Bo=~S5a corresponding to a range of 0.9X10~3 cm.
While this value is somewhat smaller than the meson
Compton wavelength, viz. p'=~1.4X10™3 cm, it is
reasonable enough to warrant more detailed calcu-
lations with such potential shapes, and such calculations
are in progress.
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The foliowing theorem is proved: If an analytic function f(z) has singularities only on the real axis and is
bounded in magnitude at infinity by a finite but arbitrary power of z, then f(z) has essentially the same
limits everywhere at infinity. This theorem enables one to express the contribution from the infinite circle
of the Cauchy contour integral in terms of the boundary values of f(z) at infinity along only one of the cuts
extending to infinity. The exact dispersion relation is thus determined. As examples, we derive the forward
and double pion-nucleon dispersion relations, assuming that the total cross section approaches a finite limit at
infinite energy. We see how the subtractions are determined completely by the theorem.

I. INTRODUCTION

N order to determine the number of subtractions in
dispersion relations, we usually introduce subtrac-
tions until the dispersion integrals appear to be con-
vergent on the basis of conjectured asymptotic
behaviors of integrands along the cuts. It could,
however, be that the contribution from the infinite
circle of the Cauchy contour integral we started with
does not yet vanish, which implies that the subtracted
dispersion relation has to be supplemented by some
finite terms. It could also be that the last subtraction
was unnecessary since the dispersion relation prior to
the last subtraction was already finite because of the
cancellation of divergences among dispersion integrals
(in the case when there are two cuts extending to
infinity).

Obviously the best way to find out the exact disper-
sion relation is to deal directly with the integral over
the infinite circle in the original Cauchy integral. The
question then arises how we know the behavior of the
function at arbitrary infinite points in the complex
plane. This is exactly why we wish to prove the theorem

* Supported by the National Science Foundation.
t On leave from Hokkaido University, Sapporo, Japan.

(stated in Sec. II), which says that the behavior at
infinity is essentially the same everywhere in the com-
plex plane even when the branch cuts extend to infinity,
as long as we can expect dispersion relations at all.

In Sec. IT we state the theorem and the simplest form
of the dispersion relation when the function approaches
finite limits along one of the cuts extending to infinity.
We present the proof in Sec. III. In Sec. IV are given
supplementary remarks on the theorem, applying to
special cases when there is crossing symmetry and when
only one cut extends to infinity. We remark also how to
use the theorem to get dispersion relations in the case
of asymptotic behaviors other than simple finite limits.

As examples of application of the theorem, we derive
forward (Sec. V) and double (Sec. VI) pion-nucleon
dispersion relations, assuming asymptotic behavior of
scattering amplitudes which is consistent with the finite
total cross section at infinite energy. The theorems due
to Pomeranchuk! and Amati, Fierz, and Glaser? follow
as immediate consequences of the present theorem. The
double dispersion relation is essentially the same as, but

1], Ta. Pomeranchuk, J. Exptl. Theoret. Phys. (U.S.S.R.) 34,
725 (1958) [Soviet Phys. J.E.T.P. 34(7), 499 (1958)].

2D. Amati, M. Fierz, and V. Glaser, Phys. Rev. Letters 4, 89
(1960).
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F1c. 1. Singularities of
f(z) in the z plane are
shown. The two lines
are branch cuts and the
dot is a pole. The con-
tour line C is the one to
which Cauchy’s theorem
(4) is applied.

B pem— ———

definitely simpler than, the one conjectured by
Mandelstam.?

In the Appendix, we present the most technical part
of our proof of the theorem. This part is, however,

essential to our proof.

II. STATEMENT OF THE THEOREM

Let f(z) be analytic everywhere in the complex z
plane except for two cuts and poles on the real axis as
shown in Fig. 1. We assume that the divergence of f(z)
at |z| = is not stronger than a large but finite power
of [z].4

If f(2) has finite limits f(o d=7€) as z—> o ==ie along
the ¢; cut (e being a positive infinitesimal number),
then the limits of f(z) when z approaches infinity in any
other direction are

Ililm f(2)= f(e +1ie), in the upper half-plane,
= f(» —1¢), in the lower half-plane,

provided that f(z) approaches definite (not necessarily
finite) limits at — o along the ¢, cut. The dispersion
relation for f(z) becomes

K +f( f: + f YOE e, @

—w x—2z

f@=2

P Z—X; T
where
Af(x)=(1/20)[ f(a+ie)— fx—ie)],
F@)=1/2)[f(x+ie)+ f(x—ie)],

are respectively, the absorptive and dispersive parts of
f(2) when z approaches real x in the upper half plane
and R; is the residue at the pole at x,. It is stressed that
the behavior at the end of either cut is sufficient to yield
(1) and (2). We do not have to know the limits of the
f(2) along both cuts simultaneously.

The proof is given in Sec. III and in the Appendix.
Our proof is complete in so far as f(z) satisfies the condi-
tions implied by (9), (40), and (42) below. It is possible

3 S. Mandelstam, Phys. Rev. 115, 1741 (1959).

“We do not state that f(z) has no essential singularity at
infinity, since the infinite point is not isolated in this case and the
term, essential singularity, does not apply to such a point. The
boundedness condition assumed here is equivalent to requiring
that only a finite number of subtractions is necessary to obtain the
exact dispersion relation, as is explained in the third paragraph
of Sec. IIL.

©)
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that the theorem is correct without these conditions.
These conditions are already sufficiently weak to
accommodate virtually all the cases of actual interest
in physics.

III. PROOF OF THE THEOREM

The Cauchy integral theorem applied to the contour
C of Fig. 1 is

J@=X

i 2—X; T

b

R, 1 Af(x)dx 1 f(&)ds
+- f -+ f

cuts &¥—2  2mid, '—z
where the second term is the same as the second term of
(2) and the last term is the integral over the infinite
circle.

Since (4) is correct for any z as long as z is inside C
and, therefore, |3'| > |z| in the last term of (4), we can
expand 1/(z’—z) in a power series of 3/z’. Applying the
boundedness condition at |z| = to the integrands of
the resulting series, we see that this series becomes a
finite polynomial in z:

1, f(&) N ozt e f(2) N
— dz'= Y — do= Y aq.z*, (5)
2mid 3 —3 =027y g'n n=0

where 2’= 4’| exp(i6) and N is some positive integer
for which f(z)/2z" becomes at most finite at |z|= .

We now see that the contribution from the infinite
circle can always be eliminated by introducing N1
subtractions, whereas we would need an infinite number
of subtractions if the series in (5) did not terminate.
Therefore, our boundedness condition is no more than
is necessary in any case.*

We can rewrite (4) in a divergenceless form by
introducing regulations,

1 z 1 22 z 1

—= +-= +—+-=---. (6)
x—z x(x—z) x 2*(x—z) 2 «

If we introduce one regulation in the ¢; integral since
Af(e) is finite and N1 regulations in the ¢, integral
and change the sign of « in all the ¢, integrals, we get

=2 -

i g—X;

R, z p*Af(x)dx
~£1 x(x—32)

NZN+1 ® Af(—x)dx
+=1) —~lc.2 2V (x+2)

e[ )
+<a1+j: éf(T::)ﬁ)z +

+ (et f mM)zN. ™

" 1|.xN+1
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Since the first two integrals are now convergent for
finite 2, the polynomial in (7) is also finite for finite z.
Therefore, the coefficients of various powers of z are
finite.

Evidently (7) contains many terms which diverge
severely as z— ®=ie. In order that (7) as a whole
approach finite limits as z— o d=1¢, exact cancellation
must occur among the various divergences. To analyze
this, we first rewrite the first integral as follows:

“Af(x)dx Af(e) e g 1 1
ZL x(xx—z:: T j;l (;;—E—;)dx

» Af(x)dx,
. j (:";‘;;)g(”dx“fl i(xj—z)

where

g@)=Af(x)—=Af(=). ©)

Direct evaluation shows that the first term of (8)
approaches the finite limits £7Af(%) as |z| — « in
the upper and lower half planes, respectively. We show
in the Appendix that the second term tends to zero as
|z] — oo. The third term can be shown to diverge at
most logarithmically and have in fact a logarithmic
divergence as z — o if Af(%) is not zero. The argument
is essentially the same as that which follows Eq. (39)
in the Appendix.

The behavior of the second integral of (7) is now
evident since it has the same structure as the third term
of (8); it could diverge as strongly as zVInz for
z— w=4te which would in fact be the case if
Af(—x)/«" had a nonzero limit as ¥ — .

We thus have seen that the highest divergence in (7)
as z— o ==7e comes from the second integral. In order
to reproduce the assumed behavior of f(z) as z— o d-1e
however, the second integral can diverge only as
strongly as z¥ and moreover this highest divergence
must exactly cancel the same divergence of the last
term of (7). Therefore

Af(—3)
im =0,
0 xN
© Af(—x)dx
limz ] ————=a finite number (10)
20 ¢o xN+1(x—|-z)
© Af(—x)dx
B jc; g+

The last step of the second equation is guaranteed by a
theorem quoted and explained by Amati, Fierz, and
Glaser.? It follows from (10) that ay=0 since a zV¥
divergence would otherwise remain in (7).

Since (10) also implies that the last regulation intro-
duced in the ¢, integral is unnecessary, we go back to
the previous stage where the whole expression for f(2)
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becomes the same as (7), except that N is replaced by
N—1. We can then repeat the same argument, provided
Af(—x) has a definite limit (not necessarily finite) as
x— oo, until we come to the expression (7) for f(z)
with N=0. In order to apply the same argument once
more, we rewrite this last expression forf(z) as

J6)= L= xf f (Tz‘;j;)”(x)d’”

N el
c x(x+32)

+(a°+£w Af(x)—Af(—x)dx

T

™
)+ ay

where we have used (8) and ¢ is arbitrary as long as
¢>c¢1 and ¢>c, and the dots indicate integrals from ¢y
and ¢ to ¢, which are not only finite but approach zero
as |z] — o, as can be shown easily.

We now apply the same argument to (11): The third
term, the only one which could possibly diverge in (11),
must have a finite limit as 2— o« 2-¢e. By the above
quoted theorem, this limit is minus the second part of
the fourth term of (11).

We now see that even the first regulations introduced
in the ¢; and ¢, integrals are unnecessary. We also see
that (11) implies

lim f(z)=aoz=iAf(0),

z—0tie

(12)

which identifies @ as f(e) according to (3). We thus

have shown that (4) or (7) reduces eventually to (2).

It is remarked that the two integrals in (2) must

together be finite, but do not have to be so separately.
In order finally to infer (1), we first remark that

» Af(x)—Af(—
lim de: 0,
=0 Je x+2z

(13)

because this integral is the sum of the third term and
the second part of the fourth term of (11). We now have
only to prove that the integral in (13) approaches zero
as |z| — oo, since all the rest of (11) becomes exactly
f(okie) as |z] — «. (13) implies that the same
integral with z replaced by |z| goes to zero as |z| — .
Therefore, we may as well prove that

limf
[slo J, x—[—z x—l—[ |

We can prove (14) in almost the same way as we prove
(33) in the Appendix, because both integrals have
nearly the same structure. We know by now that
Af(0)=Af(— ). In fact, (14) becomes the same as
(33) when z— — |z|, where the proof of (14) becomes
most difficult.

)[Af(x) Af(—2)ldx=0. (14)
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We add finally that ao=f() is consistent with the
definition of @ in (5) and the boundary conditions (1),
as it should be.

IV. SUPPLEMENTARY REMARKS ON
THE THEOREM

Remark 1. The theorem is correct independently of
the number of poles and cuts, including cuts which do
not extend to infinity. In the case when no cuts extend
to infinity, the theorem becomes trivial since the in-
finite point is then isolated. In the case when only one
cut (say, the ¢; cut) extends to infinity, (1) implies that
Af(0)=0, because f(z) would not otherwise be
continuous at z=—o. Such an example will be men-
tioned in Sec. VI.

Remark 2. In the case when the discontinuities across
the cuts are pure imaginary, Af(x)=Imf(x) and
f@)=Ref(x), where f(x) is understood to mean
fx+ie).

Remark 3. In the case when we have crossing
symmetry, which says essentially (see the examples in
Secs. V and VI) f(z)==f(—2) as z— ®1e the
theorem implies that either Af(») or f(e) has to be
zero, depending upon whether the symmetry is even
or odd.

Remark 4. We assume in Secs. IT and IIT that both
limits f( e 4=7e€) are finite. This has to be always the case
when the discontinuities are pure imaginary. Even in
the case when, say, f(% i) is finite and f(o —z¢) is
infinite, the upper half of our statement (1) is correct:
If f(o +-1ie) is finite, then f(z) has to tend to f( 41¢)
when z goes to infinity in any direction in the upper
half-plane. The proof for this can be worked out in
virtually the same way as is done in Sec. IIT; we have
only to choose a contour line in Fig. 1 which consists of
an infinite semicircle in the upper half plane and a path
along the entire real axis.

Remark 5. If f(z) is known to diverge as z goes to
either or both of the limits o 4-7¢, we introduce a known
function F(z) which diverges at least as strongly and
apply our theorem to the new function f(z)/F(z). Of
course, F(z) has to be such that f(z)/F(z) still satisfies
the boundedness condition in Sec. IT and cannot have
branch cuts or zero points elsewhere than on the real
axis. If such an F(z) exists, we can apply our theorem
to f(2)/F(z) and conclude that f(z) behaves when
lz| — o« as F(3) times constants which are the limits
of f(2)/F(z) at z= o 21

The extra factor F(z) in the denominator introduces,
in general, new poles and new branch cuts on the real
axis. However, the residues and the discontinuities of
f(2)/F(z) at these new singular points can be given
explicitly in terms of f(z) on the real axis since F(z) is
known. We, therefore, can obtain the dispersion relation
for f(z) by first writing down the dispersion relation for
f(2)/F(z) according to our instruction (2) and then
multiplying it by F(z).
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It is expected that this procedure will work in
virtually all cases of interest in physics. An example in
which f(z) diverges linearly with respect z as z— o 4-7¢
is treated in detail in the next section.

Remark 6. If f(z) is known to approach zero as
z—> o =1¢, the theorem says that f(z) approaches zero
everywhere at |z| = and the no-subtraction disper-
sion relation [ (2) without the last term ] is justified.

Remark 7. The theorem is proved only when all cuts
are on the real axis. This, however, does not appear to
restrict the applicability of the theorem to the cases of
actual interest, including the case of double dispersion
relations, as is shown in Sec. VI.

V. FORWARD PION-NUCLEON DISPERSION
RELATIONS

Let fi(w) be the forward pion-nucleon scattering
amplitudes as functions of pion energy w in the labora-
tory system (&= referring to components symmetric or
anti-symmetric with respect to pion isotopic spin). We
normalize them so that the optical theorem reads

Im fy (0) = = (¢/2)Lops (@) oper(w) ],

where ¢ is the pion laboratory momentum and the ¢’s
are total cross sections in the charge channels indicated
by subscripts.

Assuming that o(e«) is finite, we begin with the
boundary conditions that fi(w)/w have finite limits f
as w—> ©,

We recall that there is crossing symmetry, fi(w)
=+ f,*(—w),and thediscontinuities are pure imaginary
in this case. We define, according to the instruction in
Remark 5 of Sec. IV, new functions f;(z)/(z—a) which
have finite limits f. when z— o d-7¢, are bounded in
the same sense as f.(z), and have the same analyticity
properties as fy(2), except for new poles at z=a with
residues f.(a). These residues become real if ¢ falls on
the portion of the real axis between the two cuts. We
see also that fy.(2)/(z—a) still have crossing symmetry
in the sense of Remark 3 of Sec. IV, with even-odd
properties inverted from those of fi(w). It then follows
from Remarks 2 and 3 that fy has to be pure imaginary,
while f_ has to be pure real. In particular, the latter
implies from (13) that oy (®)=0p.+(®), which is
nothing but the Pomeranchuk theorem.!?

To obtain the dispersion relations, we apply (2) to
[+(3)/ (z—a), which yields

fi(2)

(15)

:Z( R; ) SAC
z2—a @ w;—a/ 3—w; &—a
Imf, (w)dw

1
+- | /=" 4Ref, (16
wfm (0—a) (w—2) e (16)

C

where fi(z) have poles at w; with residues R;. Mulii-
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plying (16) by (z—a), we obtain

o=@+ B RC)

v Z—w; A—w;

1 1 1
4= (__—— ) Imfy (w)dw+ (32— a) Refy.
T veuts \W—2 wW—0a (17)

If our knowledge about w;, R;, the cuts, and crossing
symmetry is exploited, Eq. (17) become

2000 2g%0
fr(@)=f(a)+ -
ZZ_w()? (12"‘6002
1 27 2w 2w
[ | | e as
m, lot—22 w?—a?
2g% 2g%
f-@)=f(a)—
22_0)02 (12_(.002

1 pof 23 2a
+ [ [ - ]Imf—(w)dwﬂz"“)f-’ (19)
T, (,0"“22 (l)2‘_a2

where wo=u2/2M, u and M being the pion and nucleon
masses and g is the renormalized pion-nucleon coupling
constant. Equation (18) is nothing but the conventional
once-subtracted dispersion relation,® which is known to
be consistent with the present data. (19) is also in a
subtracted form but not of the conventional type. The
terms in the integral in (19) are not in a combination
that enhances convergence of the integral. We can
therefore conclude that the individual terms of the
integral in (19) are already finite. This was first re-
marked by Amati, Fierz, and Glaser.>*
We can now rewrite (19) in an unsubtracted form:

f-(@)=— + (20)

2¢%2 1 p*2zImf ()
f do+2zf_,
Z—w?® T "

wr—z2

where the (real) constant which could in general be
added to (20) has been dropped because of the odd
symmetry of f_(z). We claim that (18) and (20) are the
simplest forms of the dispersion relations for f,(z) when

5 M. L. Goldberger, H. Miyazawa, and R. Oehme, Phys. Rev.
99, 986 (1955).

6 We should point out that their proof (reference 2) is imperfect
in the following two respects: First, the argument leading to their
Eq. (10) is misleading, since the trivial example o+ (E’) =¢% ()
+const/E'+- -+ gives a term (InE)/E in addition to those of
their Eq. (10); this term is, in fact, greater than any in their Eq.
(10). However, their claim based on their Eq. (10) follows from our
Eq. (32) which is proved in the Appendix. Secondly, their proof is
based upon the conventionally subtracted dispersion relation; the
validity of such a form is not guaranteed and, in fact, (20) below
constitutes a counter-example.
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fi(w)/w approach finite limits as w— . It is added
that the conventional form® of f_(z) follows from (20)
if one (conventional) subtraction is applied to (20). We
add also that (20) is an example in which the con-
vergence of the dispersion integral does not justify the
absence of additional terms in the dispersion relation.

We found however that the presently available data
are all consistent with (20) without the last term.
Incidentally what Goldberger, Miyazawa, and Oehme
have observed in the note added in proof of their paper®
amounts to the same claim. We then observe that (20)
with f_=0 follows immediately from the boundary
condition with f_(w) have a finite limit as w— o,
since f_() will then have to be imaginary (Remarks 2
and 3) and (2) reduces to (20) with f_=0. We now
conclude that the boundary conditions

21

fi(w)/w, f-(w)~—> finite limits

are consistent with dispersion relations and the assump-
tion that o () is finite.

VI. DOUBLE PION-NUCLEON DISPERSION
RELATIONS

Let 4, and B, be the invariant pion-nucleon scatter-
ing amplitudes which are related to fi.(w) of the previous
section by

felw)=AL(s, t=0)—wB4(s, t=0),

(22)
s=M*4u*+2M o,
where the invariant variables are defined by
= — 2 [=— ! — 7)2
s==(g+p)8 1=—(—9? 23)

u=— (P—q,>2, S+t+u= 2 (M2+,LLZ),

$ and p’ being initial and final momenta of the nucleon,

and ¢ and ¢ being those of the pion. According to

Mandelstam,? the singularities are three cuts given by
oo 252 (MAu),
+oo2u2 (M+u),
+ oo 21242

(24)

and two poles of By located at s=M? and u=M?2
Crossing symmetry is expressed by

A:l:(syt;”) = :tAi(uat;S)a

(25)
B:{:(‘y>t7u) = :‘:Bi(uytys)'

We add that Eq. (25) agrees with thestatement wemade

in Remark 3 of Sec. IV.

We argue below that plausible boundary conditions
are that 4, and By all stay, at most, finite when any or
all of the variables go to infinity. We start with -(22)
and the differential elastic cross section exptessed in
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J16. 2. Singularities of
B(s,t) in the s plane
when ¢is real and greater
than —2Mu-p?

terms of A, and By, as a function of the c.m. scattering
angle 6, in the limit of large c.m. particle momentum g:

do
aQ (8x)
+[2¢(1+cosh)+1M2(1—cosh) |

X | B|2—3M (3+cost) (A*B+B*4)},

{3(1—cost) |4

(26)

which holds for §=0. 4 and B are linear combinations
of A4 and By depending upon specific charge assign-
ments and

st 2 —2¢*(1—cosh), u~—2¢*(1+cosf). (27)
The boundary condition (21) and the requirement that
do/dQ stay at most finite as ¢ — o« for %0 [[we assume
that () is finite] imply that all amplitudes stay at
most finite when any or all of the variables go to infinity,
except that 4, (s, =0) is allowed to diverge linearly as
s — . Those boundary conditions which do not follow
from (22) and (26) can be inferred from the symmetry
(25). Since we know at present no compelling reasons
for allowing such a divergence in 44, we assume in the
present paper that all amplitudes stay at most finite at
infinity. Incidentally, this is essentially what Mandel-
stam?® derived from perturbation calculations. We shall
not further elaborate the boundary condition, since the
primary purpose of the present paper is to obtain the
dispersion relation from the assumed boundary
condition.

Consider B(s,t) (we shall drop the indices + and
pole-terms in all the equations below to simplify nota-
tion) with ¢ real and greater than —2Mu-pu?. All the
singularities of B(s,?) in the s plane then appear on the
real axis, as shown in Fig. 2, none overlapping any other.
The dispersion relation is therefore the same as (2):

1 pr°  AgB(s)ds'
B(st)=— f —_—
(M +p)2

T s'—s

Ay B(w t)du

1 po
A
TV (M )P

+B(s=,1), (28)

u—u

AND A.
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F16. 3. Singularities of
B(s,) in the ¢ plane
when s is real and
greater than (M +u)2.

©

-®

where the subscripts on A are those variables with
respect to which the differences are to be taken and we
have changed s’ to #' in the second integral.

Next we consider B(s',t), B(#/,t), and B(s'=, ¢) in
(28) separately. Since the singularities of B(s',#) in the
¢ plane with s” real and greater than (M +u)? all appear
on the real axis as shown in Fig. 3, none overlapping
another, B(s',f) satisfies (2). The difference with respect
to s’ is then given by

VB 1 f“’ Ay B(s'1)dt
B )= | ———
T YVi4pu2 t’_’t

1 Ay B(s' u')dut’ _
+A 'B(S,y l= w);

+ [ +a, (29)

T e (5'+)— (s+u)
where the pole term in B(s',¢) cancels out exactly in the
difference. Since (29) is correct for any ¢ inside the
contour C; of Fig. 3, which includes 4u?> > — 2M u2+412,
we can substitute (29) into the first integral of (28).
Into the second term of (28) we can substitute the
analogous expression for A, B(#/,f). It is now simple
algebra to show that these two integrals of (28) give the
conventional three double integrals and the two single
integrals with respect to s and u, respectively, the latter
having the same structure as the ¢ integral of (30)
below.

B(s=, t) of the last term of (28) has in the ¢ plane
a single cut from 4u? to «, all the rest of the singularities
having moved to infinity along the negative real axis,
as is seen from Fig. 3. This is an example where there is
a single cut. The dispersion relation is still of the form
of (2):

- 1 “ AL'B(SZOO,t’)
B(s=o,f)=— f —dl
4

T g2 t'—1

+Bav(s=°°at: 00); (30)
where we have taken the implied average with respect
to s at infinity and B,, means the averages with respect
to both s and ¢ at infinity. Since (30) is also correct for
any real ¢ such that 4u?> > —2Mp+pu2, we now get the
complete double dispersion relation: B(s,f)=three
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double integrals

1 p* ApB(s=,1)
f BT gy
4

» /—t

1 p* AvB(s', t= )
LAt
T oty s'—s

1 p= AvB | t= )
pL[T e,
T J (b )2 u'—u

+Boy(s= o, t= o).

™

(31)

This is the final form since (31) can be continued
analytically in the ¢ plane.

We list below a few of the characteristics of the
dispersion relation (31). Firstly, the three double
integrals together, the three single integrals individ-
ually, and the additional constant in (31) are finite.
This can be seen by observing that the single ¢ integral
and the additional constant of (30) are separately finite
and then remarking that our arguments in this section
are completely symmetrical with respect to the inter-
change of the three variables. This is one of the most
noticeable differences between (31) and the representa-
tion due to Mandelstam,® where regulations are intro-
duced into the integrals involved.

Secondly, we have identified all the integrands and
the additional constant in (31) as the arguments given
indicate explicitly ; the integrands in the double integrals
are obviously the double differences across the cuts
concerned. Therefore, if we know that some amplitudes
vanish when some of the variables go to infinity (either
plus or minus infinity, but not both), we can tell which
terms of (31) are missing. For example, the symmetry
conditions (25) imply that the single ¢ integral is missing
for A_ and B, since A_(s= o, f) and B, (s= 0, £) have
to vanish (Remark 3 of Sectlon IV). We can tell also
that B cannot have the additional constant in (31),
since do/dQ (26) would otherwise diverge when ¢ — «
for #>6>0, as can be seen from (27). We are unable,
however, to argue that A, cannot have the additional
constant in (31) either, which is another marked
difference between our (31) and that of Mandelstam.?
Our dispersion relation (31) contains two parameters,
the residue of the pole-term [which is not given ex-
plicitly in (31)] and the additional (real) constant for
Ay, Tt is expected that this constant is closely related
to the pion-pion scattering term constant of present
pion field theory.

As usual, we now can argue in (31) that all integrands
and the addmonal constant are real, even though
individual B’s and AB’s are not necessarlly so.

So far we have developed our arguments on the
assumption that the total cross section approaches a
finite limit at infinite energy. To give support to this,
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we have examined the case that f,(w) both have finite
limits. In this case, f () is real, and thus (15) implies
that o (w) approaches zero faster than 1/w. On the other
hand, the B, would decrease only as 1/s for s — oo,
because they have poles in s. Thus do/dQ for 7>6>0
would approach zero only as 1/s or 1/w according to
(26) and (27), which is not consistent with the original
assumption.
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APPENDIX
We here prove that

® 1 1
(——~)g<x>dx=0,
¢ x—2 x+2

where ¢ is an arbitrary finite number and g(x)
approaches zero as ¥ — .

We split (32) into five parts, putting |z|=7 and
introducing a finite positive number @ smaller than 1, as

lim

| z|—0

(32)

T r(l—a) r(14+a) g(x)
f f + f + f + LA
r(+a)  Yr(l—a) ¥TF
r(1+a) (x)
- f &Y e, (33)
r(l—a) x+z

where the integrands are the same, when not given, as
that of (32). We prove in the following that these five
terms approach zero individually as r — . The first
term behaves as follows:

w2
(r+/7)(r—0)

g I YO 3y
e ery

where «’ is the point between ¢ and 4/7 at which g(x)
assumes the maximum magnitude. Since (34) is now
seen to go to zero as r — o, the first term of (33)
behaves likewise. The second and the third terms can
be treated quite the same way: We can show that the
magnitudes of these terms cannot exceed |g(x)’] times
integrals of the type of (34). The integrals now stay
finite as r — « but |g(«")| approaches zero since the
lower limits of the integrals go to .

The fourth term can be written as

1+a

g(rx)

f ~dx,
1o x—e'

where we have put z=re? and changed the integration

variable. We see that the integrand in (35) tends to

(35)
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zero as r — o everywhere in the (finite) integration
region as long as 0540. Therefore the fourth term
approaches zero as r — o as long as 0. Since the
fifth term has the same structure as the fourth, we see
also that the fifth term goes to zero as r — « as long
as O#m.

We now examine the fourth term when =0 and
prove that it goes to zero as r — . This obviously
completes our proof. In the limit of §=0, (35) becomes

IHa d
rf 80 1x+ivrg(r>,

l—a X

(36)

where P stands for the principal value of the integral
and the second term of (36) goes to zero as r — . If
we split the principal value integral into two parts,
1—¢—1—6 and 146 — 144, and change the inte-
gration variables so that the two parts can be combined
into a single integral, the first term of (36) can be
written as

fl gr+arx)—g(r— arx)dx. 37

X

We have set § equal to zero in (37); at x=0 the inte-

grand becomes
2ar[dg(r)/dr].

The integral (37) approaches zero as r — « if (38)
stays at most finite as 7 — . We can in fact show that
the limit of (38), if it exists whether finite or not, has to
be zero in order that g(x) tend to zero as x— oo :
Putting x[dg(x)/dx]=F (x), we get

= F(y) =q
go)= [ yy ay=r@) [ »y’v

(38)

a:F _F "
+f ~—(—y~)———~(;\:2dy. (39)
¥

The first integral would diverge as F(x) Inx as x — o
if F(») did not vanish. The second integral could
diverge, but the divergence of the second integral cannot
exceed that of the first integral if F(e)50. This is
because the lower integration limit of the second inte-
gral can be shifted to any large finite number without
introducing any divergence in the limit of x — . Thus
we may choose a lower limit for which F(y)—F (x) does
not exceed in magnitude, say, half of F(») anywhere
in the integration region. We see therefore that g(x) as
given by (39) would diverge at least logarithmically
as x— o if F(w) did not vanish. Since g(x) must go
to zero, F () has to vanish.

In order to examine the case when the limit of (38)
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does not exist, we separate g(x) without any loss of
generality, into two factors:

g(x)=A4(x)S (x),

where A (x) approaches zero as ¥ — o« in such a way
that the limit of x[dA4 (x)/dx] as x— o« exists, and
S(x) is bounded by a finite constant but may oscillate
all the way to infinity. (37) can then be written as the
sum of three terms:

(40)

LA(r —4
f A_—_#( ) (r)S (r+arx)dx

x
S (r—arx)dx

—i—fl A(r)—A(r—arx)

X

19 —S(y—
A0 f (r+arx)—S(@r arx)dx' 1)

X

We can show that the first and second terms of (41)
approach zero as ¥ — « in exactly the same way we
showed that (37) approaches zero when the limit of
(38) exists.

To show that the third term of (41) vanishes as
7 — o, we have only to prove that the integral involved
stays at most finite as r — <. To do this, let us assume
an expansion

P
S(@)= f e*s(B)dE, (42)

where s(k) may include & functions corresponding to
sin and cos functions in S(x). We can then rewrite the
integral in question as

o ar 21 sinky
f e*rs(k)dk f dy.
0 y

The integrals (42) and (43) are different only in the last
factor of (43), which is known to be ¢r, 0 or —ir de-
pending upon whether >0, =0, or £2<O0, respectively,
in the limit of » — o. Therefore we see no sign of
divergence in (43) as long as (42) converges.

We do not know how the integral of the third term
of (41) behaves if S(x) does not allow an expansion of
the type of (42). It is possible that this integral remains
finite even when the expansion (42) fails to be valid.
However, we shall not further elaborate this point since
we feel that our conditions implied by (40) and (42)
are weak enough to accommodate practically all cases
of actual interest in physics. We also remark that the
function g(x) cannot be completely arbitrary because
of the original assumptions about f(z) itself.

(43)

—0



