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The absolute differential cross section for the elastic scattering of oxygen by gaseous targets of helium,
nitrogen, and neon and of carbon by nitrogen were measured from about 4 to ~20 degrees in the center-of-
mass system. The energy of the incident heavy ions was ~10 Mev per atomic mass unit. The ratio of the
elastic cross section to the Coulomb cross section exhibits diffraction-like oscillations which damp out as
n=21Z/w increases from ~1 to ~4. The results are compared with the predictions of a simple diffraction
model, a sharp-cutoff model, and a modified-cutoff model. Reasonably good agreement is obtained in pre-
dicting the angular position of the maxima and minima, but not the absolute cross section. The modified-
cutoff model appears to apply only if 7 is greater than about 2.5. The value of 7, found for the O%—Ne
scattering is 259, greater than for the remaining three reactions.

INTRODUCTION

N the past years much attention has been given to
the experimental investigation of elastic scattering
cross sections. Recently, data for the scattering of
alpha particles and of heavier ions has been accumu-
lated rapidly with a view toward inferring the proper-
ties of nuclear matter.

Angular distributions for elastic scattering have been
analyzed in terms of sharp-cutoff'=® or modified-sharp-
cutoff* models, by optical model calculations,® and in
terms of the rainbow model.® Since most angular dis-
tributions in which the parameter n=2Z1Z2¢*/%v is less
than ~35 exhibit a diffraction-like structure,” these
experiments are amenable to analysis by a simple
diffraction model.® In this expression Z; and Z, are
the incident and target nuclear charge, respectively,
v is the relative velocity of the two particles, e is the
electronic charge, and 7% is Planck’s constant divided
by 2.

A mean interaction radius may be obtained from
each of these models. In addition, the modified-sharp-
cutoff, optical, and rainbow models allow a parametri-
zation of the shape of the potential so that information
on the diffuseness of the nuclear edge may be inferred.
The rainbow model is applicable only to data which
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exhibit a smooth dropoff from the Coulomb cross
section with increasing angle. Calculations by Porter?
and more recently by Bassel, Drisko, and Melkanoff!
with the optical model have met with a fair degree of
success.

The present differential cross sections were measured
for the elastic scattering of O from He?, N4, and Ne®;
and of C2 from N'. They are part of a continuing
series to determine the interaction radii of heavy-ion
interactions in a region of the periodic table where
relatively large changes might be expected. They also
provide a test of the applicability of the modified-sharp-
cutoff model.

EXPERIMENTAL APPARATUS

At energies of 10 Mev per nucleon the cross section
for elastic scattering from low-Z targets deviates
markedly from Coulomb scattering very close to the
forward direction. These measurements, therefore,
presented the usual problems of dealing with gas
targets, plus the added complications of determining
the cross sections at small angles. Figure 1 is a view of
the scattering apparatus (the section is taken in the
plane of scattering). The detector rotates about the
center of the target volume which is located within a
standard 4-in. diam Sylphon bellows. Keeping both
faces of the bellows perpendicular to the plane of
rotation, alternate sides undergo simple compression
and expansion without torsion. This arrangement has
a total angular sweep of approximately 100 deg. As
shown in the figure, the midpoint of the swing used
here is 30°; this permits the angular distributions to
be followed continuously from —20° to 4-80° in the
laboratory system.

The beam enters the collimating system through a
2.4-mg/cm? nickel foil. This foil serves the dual purpose
of keeping the target gas within the chamber and of
providing a diffuse source of particles entering the
collimators. The collimating apertures and antiscat-

9 C. E. Porter, Phys. Rev. 112, 1722 (1958).
1 R. H. Bassel, R. M. Drisko, and M. A. Melkanoff, Bull. Am.
Phys. Soc. 5, 67 (1960).
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Fic. 1. View of the scattering
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through a Ni foil. The detector
tube rotates on the edge of a 33-in.
diameter pulley wheel (not
shown). The center of rotation is
at the point marked ‘‘target cen-
ter.” The angular range of the
detector arm is from —20° to
+80°.
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Beam Defining and
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tering apertures are machined into opposite ends of a
brass tube 10 cm long. Two such assemblies are placed
in the slit-holding tube. Two pairs of beam-defining
apertures were used, first a 0.200-in. diam set, and a
second 0.062-in. diam set for small-angle measurements.
In both cases the antiscattering apertures are % in. in
diameter. The distance between the circular defining
apertures is 30 cm.

As the beam emerges from the second collimating
aperture it enters a 4-in. diam tube. As may be noted,
the beam does not pass down the axis of the tube but
is 0.600 in. off center to allow the target volume to
remain in the center of the bellows. There are several
entrances to this tube, (1) the gas inlet needle valve,
(2) a target pressure gauge port, (3) a monitor port,
and (4) a port for a retractable Faraday cup. This
Faraday cup may be slid into place immediately fol-
lowing the second defining aperture. This indicates
that the heavy-ion beam is entering the chamber, and
provides an estimate of the current. The cup may then
be withdrawn to a position where the bottom is ap-
proximately one inch from the beam center line. When
in this position, a positive bias is applied and the signal
derived from electron pickup is used for machine
tuning purposes.

The detector tube, a 3-in. o.d. seamless stainless
steel tube 5 ft long, follows the bellows; it contains the
rectangular slit and the detector assembly. This tube
rotates on the edge of a 33-in. diam pulley wheel (not
shown in Fig. 1) with the hub as a center. The edge of
the wheel was ground to provide a smooth flat surface.

The alignment of the components was accomplished
by means of a standard surveyors’ transit. The detector
tube was set at the zero angle of scattering and all
apertures centered on a common line passing through
the axis of rotation. The long sides of the rectangular
aperture could be made vertical by rotating the de-
tector arm slightly off the zero-angle position such that
the transit vertical cross hairs coincided with the side
of the aperture.

Either of two interchangeable circular apertures of
200 mils or 62 mils diameter were placed in front of the
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detector. The width of the rectangular slit was 64 mils
and its height great enough so that the detector en-
compassed the entire beam in cross section. The beam
volume thus defined is the intersection of cones and
pyramids. Figure 2 shows schematically the geometric
configuration of the apertures and target volume. In
Table I are listed the dimensions referred to in the
figure.

The detector for the elastically scattered particles
was a thin NaI(Tl) crystal mounted directly to the
face of a DuMont 6292 photomultiplier. A housing was
constructed with the vacuum seal made directly to the
face of the phototube to permit the hygroscopic crystal
to be kept under vaccum continuously. The target-to-
detector distance could be adjusted with a threaded
rod connected to the detector assembly and plug.
Once the detector had been positioned and the chamber

a8

®

F1c. 2. Schematic representation of the scattering geometry.
For appropriate dimensions see Table I. The dimensions have
not been drawn to scale for reasons of clarity. The notation is
that of reference 12.
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TaBLE I. Dimensions (cm) referred to in Fig. 2.

Quantity- °-5° 3.5°-10°
a 0.0787 0.254
b 0.0787 0.254
c 0.0787 0.254
2w 0.163 0.163
Ry 71.72 50.80
L 30.00 30.00
So 45.72 45.72
G 15.72 15.72
H 51.82 38.10

evacuated and filled with target gas, a Circle Seal
valve was opened to expose the detector to the target
volume. In this manner the Nal was kept protected
against moisture without the use of packaging or
windows.

The elastic detector signal was analyzed by a 20-
channel pulse height analyzer. A 400-channel analyzer
was also available and was used in addition to the
former to obtain spectra for some of the runs at large
angles. Although limited in number of channels and
readout, the 20-channel analyzer was more useful
because it required smaller dead time corrections.

The scattering angle was measured from an angular
vernier table rescued from a small optical spectrometer.
It was possible, by means of a low-power hand lens,
to read the angle to 2= minute. The zero-degree point
was determined from the symmetry of the left-right
scattering yields. The difference between the optical
method of determining zero degrees and this method
was never greater than 0.1 deg.

Scattered particles were monitored to determine the
exposure during a given run. These were detected by
a 1-mm thick CsI crystal mounted to a DuMont 6467
photomultiplier. A 2.2-mg/cm? Ni foil was placed in
front of the detector to screen out particles of very low
energy. The angular acceptance of the monitor was
restricted to the angles from 60° to 170° by use of a
collimator.

After the monitor signal had been amplified, it was
fed to an integral discriminator. The output of the
discriminator was used to drive a scaler, the count
switch of which also actuated the 20-channel elastic
particle analyzer.

To calibrate the monitor a series of measurements
were made in which the beam was collected in a
Faraday cup. The elastic detector was removed, the
detector arm set at zero degrees, and the cup installed
in the end of the arm. The Faraday cup itself was
located in a chamber with an aluminum foil entrance
window. The cup was insulated from the housing with
two Teflon pillars. A ring magnet was positioned in
front of the collection cup and a 4-kv negative potential
was applied to it to suppress secondary electrons
arriving from the cup or window. The operating pressure
within the Faraday chamber was maintained below
5X10~® mm Hg to minimize any ionization chamber
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effect within the housing. The number of monitor
counts per collected microampere of beam was constant
for suppressor voltages from 0.5 to 4.0 kv. To deter-
mine the loss of integrated beam due to multiple
scattering, the number of monitor counts per micro-
ampere was measured as a function of target pressure.
Varying the pressure from 10 to 75 mm Hg resulted
in no detectable effect. An upper limit of 19, has been
placed on this source of error. In making the absolute
calibration, sufficient counts were recorded on the
monitor scaler to obtain 19 statistics.

Standard commercial grade dry nitrogen and research
grade helium and neon gases were used as targets. The
gas was present in the chamber from the entrance
window to the elastic particle detector. To insure as
low contamination as possible, the gas was continu-
ously flowed through the chamber at a typical rate of
1 to 2 cc/min. A pressure of 50.0 mm Hg, measured
with a Wallace and Tiernan 0-200 mm pressure gauge,
was held constant with a Manostat." The gas tempera-
ture was assumed to be that of the surroundings and,
therefore, the ambient temperature was used in cal-
culating the target density. The error in density is
estimated to be £=19.

PROCEDURE

The heavy-ion beams of O' and C2 used in this
experiment were accelerated to a nominal energy of 10
Mev per nucleon in the Yale heavy-ion linear acceler-
ator. At the exit of the accelerating cavity a pair of
quadrupole magnets focused the beam; it was then
magnetically analyzed to approximately 19} in energy,
passed through a bending magnet so that it was again
parallel to the original direction, and focused once
again with a pair of quadrupoles.

Before data were taken, the lower level in the
monitor discriminator was set; this value was selected
to be in a region of pulse height where the slope of the
monitor spectrum was not rapidly varying.

The small beam-defining and detector apertures were
used in the 2° to 5° (laboratory) angular region, the
large set of apertures from 3.5° to ~10°. This provided
an overlap of approximately 2° for the two systems.
The angular resolutions in the laboratory for the two
systems are 0° 13’ and 0° 25, respectively (full width
at half-maximum). The angular interval used for the
“small” angle geometry was 0° 10’; for the “large”
angle measurements data were taken at 0° 15’ intervals.
The scattering of O'® by He was the exception, the
intervals used here were 0° 5" and 0° 10/, respectively.
Approximately one third of the experimental points
were observations made at negative angles. A sufficient
number of counts were accumulated in both the monitor
and elastic detectors to give approximately a 29, sta-
tistical error in the determination of yield.

1t Model 8; Manufactured by Manostat Corporation, New
York, New York.
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After appropriate dead-time corrections were applied
to the elastic and monitor detectors, the differential
cross section was calculated from the yield by means
of the geometrical factor of Critchfield and Dodder.?
In using this expression account is taken of the finite
divergence of the beam by assuming that the nickel
window acts as a uniform isotropic source of particles.
Should the target volume be a section of a cylinder
rather than the frustrum of a:cone, however, these
data would be overcorrected, i.e., low, by approxi-
mately 3.5%. It is felt that the description chosen
represents the actual conditions much more closely.
The relative derivatives of the true cross section, ¢’/a
and ¢’’/o, used in the calculation of the G factor were
approximated by the relative derivatives of the un-
corrected cross section.

The energy of the beam at the detector was deter-
mined from a knowledge of the ratio of the pulse height
of the elastic peak to the pulse height of the ThC’
alpha.’® To obtain the energy at the target volume, the
curves of Roll and Steigert!* for the residual ranges vs
energy of heavy lons in oxygen were differentiated to
obtain the specific energy loss. The energy loss was
then calculated from the relationship

d(E/A) Z' EK
————oc—ln(—:),
pdx A’ Al

where p, A’, Z’ are the density, atomic number, and
nuclear charge of the stopping material, respectively,
and E/A is the energy per amu of the incident particle.
The average ionization potential was taken to be 13 Z’
ev.!5 Since the reference material is gaseous and the
difference in Z’ small, the specific energy losses calcu-
lated in this way are believed to be accurate to better
than 29, for the region in which they are used here.

No corrections for either multiple or slit-edge scat-
tering have been applied to these data. An estimate of
the multiple scattering which results in a measured
yield greater than the true yield was made, however.
The increased yield is proportional (in first approxi-
mation) to the product of the relative second derivative
of the cross section times the mean square deviation of
the Gaussian portion of the scattering distribution.!®

At laboratory angles of 3° 6°, and 10° this amounts
to approximately 3%, 0.79%, and 0.29), respectively.
An estimate of the slit-edge scattering is placed at
0.2%. i

Table II is a summary of the estimated experimental
errors. The combined effect of these uncertainties is to
assign a relative error of 449, to these data. The
standard error in the absolute magnitude of the
differential cross section is taken to be #=15%.

12 C. L. Critchfield and D. C. Dodder, Phys. Rev. 75, 419 (1949).
1B E. Newman and F. E. Steigert, Phys. Rev. 118, 1575 (1960).
4P G. Roll and F. E. Steigert, Nuclear Phys. 16, 534 (1960).
16 R. M. Sternheimer, Phys. Rev. 115, 137 (1959).

16 B, Rossi and K. Greisen, Revs. Modern Phys. 13, 267 (1941).

IONS FROM GAS TARGETS 1845

TasirE II. Estimated experimental errors.

Angular region (lab)

Source 2°-5° 5°-10°
Alignment® 2.5% 1.8%
G factor 0.5% 1.5%,
Counting statistics 2.0%, 2.0%
Counting loss 0.029%, 0.029%,
Target density 1.5% 1.5%
Angle 0.5 0.5
Energy 2.0%, 2.09%,
Beam current 15.0% 15.09%

2 Includes uncertainties in the aperture and interaperture dimensions.

RESULTS AND DISCUSSION

The results of this experiment are presented graphi-
cally as the ratio of the observed differential cross
section to Rutherford vs the center-of-mass angle. One
may note that as g is increased from ~1 to ~4 the
amplitude of the diffraction-like oscillations decrease
markedly and the drop below Rutherford slowly
becomes more pronounced.

Since all results show diffraction-like effects to some
varying degree and the penetration depth for heavy
ions in nuclear matter is expected to be very slight, the
experimental results are compared with the predictions
of a simple diffraction calculation. The diffraction
pattern for an opaque sphere may be expressed in
terms of the first-order cylindrical Bessel function. The
argument is taken as 8=2kR sin(6/2), where k is the
center-of-mass wave number, R the interaction radius
and 6 the center-of-mass scattering angle. The differ-
ential cross section may be expressed as®

do/dQ=FR* cos?(6/2)[ T 1(8)/B7

In general, although the locations of the maxima and
minima are described, the predicted cross sections are
too low for small angles and too great for larger angles.

The sharp-cutoff model is valid if 5 is much larger
than unity. Also, it has been observed that in a-particle
scattering!” the model breaks down where o/acou1 <1/7.
In view of the fact that the majority of these data fail
to satisfy one or both of the restrictions, it is not sur-
prising that the over-all fit is rather poor.

The modified Blair model prediction for the differ-
ential scattering cross section relative to Coulomb
without a nuclear phase shift term but including an
amplitude factor for the Ith partial wave may be
written as

B «
sin(n InB)+-- > (2141) P;(cosf) (1— A4;) cos2a;

n =0

Tc

+i[cos (7 InB)
2

)

B »
+— > (214-1)P;(cost) (1—4,) sin2crl]

n =0

17H. E. Wegner, R. M. Eisherg, and G. Igo, Phys. Rev. 99,
825 (1955).
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F16. 3. Elastic scattering of O'¢ by He*. The energy in the center-
of-mass system at the target volume is 32.2 Mev. Results of a
diffraction and sharp cutoff calculation are shown.

where
B=sin2(6/2),

1
o= 2. tan~!(y/1").
1=
The amplitude is taken to be
1
" tdexp[(I—L)/Al]

The result is a Saxon-shaped edge, where L (the sharp
cutoff / resulting in the best fit to the locations of the
maxima and minima) is the half-amplitude / value and
Al is the diffuseness parameter. The “thickness” AR
of the nuclear edge may then be expressed as

AR=Ry,a—R. A

The modified-cutoff model used here is similar to that
introduced by McIntyre ef al.,* with the exception that
the rounding of the nuclear phase shift has been
omitted.

O%—He*

The observed differential cross section divided by
the Coulomb cross section vs the center-of-mass angle
0 for O on He* is shown in Fig. 3. The energy at the
target in the c.m. system is 32.2 Mev. It may be noted
that this reaction is inverted in the sense that usually
oxygen is bombarded with alpha particles. There are
no advantages to the order chosen other than the
improved detector energy resolution. Compensating
for this gain, however, is a loss of angular resolution
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in the center-of-mass system. This effect poses no
serious problem here because of the width of the
diffraction structure. By performing the experiments
in this inverted order, the accuracy of the very small
angle data (2° lab) could be checked against the pub-
lished data of Yavin and Farwell.!® Although the energy
at the target is not stated, the center-of-mass energy
should be only slightly different than that of the present
experiment. The first minimum and succeeding maxi-
mum detected by these workers are exactly duplicated
in angle by the dip at §=17.5° and the peak at 24°
found in this experiment. Their measurements were not
carried to sufficiently small an angle to observe the peak
at 11° now reported.

The ratio of the cross sections for the 24° peak is
shown as approximately 1.0 in reference 18. The ratio
in the present work is ~1.0 for the 11° peak and 1.75
for the succeeding maximum. This increase in the
ratio of observed to Coulomb cross section for suc-
ceeding maxima has been observed previously in the
elastic scattering of alpha particles from carbon.® The
difference in the absolute cross section for the 24° peak
is greater than the quoted limits of error for the two
experiments. It should be pointed out, however, that
Aguilar et al® have also investigated this reaction at
an energy of 30.4 Mev (c.m.) and find a value of 1.9
for this ratio.
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F1c. 4. Elastic scattering of C'2 by N, The energy in the center-
of-mass system is 62.5 Mev. Predictions of the simple diffraction
model and the sharp-cutoff model are also shown.

18 A, I. Yavin and G. W. Farwell, Nuclear Phys. 12, 1 (1959).

1 G. Igo, H. E. Wegner, and R. M. Eisberg, Phys. Rev. 101,
1508 (1956).

2 J, Aguilar, W. E. Burcham, J. Catala, J. B. A. England,
J. S. C. McKee, and J. Rotblat, Proc. Roy. Soc. (London) A254,
395 (1960).
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Fic. 5. Elastic detector spectrum for the scattering of C2 by
N, The resolution is sufficient to eliminate all excited states
with the exception of the first excited state of N4,

No attempt was made to follow the angular distri-
bution of the inelastic scattering from the first and
second excited states of O'. An estimate of the cross
section at the 17.5° minimum was made; it is approxi-
mately 509, of the elastic scattering section at this
angle, in agreement with the results of reference 18.

The results of a diffraction calculation and of a sharp-
cutoff calculation are also shown in Fig. 3. The inter-
action radii obtained from these fits are 5.70 and 5.97
fermi, respectively. The results of a modified cutoff
could not be applied to this case since the effect of the
modification as used here is to decrease the peak-to-
valley ratio and an increase is required.

C12_ N14

The results of the scattering of C® by nitrogen
(99.6% N') are shown in Fig. 4. The values of 7 and
the c.m. energy are 2.09 and 62.5 Mev, respectively.
The results of a diffraction and sharp cutoff calculation
with interaction radii of 6.45 and 6.99 £, respectively,
are also shown. It is seen that, although one may
obtain a fit to the location of the maxima, the pre-
dicted cross sections do not reproduce the experimental
data very satisfactorily. The Blair model predicts cross
sections consistently larger than those observed. In
addition the peak-to-valley ratios are less than the
measured ones, thus, as in the O-He case, ruling out
the application of the modified model.

The elastic detector spectrum from the 400-channel
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analyzer is shown in Fig. 5. All excited states of C2?
and all but the first excited state of N" are clearly
resolvable. One would expect no contribution from this
state since scattering from this level requires violation
of the conservation of isotopic spin. Within the sta-
tistical accuracy of the points in the elastic scattering
spectra no asymmetry was noted in the elastic peak.

016_ N14

In Fig. 6 are presented the results of the elastic
scattering of 0! by N™. The diffraction structure for
this reaction oscillates with considerably smaller ampli-
tude than the previous cases. Maxima are seen to occur
at 9° 30/, 14° 35/, and 19° 50’. The cross section rises
to approximately 1.5 times the Coulomb value in the
neighborhood of 5 deg. A rerun of the absolute cali-
bration using a slightly different geometry duplicated
the original measurement to better than 59,. Once
again the predictions of the diffraction and sharp-cutoff
models fail to correspond to the data in anything but
phase. The interaction radii inferred are 6.80 and 7.21 f,
respectively. The results of a modified calculation are
applicable here since the observed peak-to-valley ratio
is less than that expected from the sharp-cutoff model.
The solid line in Fig. 6 shows this result for /=33 and
Al=1.3. The value of Al shown was chosen as best
representing the amplitude of the diffraction structure.
It should be noted, however, that to fit the majority
of the data it was required that the theoretical cross
section be multiplied by a factor of 0.6. The AR ob-
tained in this way is 0.51 f or 7.1, of the mean radius.
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F16. 6. Elastic scattering of O' by NY. The results of the
diffraction and sharp-cutoff calculations are shown; the modified
cutoff prediction has been normalized to reproduce the data
beyond 6 deg.
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F1c. 7. Elastic scattering of O by Ne. The diffraction and
sharp-cutoff predictions are shown. The results of a modified-
cutoff calculation have been normalized to the observed data.

As in the C!2—N*™ case the only excited state that is
not completely resolvable is the 2.31-Mev first excited
state of N, As discussed in the previous section, it
follows from the law of conservation of isotopic spin
that this state would not be expected to contribute.
Once again no asymmetry of the elastic peak was noted.

O*—Ne

The ratio of the absolute differential cross section to
the Coulomb cross section vs the center-of-mass angle
for the elastic scattering of O' from neon (90.99, Ne,
0.269, Ne?', and 8.89, Ne?) is shown in Fig. 7. The
diffraction structure is almost completely washed out.
The value of 7 is 3.9 and the energy in the center of
mass is 87.0 Mev for Ne¥.

The radii inferred from the diffraction and Blair
models are 9.0 and 9.48 {, respectively. The uncertainty
in locating the peaks and valleys in the diffraction
structure leads to an ambiguity of approximately 0.1
f. A modified calculation with /=353, Al=3.3 is shown
in Fig. 7, normalized so as to best reproduce the data.
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TaBLE III. Parameters and nuclear radii for the
reactions studied.?

Ec.m‘
Reaction 7 (Mev) Raissr  (ro)aist Ree. (r0)se. AR
Ol—He!* 0.80 32.2 5.70 1.39 5.97 1.45 cee
Cz—_N¥ 209 62.5 6.45 1.37 6.99 1.49 ce
O1®—N“ 270 71.7 6.80 1.38 7.21 146 0.51
OB —Ne2 3.90 87.0 9.00 1.72 9.48 1.81 1.08

a All radii are in fermi.

A AR of 1.08 f (11.49, of the mean radius) is found
from the diffuseness parameter.

The resolution of the elastic detector (3.3 Mev full
width at half-maximum) is sufficient to resolve all
levels with the exception of the 1.63-Mev first excited
state of Ne®. Although no asymmetry of the elastic
peak was observed, an upper limit of 109, is placed on
the undetectable contribution of this state to the elastic
scattering cross section.

CONCLUSIONS

Table IIT lists the values of the parameters and the
nuclear radii obtained from this experiment. Included
also are the values of 7o determined from the diffraction
and sharp-cutoff models, where

R=7’0(A 1%+A2%).

It may be seen that the radii obtained by the sharp
cutoff are larger in each case than those obtained from
the diffraction model. One also notes that the 7, value
for the O'®—Ne reaction is abnormally large, but the
diffuseness of the nuclear edge is also correspondingly
greater. Although obviously more information is needed
it seems reasonable to conclude that the modified
model, as used here, is not applicable to reactions when
7 is less than ~2.5.
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