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of the proton group leading to the 1.22-Mev Zr* state.
This is shown in Fig. 4. Cohen finds the same distribu-
tion for this state® and makes a 3s1/, assignment for the
state.

Figure 5 shows the total angular distribution for two
proton groups, one leading to the 2.07-Mev state and
the other to the 2.19-Mev state. The data indicated
that the angular distributions for the two groups were
different but they could not be measured separately.
The curve in Fig. 5 represents a 2ds, shell-model state
and is the experimental distribution for the ground-
state group multiplied by 0.67. This curve is subtracted
from the data and the resultant angular distribution is
shown in Fig. 6. This distribution is fitted by a g-wave

TaBiLE I. A comparison of the experimental and calculated
reduced widths relative to the ground state.

(v*/v*gnd)*  (v*/+* gnd)®
Q ! (Butler+-expt) (HO)
5.02 2 1.0 1.0
3.80 0 1.7 2.5
2.83 4 0.5 0.5

a This column shows the experimental reduced widths relative to the
ground state when the Butler theory is assumed. .

b This column shows calculated reduced widths relative to the ground
state using harmonic oscillator wave functions for the neutron.

PRESTON, MARTIN, AND SAMPSON

Butler curve. The expectation of shell-model states leads
to a 2d3y, assignment for the 2.07-Mev Zr® state and a
1g+/2 assignment for the 2.19-Mev state.

Complete angular distributions were not measured
for the other proton groups. A partial angular distribu-
tion for the proton group to the 2.56-Mev state was
peaked at large angles. It is consistent with the expected
/112 state but a definite assignment is not possible.

CONCLUSIONS

Angular distributions were measured for proton
groups leading to four energy levels in Zr®. All of the
distributions were consistent with Butler theory calcu-
lations and shell-model expectations. Distorted-wave
calculations by Tobocman!” also support the assign-
ments given here. Tobocman has calculated the distri-
butions for the ground-state group and for the first
excited state group and his assignments agree with the
ones given here,

Finally, an extraction of the relative reduced widths
of the states can be made by using the Butler theory.
A comparison of the experimental widths with calcu-
lated widths is shown in Table I.

W, Tobocman (private communication).
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We present a method for treating the following quantum me-
chanical three-body problem: to find the ground-state eigenvalue
and eigenfunction for a system of three identical particles between
any pair of which there is an attractive central force. An essential
point of the method is to assume the wave function ¥ has a special
analytic form, W=y (r12,0s)+¥ (r1s,02)+¢(r2,01), where r12
=r;—T3 Q@s=I3—3(r;+r) and 115, P2 and 1y, Q1 are defined
analogously. The Schrédinger equation for the system can then
be written as an integral equation for ¢(k,x), the Fourier trans-
form of ¥. We expand this in Legendre polynomials,

¢ (k%) =2 p1(k,x) Pi(cosy),
=0

I. INTRODUCTION

N this paper we consider the quantum-mechanical
problem of finding the ground-state energy eigen-
value and eigenfunction for a system of three identical
particles in which identical attractive forces act be-

* Operated with support from the U. S. Army, Navy, and Air
Force.

and this yields a set of coupled integral equations for the ¢;(k,x).
These can be truncated and to a good approximation one can
neglect all ¢; except ¢o, thereby reducing the problem to a single
integral equation for a function of two variables.

We propose an iterative scheme for solving this equation for the
ground-state eigenfunction, and suggest a simple but accurate
nonvariational method for deriving the energy eigenvalue there-
from. We test this proposed solution by working it out in detail
for the case of exponential interparticle potentials. The results
for the eigenvalue compare favorably with variational calcula-
tions by other authors. Finally, we discuss the accuracy of the
approximations and the possible sources of error in the wave
function.

tween each pair. The general features of the method we
discuss are applicable to other three-body and many-
body problems, but for reasons that are more or less
obvious the symmetrical three-body problem we men-
tion is the simplest of these. The results we get in this
problem are encouraging enough to make it hopeful
that progress can be made along similar lines in more
complicated problems. The symmetrical problem we dis-
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cuss is related to, but is one step closer to reality than
one we have previously discussed,! in which we did not
consider that potentials acted between pairs of par-
ticles, but instead required that the wave function
satisfy a boundary condition at a prescribed inter-
particle distance. The relation between the two prob-
lems lies in the special functional form we choose for
the wave function [Eq. (10) of this paper]; this form
is essentially the same in both cases, account being
taken of the differences between boundary conditions
and potentials. One point of this paper is to emphasize
that this form has special advantages; these are pointed
out at appropriate places in the paper.

The method presented here is an approximate one,
but it is not a variational method, and it has the ad-
vantage over the variational method that one can esti-
mate the errors of the approximations that it is neces-
sary to make.

The plan of the paper is as follows: In Sec. II we
write some well known but basic equations. In Sec. IIT
we discuss the motivation and the rationale for the
particular form of the wave function mentioned above,
and we write the Schrodinger equation for this form of
the wave function as an integral equation in momentum
space. In Sec. IV we expand this integral equation in
partial waves to give an infinite set of coupled integral
equations, and suggest how this set may be truncated,
reducing it to a single integral equation for a function
of two variables. In Sec. V we discuss an approximate
solution for the ground-state eigenvalue and eigen-
function of this equation. In Sec. VI we work out this
solution in detail for interparticle potentials of ex-
ponential shape. In Sec. VII we estimate the errors in
the various approximations that must be made in de-
riving these results.

II. SOME BASIC EQUATIONS

Let 1y, 15, 13 be the position vectors of the three
particles in some reference frame. Then the Schridinger
equation we wish to solve is, in the usual notation,

72
(—E—(V12+V22+V32)+V(712)+V(7’13)+V(7’23))‘I’
m
=E¥. (1)

As the notation indicates, the potential energy is taken
to be the sum of central potentials acting between each
of the three pairs. With a potential of this kind we can
separate off the center-of-mass motion and so we intro-
duce the center-of-mass coordinate R=3%(r;+ry+13).
In addition to R there are three equivalent pairs of co-
ordinates that one might use to define the positions of
the particles, and it is part of our method to treat each

11.. Eyges, Phys. Rev. 115, 1643 (1959).
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of these pairs on an equal footing. These pairs are

rp=r—1; and @s=r;—3(r;+19), (2a)
or

riz=r—1; and g.=r,—3(r1+r3), (2b)
or

To3=Tos—1I3 and 91=r1——%(r2+ r3). (2C)

These sets of coordinates are of course not independent.
The linear relations among them are of the form, for
example,

ri2=01— %1'23,

—_ 3 1
03= —¢I23— 3201

r13= 013123, 3)

_3 1
02=4T23— 3201,

Of course, Eq. (1) has the same form in either of the
coordinate sets (2a), (2b), (2c). For example, in 115, g3
coordinates it is

(Vri2+3Vo) W+ [0(r10)+0(r1s) +0(r2) J¥ = K2, (4)

where for a bound state (E negative), we use the
definitions

K2=m|E|/R, v(r)=mV (r)/F.

Now we wish to write the integral equation equiva-
lent of Eq. (4) (or of the other two similar equations).
It is convenient to have a notation that deals with
these three equations in a symmetrical way. Consider
the coordinates ris, @3, which in the center of mass
system define the configuration of the particles. The
same configuration is defined by i3, g2 Or ru, g1, if
these pairs are connected by equations like (3). Thus
we can think of any one of the three pairs of coordi-
nates (2a), (2b), (2¢) as a kind of six-vector which de-
fines the configuration, just as in three dimensions one
can have different vectors (with different origins) which
describe the same point in space. We shall let P stand
for this general “point” in the six-dimensional con-
figuration space, and ¥ will be a function of it. Stated
differently, this simply means that P can be considered
to be either ris, g3 OF T23, g1 OF I13, 02, as we wish. Then
the integral equation equivalent of (4) (or of its other
two variants) is

\I/(P)=f\I/(P’)v,(P’)GK(P— P")aP’, (5)

where

1*,(P)z1)(1'12)4—1)(1'13)—{—1)(723). (())

The subscript ¢ stands for “total.” The function
Gx(P—P’) which appears in Eq. (5) is a Green’s func-
tion for Eq. (4). It has three equivalent forms corre-
sponding to the three sets of coordinates (2). For ex-
ample, in ry» g3 coordinates it is

G

1 ffexp[ik-(rm—l’12')+ik(93“93/)]
5 m) P43 +K?
Xdkdx. (7)
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It is obvious from this that Gk satisfies
(Vri?+3 V20— K2)Gr= —8(11a—115")0 (05— 0s'), (8)

and this last equation can be used directly to show that
the integral equation (5) is indeed equivalent to the
Schrodinger equation (4).

III. SPECIAL FORM FOR THE WAVE FUNCTION,
AND THE EQUATION DETERMINING IT

We now wish to write the wave function in a special
analytic form, which, as we shall try to show, has
special advantages. To introduce this form, let us as-
sume for the moment that we knew the wave function
in some form, not necessarily analytic; for example we
might suppose we were given the wave function as a
multidimensional table, one entry for each small volume
element in configuration space. Suppose now we wished
to use this wave function to integrate over the primed
variables on the right-hand side of Eq. (5) and so
obtain an analytic form for ¢. This integration is the
sum of three integrals, remembering that »,(P) is given
by Eq. (6). Consider the integration over the first
potential v(r12) that appears in v, In integrating over
it we can express the Green’s function in rys, g3 co-
ordinates and the integration then gives rise to a func-
tion of 112, 3 which we call ¢4, and which is defined by

‘/’12(&2,93):ff‘I’(P')”(m')

XG(rie—r112, 93— 03')dri'dos’.  (9a)

By doing the analogous thing for the other two poten-
tials entering into v; we are led to two other functions
Y13 and Y3

vurne)= [ [U®)ur)
XGx(ti3— 113, g2— 02 )dr1s'dgy’, (9b)
¢23(r23,91)=ff‘I’(Pl)v(fzsl)

XGx(res—125", p1— 01 )dr2s’dpy’.  (9c)
From the way in which we have derived these equations
it is clear that

v (P) =vY12 (1‘12,9)‘|’1//13(1'13, 92)‘{“&023(1'23,91)-

This is the form of the wave function to which we refer
in the introduction.

We now discuss the reasons for choosing to write the
wave function in the form (10). To do this we digress
for a moment to consider a well-known problem which
is mathematically similar to, but simpler than the
three-body problem. This is the problem of a single
particle bound to more than one fixed potential (for

(10)

LEONARD EYGES

example a one-electron multicenter problem, like the
hydrogen molecule-ion). To be concrete, suppose we
simply have two spherically symmetric potentials, one
centered at d; and the other at d,. If r;and r; refer to
coordinate systems centered at each potential, then
the potential energy of the system is V(ry)+V (rz).
Now an integral equation identical in form to Eq. (5)
holds for this system, except that the symbols must be
reinterpreted. For this case P means a three-dimensional
position vector, call it r; the Green’s function is
Gr(r—1') the ordinary three-dimensional Green’s
function; and v is just v(ry)+v(rs).2

This problem is suggestive for the three-body one in
the following way. A standard and advantageous way
of writing the wave function in this problem is the so-
called LCAO (linear combination of atomic orbitals)
representation. In this one tries to express the solution
as a sum of two functions (orbitals) the first orbital in
coordinates appropriate to the first potential, and the
second in coordinates appropriate to the second. The
advantage of this procedure is that each of the “orbi-
tals” at least qualitatively resembles the wave function
of a particle bound to a single potential and a corollary
of this is that an expansion of the orbitals in partial
waves converges well. This is a very important ad-
vantage. We can see this if we consider the two limiting
cases of the potentials very close together and very far
apart. When the potentials are very close together there
is not much difference between a single-center repre-
sentation (the wave function expressed in terms of a
single coordinate system, say halfway between the
potentials) and the LCAO multicenter representation.
But when the potentials are far apart the two-center
representation is much more compact. For in it the
wave function essentially becomes two S waves, one
about each potential. If, however, we were to try to
expand these two .S waves in terms of the single center
representation the convergence would be very poor
indeed. The simple LCAO description involving essen-
tially a single-particle wave becomes a slowly convergent
one involving many partial waves.

To return now to our three-body problem, it is the
same convergence advantage we seek in writing the
wave function in the form (10). For we have done here,
in the higher dimensional space corresponding to 112, g,
etc., exactly the same thing as in the LCAO case. We
have three potentials, and there is an obvious set of
coordinates appropriate to each. We have then tried to
write the solution as a sum of “two-body orbitals,” i.e.,
as a sum of three functions, each one in the coordinates
appropriate to a given potential. We hope then, and we
shall see later that this hope is fulfilled, that these
“orbital” functions have a rapidly convergent partial
wave expansion. This is an important and even decisive
advantage of writing the wave function in the form (10).

Now we return to the discussion of Egs. (9a,b,c) for

2 For this case v(r) =2mV () /#2 and K2=2m|L| /%%
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the three-body problem. We have defined three dif-
ferent functions 1, Y13, ¥23. But since the problem is
symmetric (identical masses for the particles and
identical potentials acting betweéen them) it is clear
that at least for the ground state, a state of maximum
symmetry, that all these functions have the same
functional form, e.g., that y1» is the same function of
I3, 03 that ys3 is of rs;, g1. Hence the subscripts on
these functions are superfluous and we can call them

all ¥.
(11)

Thus, the three equations (9) are in fact identical and
we need consider only one of them, say the first. This
becomes, substituting on the right-hand side for ¥ (P’)
from Eq. (10) and dropping the subscripts according
to Eq. (11),

xl/(r12,93)=ffv(rm’)

X[ (r12',05") +¢ (r15',02") +¥ (r25",01) ]
(12)

Yie=y1i=yi=y.

XGg(rie— 112, 93— 03')dr1o'dgs’.

This is our basic equation. It is a homogeneous integral
equation for the unknown function ¥, and being homo-
geneous presumably has solutions only for certain
values of K, the eigenvalues we seek.

The integration in Eq. (12) is over r;y’ and 3. We
must then have the integrand completely expressed in
these variables, and that means that we must express
¥ (r15,02") and ¥ (r25,01") in terms of them. The obvious
way to do this is to express these functions as Fourier
integrals, in which the dependence on i3y, p»’ and
25, o1/ is in an exponent, and then use Egs. (3) to
transform from one coordinate system to another.
Accordingly we write, e.g.,

1
¢(r13,92)=(2—7r)—;ff¢(k,1<) exp[i(k- ri3+x- g;) Jdkdx

1
(@ny

[/ 80 explik- (ris—e)

—ix- (frt+30s)Jdkdx, (13)

where we have used ris=r12/2— g3, go=—3r15/4—2%ps.
Having defined ¢ for the reasons given above it turns
out that it is in fact easier to work with ¢ than with ¢
itself. Hence we Fourier transform Eq. (12) using Eq.
(13) and the integral representation for the Green’s
function. This leads to an eight-fold integration on the
right-hand side of the transformed Eq. (12), but some
of the integrations lead to & functions and the right-
hand side simplifies considerably, to give the following
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equation for ¢:

1
)= ) (k2+%x2+1<2>f S
X (&(K ) explir- (K — ) +6 (3K, K'—2)
Xexplir- (K —k—2x]4+-¢ 1K, kK —2x)
Xexp[ir- (—k'—k+3x) J}dKdr.

(14)

IV. PARTIAL WAVE EXPANSION AND THE
FUNDAMENTAL EQUATION

In Eq. (14), ¢(k,x) is ostensibly a function of the
two variables k and ¥, i.e., a function of six scalar vari-
ables. But for the symmetrical ground state, which we
assume to be an S state (L=0) symmetry considera-
tions limit the functional dependence much more
severely. Returning to ¢ (r1s,03) for a moment, we ob-
serve that if this corresponds to an .S state it cannot
single out a direction in rys, g3 space, but must depend
only on ry,, g3 and the angle between them. A similar
remark then applies to the dependence of ¢ on k and «;
¢ must be a function only of £, x and k-x. In this case
we can expand it in the following form

¢ (k)= lZO ¢1(k,k) Pr(cosy), (15)
where v is the angle between k and x. If we put this
into Eq. (14) we can then equate coefficients of P;(cosy)
on the left- and right-hand sides and so get an infinite
set of coupled equations for the functions ¢:(k,x). We
derive these equations now.

Since ¢ depends only the angle between k and «, it
is permissible (and convenient) to take x along the z
axis. For the other two vectors r, k/, that appear in
Eq. (14) we specify that they, resepctively, make angles
6 and v’ with the z axis. Then in the integrand of Eq.
(14) we can write

o (K )=3 (') Pa(cosy’),

=0

(16)
and

$(K, K—20) =3 ¢,G¥, (F*-+4d— ¥ cosy’)h)
=0
k' (k'—2x)
xpl(w——) :
K[| (K —23)]|

h(cosy’) = (R">+412—4k'k cosy')},

or with the definition

oGk, K —21)=2 ¢:1(3%' i (cosy"))

=0
k' — 2k cosy’
e

h(cosy’)

.
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Now we expand the exponentials in the integrals in
(14) using, as necessary, either the general formula

explia-b)=dr > 5 (@) V(@) Vin* (@), (18)

1=0 m=—1

or the special case of it when b is along the z axis, and «
is the angle between a and the z axis

explia-b)=3 i'(214+1)ju(ab) Pi(cosa).  (19)
=0
We consider the first integral in Eq. (14)
f f 2(1)b (K %) exp[ir- (K'— k) Jdk'dr

- f sk )w(k—K)dK, (20)
where

w(k—K)= f o(r) exp[i(k—K)-rldr.  (21)

If v is a function only of the magnitude of r, as the
notation indicates, w is a function only of |k—k’|. We
use the expansion (18) for exp(ik-r) and exp(—:k’-r)
and do the integration over the solid angle d, to get

w(k—k’)==41r§: Xl: wi (kR )V in* Q) Vim (),  (22)

=0 m=—1

where-

Wik ¥) = 4r f () (B) (K dr. (23)

We put the expansion (23) into Eq. (20) and do the
integration over the solid angle of dQ; and (20) becomes

f f 2(né(K'x) explir- (k'— k) Jdk'dr

=dg f (go ¢:(% k) P1(cosy"))

0 151
X ( Z Z wl1(]€,k’) Yllml* (Qk) Yllml(ri))klzdk,dﬂkr

11=0 m1=—01

—_-41r§ Pz(cos'y)f ¢l(k’,x)wl(k,k’)k’2dk’). (24)
=0 0

This is the desired expansion in P;(cosy). Now we
consider the second integral

[ [vosar, k=20

Xexp[ir: (k'—k—3%x)]Jdk'dr  (25)

If we use Eq. (17), expand exp(ir-k’) by Eq. (18) and

LEONARD EYGES

do the integration over the solid angle of Q (dQ
=2k’ siny’dk’dy’) we find that (25) becomes

27rf f f v(r){lli:‘:owl(%k’,h(cosy’))Pll(m—kll;zcz;cs:;jy’)}

xX{ i 1%2(2054-1) 715 (k'r) P12 (cost) Piz(cosy’)}

lo=0

Xexp[—ir- (k+3«) k"2 siny’dk’'dy'dr. (26)

Now since « is along the z axis,

exp[—ir-$v]= i (—12)8(2134-1) j13(3r) P13 (cosh).

l3=0

Also

expl—ir-K]=dr 3 5 (=0)u(hr) Von (@) Vo ().

=0 m=—1

Putting these into Eq. (25) and doing the integration
over the solid angle dQ,, we find that by orthogonality
all terms with m#0 integrate to zero and we are left
with

(2mr)? f siny’dy’ f sinfd@ f 72dr f E2dE
0 0 0 0

ol k' — 2« cosy’
X 1 7’(”)[ > ¢l1(%k’,h(cos'y’))Pll(—- ]

=0 h(cosy”)

XES (2a1)itj1,(B'7) Pis(cost) Pia(cosy’) ]

la=0

XL (2gt-1) (=) 5ty (3er) Pra(cost) ]

13=0

XIS (2141) (=) u(B) Pylcosh) Pu(cosy)] V. (27)

1=0
This is the expansion in terms of P;(cosy) that we seek.
We simplify its aspect by defining a function W,

0

Wk o) =dr [ 0(7)5o @) W), (29)

0

and use the well-known result for the integral of three
Legandre polynomials

T l l 2
f P,PL,Pi; sinGdBEC(l,lz,ls)=2( 3) , (29
0 0 0
. . LIy I3\ .
where in the notation of Edmonds? 00 o) 82

3 A. R. Edmonds, Angular Momentum in Quantum Mechanics
(Princeton University Press, Princeton, New Jersey, 1951).
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3-7 coefficient. With these definitions, (26) becomes
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2> (2l+1)(—i)’Pz(C057){ [ sinvar my[i 5 5 (1) (2 1)it(— i) 5 (b (cosy))

11=0 l2=0 13=0

k' — 2k cosy’
X Py ("‘_——‘) Wllzla(k,k',K)C(l,lg,lg)Plg (COS’)’/)] } . (30)

h(cosy”)

We do a similar expansion for the last integral in Eq. (14), which simply involves replacing ¢ by —: in two
places and put it, Eq. (30), and Eq. (24) back into (14) and equate coefficients of P;(cosy) to get the final set

of coupled equations for the functions ¢;(&,«)

d1(kp) = ———
22 (B4 +K?)

o QI+1) pr o
{ f Sl b R (i) f siny'dy’ f kil
0 0 0

® o k' — 2k cosy’
X[Z 22 il”’s(le-i—l)(213+1)((—)12+(-—)’3)¢11(%k',h(cos'y'))le(——)

11=0 I12=0 I3=0

One point of writing the wave function as we did
was the expectation that this would lead to a good con-
vergence for the expansion (15). In the light of this we
shall, in this section, discuss the equation obtained by
truncating Eqs. (31) and keeping only the first term,
i.e., assuming only ¢, is different from zero. We esti-
mate the error involved in this truncation in Sec. VII;

0

f Bo(k' k)wo(k k) E2dE

) P —
ol 27r2(k2+%x2+K2){ )

h(cosy’)

X Wllzl;;(k,k’,K)C(l,lg,lg)PlQ(COS'Y’)] I (31)

for the moment we simply take it as a working
hypothesis.

In Eq. (31) then, we set /=0 and on the right-hand
side retain only the first term in the sum over /;. With
1=0, C(0,l5,l5) is zero unless ly=I3 so the double sum
over l; and /3 reduces to a single one. Finally we set
y=cosy’ and get the basic homogeneous integral equa-
tion for ¢o(k,x),

0 1 ®
+f Kk f SoGF, (24— ) S QU)W (b E ) Pi(3)dy . (32)
0 -1 =0

V. APPROXIMATE SOLUTION: ALGORITHM
FOR THE EIGENVALUE

In this section we study Eq. (32) and propose a
method for finding its lowest eigenvalue and corre-
sponding eigenfunction.

We first note that the interparticle potential enters
Eq. (32) through wo(k,k") and Wou(k,k x). For a given
potential skape each of these quantities is proportional
to the potential sirength, and the solution of Eq. (32)
gives K as a function of this strength. In what follows
it is convenient to turn the problem around and to
imagine that K is given, and the potential strength is
the eigenvalue we seek. This is equally acceptable, since
it enables us to find what we want, the relation between
potential strength and the eigenvalue K.

Supposing K given, one obvious way to try to solve
Eq. (32) is by iteration, i.e., by putting some reasonable
approximation for ¢¢ into the integrals on the right of

Eq. (32) and getting an improved approximation to ¢
on the left-hand side. This is the method we adopt.
Before we expand on it, however, it is worth comment-
ing briefly on the solution of an equation which re-
sembles Eq. (32) somewhat, although it is much
simpler. This is the equation which is the analog of
Eq. (32) for a two-body system, i.e., of two particles
bound by a potential v(7).

If we call ¢oo(%) the S-wave part of the momentum
space wave function, then ¢oo(%) satisfies the following
equation, which is derived in the Appendix:

2 1 " ’ NL2IL!
B (k)= —Emﬁ doo (B )wo(k,kE2AR'. (33)

This equation can be solved exactly for the exponential
potential, and the results are given in the Appendix.
The points we wish to make about it are two. First,
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for forces of finite range [i.e., for which v(r) is essentially
zero when 7 is greater than some radius 7o], the be-
havior of ¢go(k) for small % is given by the factor 1/
(K*+F?)that stands in front of the integral. This is
because this factor is the Fourier transform of e %7/7,
the space wave function for #>7o. The smaller 7, is the
larger the range of k over which 1/(K2?4-%?) is a good
approximation to the wave function. The second point
is that if one tries an iteration procedure with this
equation, using 1/ (K?+-%?) as the zeroth order iterating
function, one gets quite good results, even the first
iterate being a fair approximation to the wave function.
Results of such an iteration are derived in the Appendix
and plotted in Fig. 3.

These results make it at least suggestive that a similar
iteration procedure can be applied to Eq. (32) for the
three-body problem. Again a reasonable first approxima-
tion to ¢o(k,k) is the function that stands in front of the
integral, namely 1/(k*4-3«24-K?). The reason is the
same as in the two-body case: for short-range forces
this factor is essentially the Fourier transform of that
part of the coordinate space function ¥(r,0) which cor-
responds to free motion of the particles, i.e., when they
are outside the range of each others force. As the range
of the forces gets smaller, one would expect that the
range of k and « over which 1/(#+43+K?) is a good
approximation to the wave function becomes larger and
larger. Actually it is not difficult to imagine better first
iterates but we shall confine ourselves to this one, since
our aim in this paper is as much to establish the general
validity of the equations and estimate the errors of the
various approximations as to get very precise numerical
results. Moreover, as we shall see shortly, one can find
quite a precise eigenvalue with even a relatively poor
wave function, and in any case it is always interesting
to see how far one can get with the simplest
approximation.

Assuming we have found ¢o(k,x), by iteration or
otherwise, the question remains: how to find the rela-
tion between K and the potential strength? Of course,
this could be done variationally, but this has the great
disadvantage that the integrals that arise are tedious,
if they can be done at all. Here we shall present a
method which is very much simpler, which appears to
be accurate, and which seems to share the virtue of the
variational method that the accuracy of the eigen-
value is appreciably better than the accuracy of the
eigenfunction.

We begin the discussion of this method by setting
«=0 in Eq. (32). On the left this gives ¢o(%,0). Now,
this quantity has a simple interpretation in terms of
¥ (r,0). For we have from the inverse of Eq. (13)

(k«)——— f f W(r,0) exp[—i(k- r-+x-g)Jdrde,

(21)3 f exp(—ik-r)[ [ ¢(r,9)d§]dr

¢(k,0)=
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Thus ¢(k,0) is the Fourier transform of a kind of
“effective radial wave function,” by which we mean the
wave function y¥(r,g) integrated over the variable g,
and ¢o(%,0) is of course the S-wave part of ¢(k,0). Then
it is not too surprising that, as we shall see, ¢¢(%,0)
satisfies an equation which closely resembles a two-body
S-wave equation.
From the defining equation (28) we see that

Wou(k,k'0)

is different from zero only for /=0. If then we set
xk=01in Eq. (32) the sum over / reduces to a single term.
Moreover,

W000<k7k,;0)=w0(k:kl)>
so that Eq. (32) becomes, with a little rearrangement,
1 0 2¢0(3FF)
a0 ==———— [ a1+ ]
2n*(RB+K*)Y $o(£',0)
Xwo(k,k)E2dE . (34)

Except for the factor in curly brackets this equation
looks very much like the two-body equation (33). We
can put it into an even more similar form in the follow-
ing way. We define a function g(k):

240(3%, k))
¢0(%,0)
Then Eq. (34) can be written

o(H)= ( + (35)

¢ (B)go(k,0)= — f (K)o (¥0)

2 (B4K2)J
Xwo(k,k")g(k)g (R )k™dk'.

If now we define new “‘effective” functions,

4 beti (k)= g(k)po(k,0) (36)
an

wers (k,k") =wo(k,k")g (k) g (k'), (37
we find that
Pk} == 2(k2+K2)f et (B )wert (kR )RR, (38)

This has just the form of Eq. (33), the two-body equa-
tion in momentum space. The ground-state eigenvalue
of the three-body problem is the lowest eigenvalue of
this “effective” two-body equation. We can express
this in terms of an effective space potential if we re-
member that in an equation like (38) w. defines an
effective potential vese(r), using Eq. (A8) of the
Appendix.

)= f wok0)g(R)jolk)Bdk.  (39)

We now briefly discuss the physical meaning of this
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effective potential. As we shall see later, g(k) is a slowly
varying function of % whose average magnitude is
somewhat larger than unity (and is in fact between
unity and the square root of three). Thus ves(r) is
somewhat larger than v(7). To see why this must be so,
consider the potential energy which is felt by one par-
ticle, call it particle 1. When all three particles are far
apart, its potential energy is zero (for short-range
forces). When particle 1 is close to particle 2 and the
third is far away, then the first particle feels a potential
o(r). If however particle 2 and 3 coincide, particle 1
feels the central potential 3v(r). Finally, when particles
2 and 3 are close, but do not coincide, particle 1 sees a
potential which is no longer spherically symmetric, and
which has a magnitude between v(r) and 3v(r). Equa-
tion (39) is then the mathematical statement of this
situation in which one particle ‘“screens” the other.
This is very similar to the He atom, for example, where
crudely one can say that one electron “screens” the
nucleus so that the second electron feels a weakened
value of the nuclear charge. Of course the “screening”
we describe above works in the opposite direction: it
effectively strengthens the interparticle potential, but
physically it is the same mechanism.

We can then find the eigenvalue of the three-body
problem if we can calculate vess(7), which means that
we must be able to calculate the ratio ¢o(3%,%)/¢0(%,0).
To calculate this ratio we will of course use the approxi-
mate iterated solutions described above. The point we
wish to emphasize is that this ratio turns out to be a
very slowly varying function of %, and it seems very
likely that in forming it from an approximate or inexact
¢o, that the accuracy of the ratio is much better than
the accuracy of either the numerator or denominator,
any errors in the function ¢, itself tending to cancel
out. The situation is perhaps similar to that in the
variational principle, where even an inaccurate wave
function can lead to a relatively accurate eigenvalue.
The difference of course is that the variational principle
is based on a mathematical theorem, and the “principle”
we have stated above is simply based on hope. One test
of these ideas is of course to try them on some special
potential, and compare the results with other calcula-
tions, where they exist. This is done in the next section.

VI. EXAMPLE: EXPONENTIAL POTENTIAL

We shall work out the method outlined above for the
special case of exponential interparticle potentials. The
exponential potential has the advantage that it is one
of the few continuous potentials for which the two-body
problem (for I=0) can be solved and this simplifies
somewhat the numerical calculations for the three-body
problem. In this section we shall make whatever ap-
proximations we consider necessary without trying to
justify them at the time. In the next section we then
discuss the accuracy of these approximations..

The exponential interparticle potential v(r) is
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written as
v(r) = —b%"4, (40)

The integral in Eq. (23) defining wo(%,k’) is then ele-
mentary and yields

wo(k k")

2nb%d 1 ‘ 1
- ( , ) (41)
B \14@E—E)?  1+@(k+E)?

We use the following notation for the iteration pro-
cedure. We call the zeroth order iterate ¢o@. As we
have discussed, this is just the factor* that stands in
front of the integral in Eq. (32):

1

e (42)

¢0(O) =

The first iterate ¢ is of course the function obtained
by putting this into the right-hand side of Eq. (32) and
evaluating the integral, and the nth iterate ¢o™ is
defined analogously, although in practice of course one
is limited to one or possibly two analytic iterations,
since the complexity of the integrations grows rapidly
with #. From Eq. (32) the first iterate is

= 200k, k' )k 2dE

¢0(1) (k)K) =
B3¢+

k2+gK2+K2{ fo

0

. 2 QA DWou(kE x) Pi(y)dy

+ f il f -
0 o F3e—3ky+K?

To help in doing the integrations, we expand the de-
nominator in the second integral in Eq. (43)
1 o (3k'ky)™
P 2 ’ - (4)
K24-E24-32—3k'ky  m=0 (K2H-E24-32)m+1

We then have

(43)

$0® (k,x) =m
XYEOHE  @HDFm(k0), (45
where
i fw wo(k,k’)k’zdk” »
and it
Fin(k)
_ fw W ora (b ) (3R )" dR fle(y)y"'dy. w
o (R3erKn J

* We drop irrelevant numerical factors.
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We note that Fi, vanishes unless the y integrand is
even, that is, unless / and m are both even or both odd.
As we shall see, the contributions of the higher F. to
the series for ¢o® fall off rapidly with / and m and we
shall make the approximation of truncating the series,
keeping only Foo and Fi:.

The integrals involved in f, Foo, and Fy; can be done
by using in them the definitions (23) and (28) for w,
and Woy and interchanging the order of integration in
the resultant double integrals. We first quote the re-
sults and then outline their derivation. The results are:

272 (bd)?
flog)=———"——, (48)
ko[ 148 (ko) J?
272(bd)?  [14a(ko) P+ (ko+3ko)?
Foo (k,K) = ln y (49)
3koKo [1—!—05(1(0):]2—{— (ko—%KQ)Z
272(bd)? 1 21 (Bod-34,)2
Fualin) = — w2 (bd) ln[ “Fa(ko) 4 (kot+3x0)
9koko [14a(ko) P+ (Bo— $x0)?
3(ko+32x0)ko
[1+a(ko) P+ (ko+5k0)?
_ 3 (ko‘— %Ko)Ko ’ (50)
[1+a(ko) P— (kot3k0)?
where
Ko=Kd, ko=Fkd, ro=xd, (51a)
Ol(Ko)z (K02+3K02)%, (Slb)
B (ko) = (K?+Zxe®)t. (51c)

By rewriting Eq. (49) and expanding as follows, we get
a useful series expression for Fyo.

272(bd)?
Foo (k,K) =
3k0K0
o 3koko
' [ta(c) P+ Oc/4)
Xln (52)
1 3k0K0
U [a(ko) P4k (9k2/4) )
1
= —47%(bd)?
[1+a (ko) P+ ke~ (9x0/4)

. (ko ol
C([ltale) Pree+ O/ )

The above results were derived as follows. For f(k,«),
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for example, we have, on using (23) and (40),

0

F(hy) = — 4 (b f o (ox)a’d

0

f“’ Jo(xy)y*dy
0 P+ (k)

The y integration gives (r/2x) exp[ —x8(ko) ], and the
x integration is then elementary. For Foo we get in the
same way

Foo= —4nx? (bd)2f exp{ —a[ 14a(ko) ]}
! X]o(kgx)]o(%xgx)xdx

This can be done by using an integral representation®
for jo. Alternatively, we note that it is a special case
of a standard integral in the theory of Bessel functions,®

V1Z.
0 1 d2+b2+62
[ 6‘“‘jn(bt)jn(6t)ldt=—Qn(————), (53)
0 2bc 2bc

where Q, is a Legandre polynomial of the second kind.
For Fi; we are led to

Fui=— 87 (bd)ks f e~ (kon) jo (Beox)dx
0
© ji(xy)y'dy
o [P+ek)F

The y integration in this last expression deserves some
comment. It is

“ iley)y'dy
0 (y2+a2)2

for x different from zero. For x=0 the integral is zero;
therefore the integral is a discontinuous function of x
at =0, but this causes no difficulty for our purposes.

Now we wish to calculate the function g(k) defined
by Eq. (35) for it is this that gives the effective poten-
tial according to Eq. (39). At this point it is useful to
be a little more explicit about g(k) and what it depends
on. For the exponential potential we deal with we shall
write gexp(ko,Ko) instead of g(k), to emphasize that it
depends on % through the product £d and is a function
of Kd as well.

imwe—r,

8(k) = goxp (o, o).

We note first that if we form ges,(£0,K0o) with the zeroth
order iterate, it is independent of %y and K, and is just
equal to the square root of three.

Zexp (B0, K o) =V3, calculated with ¢o©.

In the next approximation we evaluate gexp(ko,Ko)
with ¢o®, using the above results for f, Fg,, and F1,

8P. More and H. Feshbach, Methods of Theoretical Physics
(McGraw Hill Book Company, Inc., New York, 1953), p. 622.
¢ P. Morse and H. Feshbach, reference 3, p. 1573.
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(still dropping higher Fy,). We get
gexP(kO:KO)
=t R
{ L P et T
. ([1+a(ko)]2+4k02 ) . 2
3k¢? [14a(ko) +ke [l—l—a(ko)]2—|—k02

el ©

In Fig. 1 we plot this expression for gexp(20Ko). We
see that for given K, it is a function which drops
sharply from its value at the origin and then varies very
slowly. This has an interesting consequence for the
effective potential which we calculate from Eq. (39).
For if gex, were strictly a constant, we see that the
effective potential ves:(#) would be of exactly the same
shape as the interparticle potential v(#)- but would be
stronger by the factor V3gex,. Now for gexp of the form
shown in Fig. 1, it is still a good approximation to assume
that ves:(r) is the same shape but of different strength,
especially since in the calculation of ves:(7) from Eq. (39)
the values of gex, near the origin (where it varies most
rapidly) are not weighed heavily due to the factor &2
in the integrand.

We can put this more precisely as follows. For the
exponential potential, Eq. (39) for v becomes

4V3b2fw Zexp (ko,K())jo (kor/d)ko2dko
0 (1+HEe?)? '

Now we define a constant §, which is essentially the
mean value of gexp(ko,Ko) [with weight function
wo(k,0)]:

Veff (7’) =—
T

g=J wO(ko,O)gexp(ko,Ko)kozdko/f wO(ko,O)kozdko
0 0

4fw Zexp (B0, K o) ko*dko
0 (1+k2)?

By adding and subtracting the same quantity in Eq.
(55), it can be rewritten in terms of §:

™

: %4 @ 7o(kor/d) Ro*dk
vcff(r)=—\/§—— gf ]———-——-——0( 01’/ ) b
T 0 (1+k?)?
f°° [gexp (R0, K o) — g 1jo(kor/d) ki*dko
0 (1+&e)? ’

or
Dozt () = — b2GV3e— /e

403 [gexp (ko,Ko) — G 1j0(kor/ D) ki’dko
- jo 1Ry '

™
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{ ZEROTH ITERATE

0. %

F1c. 1. The function gexp(ko,Ko) which gives the effective two-
body potential according to Eq. (55). As indicated, gexp(%0,K0)
has the constant value V3 when evaluated with the zeroth order
iterate, Eq. (42). The curves give gexp as evaluated from the first
iterate, Eq. (45).

Here we have written ves:(7) as an exponential potential
with a strength 62§V3, plus a correction represented by
the integral term in the last equation. The point of
choosing § as we have is that, comparing (39) with
(56), it makes the exponential potential have the cor-
rect value at the origin; for =0 the correction term
vanishes. We expect then that for #/d small the correc-
tion remains small; only when 7/d becomes large com-
pared with unity does it become relatively large, but by
this time the potential is very small anyway. For this
section then we just take the first term in (56),

Vst = — Desi?e 1%, (57)
where

beff2=\/ggb2. (58)
Now it is easy to write the algorithm for finding the
three-body binding energy versus b. If (57) is a good
approximation to the shape of the potential, then Ko
and bes? are connected by the relation between poten-
tial strength and binding energy for the two-body prob-
lem. From a numerical value of K,, we get a numerical
value of b.ss. But from this value of b.¢s we get a value of
b from Eq. (58) and so we can plot K, versus b, orsince
b always enters multiplied by d, K, versus bd. This is
done in Fig. 1. In this figure we also compare our re-
sults with the variational results of Feshbach” on the
same problem. We see that our result for the absolute
magnitude of the energy is always larger (the energy
itself, being negative, is always smaller) than the varia-
tional result. This is satisfactory in the sense that the
exact magnitude of the energy is necessarily larger than
the variational result, but of course it may be that the
values we get with the present method are foo large.
Apropos of this we should remember that there is
evidence that the Feshbach variational result gives the
magnitude of the energy a few percent too small, for
be about 2.8, by comparison with the more extensive
variational calculations of Rarita and Present.® But

7 J. Blatt and V. Weisskopf, Theoretical Nuclear Physics (John
Wiley & Sons, Inc., New York, 1952).
8 W. Rarita and R. D. Present, Phys. Rev. 51, 788 (1937).
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even this comparison is not unambiguous, however,
since the Rarita and Present calculations were done for
spin-dependent forces. Of course for small o, where the
variational calculation gives K, near zero, the ratio of
our result to the variational one becomes infinite, but
this again is a consequence of the fact that the varia-
tional calculation necessarily gives the result Ko=0 for
a larger value of by than the true one.

VIIL. ACCURACY OF THE APPROXIMATIONS

In this section we discuss the various approximations
we have made above.

First, we dropped all the Fy, except Fo and Fi; in
expanding the integral in (43). To see what this in-
volves, let us first discuss the quantities Fy, for a given
l. The nonvanishing integrals are then Fy, Fip, Fia- - -
for I even and Fy, Fi3, Fi5- - - for I odd. The reason that
the magnitudes of these integrals decrease as m in-
creases is that successive integrals have an additional

factor
( 3k )2
E24-3k2+ K2
in the integrand. This factor is always less than unity

as can be seen by writing it in the form {3%'x/
[&">+ (9¢2/4)+ K>+-342]}? and noting that 3k'x is always

(59)

2 1 ako 2 4]302
Foo(%k,k)=—27r2(bd)2—1n([—+—(~)—]~+*-—),

LEONARD EYGES

less than &249«*/4. Just how much less depends of
course on all three variables, but we can get an idea of
how this factor diminishes the integrals by calculating
Fyy and comparing it with Foo. We would then expect
roughly that Fo, is smaller compared to Fo, by the same
ratio that Fo; is compared with Fgo. In addition to this
factor, the m dependence of the y integral in Eq. (47)
tends to diminish successive integrals by a modest
factor of m. So we begin by calculating Fe.. If in the
definition (47) we set /=0, m=2, do the y integration,
use the expression (28) for W and change the orders
of the resultant double integration, we get

Foz(k,l()=—24l€027r(bd)f e—”’djo(kox)
. 0

® Jo(xy)dy'
X jo(Bkox)x%dx f —0—
o [+ (ko) P

The integration over 9’ in this last integral gives the
result (r/16a)(3—ax) exp(—ax) and this enables us to
do the integral over x. The result is somewhat lengthy
so instead we simply write down the quantity that
we really want for calculating gexp, namely Foq(3%,k).
For comparison we also write Fo(3k,k) as derived
from (49)

3k \ [14a(ke) P+ke

3k 3[14a(k
F02<%k’k)=_21r2(bd)2_{ [ + ( ):}

2a [{[14a (ko) P4-5ke?/2)2— (9/4) ket

—a(ko)

From these formulas one can verify that Fy, is at most

a few percent of Foo, which means that its neglect makes

an error of much less than a few percent in gex, S0 we
are safe in dropping it. From the remarks above, we
can feel confident that Fos is small compared to Fo,
and so is also negligible for our purposes.

Now we consider the integrals Fy,,, of which we have
already calculated Fyi. This is always smaller than Fy,
but must still be taken into account, as we have done.
But, as we have discussed above, we expect Fi3 to be
smaller than Fi; for the same reasons that Fy, is
smaller than Fy and so we drop it and higher terms.
As to the terms Fyy, for higher /, the increasingly high
order of the Bessel functions involved in the integrals
(47) tends to make them smaller and smaller, at least
for those values of % and « which are important for our
purposes, so we drop them all.

Now we discuss what was really the first approxima-

(9kdt/4)—[[14a(ke) J45ke?/2][Ske*/2—3[ 14a (ko) ]¥]

{[1+a(ke)?+5k?/2]2— 9k /4}2

tion we made, namely, keeping only ¢, in the expansion
(15). To estimate the error involved, we proceed as
follows. Equations (31) are a coupled set of integral
equations that relate any ¢; to a sum over all other ¢.
If, however, it is true that ¢ is large compared to the
higher ¢;, then we can keep on the right-hand side
only the term ¢o (which we already know approxi-
mately), and so get an estimate of ¢; as an integral
OVer ¢y.

There are various factors on the right-hand side of
Eq. (31) which can reduce it identically to zero. Two
of these factors are [ (—)%+(—)%] and C(l,ls,l5): The
first is zero if l,4-I; is odd and the second is zero if
I+1,+1;5 is odd. From this we see that ¢ is identically
equal to zero, for either l,+7; or 147,73 must be odd,
and one of the two factors just mentioned necessarily
vanishes. We turn to ¢, then and estimate it in the same
spirit. Thus we set /=2 in Eq. (31), and on the right-
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hand side retain only ¢, i.e., set I;=0. We also set
cosy'=1%. Then we have

1 0
da(b) = dy f AR o3 h(y)
0

81r2(k2+§K2+K2)f_1
xli li (21 (2 1)its+is[ (=) a4 (—)15]
9=0 I3=0
XC(Z,lz,l3) W2t2!3(k,k’,K)Pl2(y). (60)

For estimating ¢, we follow the same procedure as for
finding the iterated solutions for ¢, namely we put the
zeroth iterate for ¢ on the right-hand side

b (lk' h( ))Ni _M__
o\2# , y = (k’2—|—3,¢2+K2)7n+1'

Now we note that C(2,l,,l3) is zero unless /; and I3
satisfy the triangular equality, that is, unless /; is one
of the values: 1,42, l,-4-1, Iy, I,—1, I,—2. But for /;
=ly+1 or lo—1 we see that (— )%+ (—)" vanishes, and
we conclude that the only values of C(2,l;,/;5) we must
consider are C(2,ls, I-+2), C(2,l5,l2), and C(2,ls, I,—2).
Now the higher the value of I, the smaller the integrals
Weisis tend to be, because the integrands involve
Bessel functions of higher orders. So we estimate the
term in (60) with /;=0 and see what a contribution it
makes to ¢,. For l,=0, the only nonvanishing coeffi-
cient is C(2,0,2)=% and we can write, taking only the
m=0 term in the sum (61),

100d? =
(k+3e+-K2)J,

(61)

~ —

F2(kox) f2(3xox)
Xexp[—x(1+a(ko)) Jxdz.

The integral can be done using Eq. (53), and then ex-
panded in much the same way that led to Eq. (52) for
Foo. We get

12(bd)? (koxo)?

(B34 K2 {[1+a (ko) P4k +9xe/4}

If we compare this with the approximate expressions
(42) or (43) for ¢, we see that ¢, is always small com-
pared with ¢o; it vanishes for either ko or ko zero, but
even at points where it does not vanish it is generally
less than a few percent of ¢,.

Our third approximation was to use only the first
term in the expression (56) for ves:(7). As we have indi-
cated this approximation is best for small 7; in fact
the constant § was so defined that the correction terms
vanish for r=0. Referring to Fig. (1), we also see that
the deviation of ve¢:(7) from a pure exponential potential
is largest for K, small, where ge., deviates most from
the horizontal straight line that corresponds to a pure
exponential potential.

To get some idea of the effect of the correction terms
in (56), we have calculated them numerically for the
representative case Ko=2. We find that these terms
strengthen the exponential potential, and in fact make
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TF16. 2. The three-body energy parameter Ko=Kd plotted
against bo=bd for an exponential interparticle potential. The
upper curve is the result of the method of this paper using the
approximations represented by (54) and (57). The lower curve
gives values obtained with a simple variation function due to
Feshbach. In comparing these, one should note that it is known
that the Feshbach result for K, is too small by a few percent for
bo around 2.8, by comparison with a result of Rarita and Present,
which result is itself based on a variational calculation.

its magnitude about three percent greater for r/d=1
and about ten percent greater for 7/d=2. We have not
taken this correction into account in calculating the
results shown in Fig. 2 for the energy eigenvalue.

Now we discuss the last approximation we made,
which was to use the first iterate ¢ in evaluating
Zexp (k0,K o). Here it is rather more difficult to estimate
the errors involved, and we must content ourselves with
qualitative remarks.

Hopefully, we can get some idea of the accuracy of
the first iterate by investigating the analogous iteration
procedure for the fwo-body problem, for which one can
find the exact solution to compare with successive
iterates. This is done in the Appendix, and the results
are plotted in Fig. 3. We see that the first iterate makes
an appreciable correction to the zeroth order functions,
but even so the error that remains is appreciable for the
larger values of the variable. There is no reason to
expect that the same iteration procedure as applied to
the three-body problem will give much better results
(and in fact no reason to suspect it will give much
worse results). Itshould be remembered, however, that in
calculating the eigenvalue for the three-body problem we
usenot the wave function ¢o(k,x) itself, but the character-
istic ratio ¢o(3k,%)/de(k,0). To repeat an earlier remark,
it seems likely that this ratio is rather insensitive to
errors in the wave function itself and may be given
relatively accurately even by the first order iterate.
One piece of evidence that points in this direction is the
fact that although the zeroth and first iterates differ
appreciably, especially for large values of the arguments,
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F16. 3. Comparison of the zeroth order approximation ¢e® (ko)
and the first iterate ¢ (ko) with the exact wave function for the
two-body problem with exponential potential for 2Kd=1.

the change in gex, as calculated with these two iterates
is relatively small.

VIII. DISCUSSION

In this section we make some final remarks. We would
emphasize that the paper is really divided into two
parts. First is the derivation of the equations which
determine the wave function when it is written in the
special form (10) and the discussion which shows that
it can be expanded and truncated, leading to the basic
equation (32). The second part of the paper is an
approximate method for solving this equation and ex-
tracting its eigenvalue. But the merits of writing the
wave function as we have done should be weighed in
their own right, independently of this approximation
method, for it is not likely that it is the last word on the
subject. We have simply tried to see how far we could
get using the simplest analytic techniques. If one wanted
to resort to machine computation, possibly even just
straightforward machine iteration of Eq. (32), it seems
likely that one could solve it to any desired accuracy.

There is some resemblance between this paper and
the work of Svartholm.? The points of resemblance
are that we both use momentum space and both use an
iteration technique. The essential differences are in the
way we choose to write the wave function, which has
the all-important consequence that the expansion (15)
converges well enough that we can limit it to its first
term, and in the fact that Svartholm’s method is a
variational one whereas ours is not.

9 N. Svartholm, thesis, Lund, 1945 (unpublished).

LEONARD EYGES

The point of view presented in this paper can be
generalized to more complicated problems. For ex-
ample, for the symmetric four-body problem which is
the analog of the one we treat, we can generalize the
wave functions (10) in an obvious way. The same re-
mark holds for the symmetric N-body problem. It
remains to be seen whether the transformations of co-
ordinates and integrations that would be involved in
reducing these problems to an “equivalent two-body
problem” can in fact be worked out.

APPENDIX. TWO-BODY PROBLEM

For reference we collect here some general results for
the two-body problem, viz., two particles of mass m
bound by a potential V(7). It is convenient to have a
notation as similar as possible to the three-body nota-
tion, and to this end we use the same symbols for the
two-body functions as for their three-body analogs, but
with a tilde over the two-body functions. Thus we call
the wave function for relative motion (r) (r is of
course the relative coordinate). It satisfies the Schréd-
inger equation

(V= K)P(5)=0(r)¥ (1),
where, as in the text,
o(r)=mV (r)/1?, K:=m|E|/%,

and we have assumed that E is negative, corresponding
to a bound state. We define the Fourier transform (¢k)
of the wave function by

1
(2m)

(A1)

E

f&(k) exp(ik- r)dk. (A.2)

& (k) satisfies the integral equation [Schrédinger equa-
tion in momentum space]

1

N
P

f GK)w(k—K)dK, (A3)
where, as in the text [Eq. (21)7],

w(k—K)= f o(r) expli(k—k)-rldr.  (A4)
Again as in the text, we write

w(k— k')=§, Zl: wi(BE) Y 1 () Vi (21 ),  (A.S)

1=0 m=—1

where

@0

wi(k,H) = dr f o() (k) ju(B'r)dr.

0

(A.6)

Now we expand ¢ (k) in spherical harmonics,
(B)=2 G (k) Vin(Qu),
and put this and Eq. (A.5) into Eq. (A.3) to get a set
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of uncoupled equations for the functions ¢y

B (B) = — j B (B un (B REAE . (AT
0

2r2(k24-K?)
Finally, we remark that by using Eq. (A.6) and the
Fourier-Bessel inversion theorem we can express v(r)
in terms of w,(%,0):

1 0
o(r)= 2—713»[; wo(k,0) 7o (kr)r*dr. (A.8)

Now we turn to the second subject of this Appendix:
some results on an iteration procedure as applied to
the S-state two-body equation,

1
22 (B K?)

This is an equation which resembles the three-body
equation (32) of the text, and our hope is that it will
serve as at least a rough guide to the question of the
convergence of the iteration procedure used there. We
shall discuss the exponential

o(r)=—b "4,

since that is one for which the Schrodinger equation can
be solved exactly (for states of zero angular momen-
tum), and we begin by summarizing the exact results.
The solution of the radial wave equation for /=0 is
expressed in terms of Bessel functions, and the condition
that the wave function be finite at the origin leads to
the equation

doo(k)=— j Goo(Bwo(k,ER2AE . (A9)

J2xa(20d)=0,

which for a given bd determines Kd or vice versa. For
the numerical work it is convenient to choose values of
2bd which make the Bessel function have integral order,
for example,

2Kd=1 for 2bd=3.832---;

2Kd=2 for 2bd=35.136---.
Once the eigenvalues have been determined, the mo-
mentum wave function ¢o (k) is given by (dropping
irrelevant normalizing factors)

0

éoo(k)ocf Jo(kr) 2xa(2bde="12%)rdy.
0

If we expand the Bessel function in this last integral
and integrate term by term, we get a series representa-
tion for ¢oo. For example, for 2Kd=1 we get

) 1 (1.916)?
foo s (011 (14-4kd) 1121944k
(1.916)*

' 2131(25+4ke2)

~-), (A.10)

where ko= kd.
10 Also compare E. E. Salpeter, Phys. Rev. 84, 1226 (1951).
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Now we turn to the approximate, iterated solutions
of Eq. (A.9). As we have mentioned in the text we
expect that, at least for short-range forces, the function
1/(k*+K?2) is a good approximation to ¢o(k) for small
k. We take this as our zeroth iterate,

$00®=1/(B*+K?),
and define an nth iterate by
1
272 (k2 4-K?)
We consider the first iterate. It is
1 © wo(k,k)k2dk
kz-l-KZj(: k2 4-K?
b2 p= e e 150 (kr) jo(R'r)r?k *drdk’
k2+K2fo fo k4K '
In terms of ky="Fkd, K= Kd,
b00® (ko)

o«

Goo™ (k)= — f b0 (k)wo (kB ) k2dE.
0

Goo® (k)

1 f wf ® e Vo (kay) jo(ko'y) ko *y?dky'dy
ke+Kedy J, k2K '

The double integral can be done, using first

=1
=3Im )

k0/2+K o2 y
1
(k+K)[ke+(1+K0)]

It is easy to see that the higher iterates lead to essen-
tially the same integrals as those above, and we can
immediately write down the results:

fw jo (ko,y)kolzdko’ e~ Kov
0

1
Hrn?® o
o et Kb+ (1Ko kit 2 Ko ]
an
hoo™ = !

[k 4K eIk 4 (14+Ko)2]- - - [kd+ (e Koyl

To give an idea of the accuracy one gets by this
iteration technique, we compare the correct wave
function, as given by (A.10), with successive iterates
for the case 2Kd=1. The results are plotted in Fig. 3.

We note, as expected, that the error in the iterated
functions gets large for large values of the variables.
We also note that the zeroth iterate is quite far off,
which is not unexpected since it is independent of the
potential shape. For most values of the variables we
also see that the first iteration does much of the cor-
rection, i.e., it differs much more from the zeroth iterate
than the second does from the first. We remark finally
that one gets similar results for other values of Kd;
they are slightly worse for 2Kd greater than unity and
somewhat better for 2Kd less than unity.



