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A new method is proposed for evaluating the S-matrix as a series expansion in powers of the coupling
constant. The method is applicable to field theories which in the usual formulation have ultraviolet
divergences in self-energy and vertex parts and require self-energy, coupling constant, and wave-function
renormalization. The procedure cannot be applied in its present form to theories which allow boson self-
energy terms. In this new procedure the usual form of the Hamiltonian for the coupled system is retained.
The theory results in an iterated solution in powers of the physical coupling constant and yields a series,
each term of which is finite without subtractions or renormalization. It agrees up to all orders examined
with the finite S-matrix elements obtained by renormalizing the old formulation of the scattering problem.

It is also shown that the nth order contribution to the iterative expansion of the S matrix, where n is any
order, approaches 0 more rapidly, at high energy, than E (' b) where 8 is any positive real number, no
matter how small.

I. INTRODUCTION

HE procedure for evaluating cross sections in
quantum field theory can be summarized as

follows: A kinematical scattering formalism is estab-
lished in which the following quantities appear: the
Eiamiltonian H, and a set of asymptotic states q (E„a).
The Hamiltonian describes the temporal variation of
Schrodinger states, and wave packets of the asymptotic
states represent the totality of limits which scattering
states can approach as t ~ ~ ~. These asymptotic
states are not solutions of the equations (H Eq)$=0, —
but rather represent the scattering particles in non-
interacting configurations. Presumably packets of these
asymptotic state functions correctly describe the
particle configurations identified as "incident" and
"scattered" when the particles involved are infinitely
removed from each other.

In the usual formulation the Hamiltonian is divided
into a "free Geld" part, H', and an "interaction
Hamiltonian" H'. It is then asserted that the asymp-
totic states y(E„a) obey the equation (H' E,)&p(E„a)—
=0 so that they form an orthogonal complete set. '
This assertion is either made directly' or is inferred from
an adiabatic time dependence introduced into H' for
precisely the purpose of forcing this behavior of the
asymptotic states. ' In this formalism the existence of a
T matrix is established and the following can be
derived:

T(E,b; E„a)= (EI„b~H'~E„a)

(Es,b
~

H'~ Ei,c)T(Eg,c; E„a)
+P dEi, (1b)

~ J E, Ei+irt—
where (H' —E,)~E„a)=0, and the ~E,j) are asymp-
totic states.

In most applications to Geld theory it is necessary
to use the iterative solution of (1b). For this purpose
the operators S, T are deGned by

and

Then

T(Eg,b; E„a)= (E bsj T
~ Eq) a),

S(Ep,b; E„a)= (Es)btS ~Eq)a).

S(EI,)b;Eq, a) = (E b~sEqia) 2qrib(Es E—q)T(Es, b;E—q, a),

and

T—(Hi+ Hi (E HO+ sq)) iHi+ H1 (E —H0+ srt) i

)&H'(Eq —H +ir)) 'H'+ +H'(Eq H'+irt) '—
XH' ~ (E —H'+i t) r'H'+ ~ ~ ) (2)

within the radius of convergence of the iterative series.
Equation (2) is trivially identical to

S=i+Q S,
where

d0 2'
(a + b)

~
T(Eq b' E a)

~

qp(Eq b)
dQ &a and where

X&gx'(t, ) sc'(t„)j, (3b)

and K'(t) = lim f expgiH't]H' exp) —iH'tje '~'~).

H= H'+H',

*Part of this work was done at Washington University,
St. Louis, Missouri; it was supported in part by the U. S. Air Preliminary to the presentation of the new formalism
Force thr'ough the j r Force Ofhce of Sclentlfic Research of the We Will dlSCuSS the appllCatlOn Of the SCatterlng fOrmal-
Air Research and Development Command.

& The orthogonality of gegenerate states for different channels is ism specified above (hereafter referred to as the "linear
triviallyshownthoughnotaconsequenceof (Hq Eq)q(E„a)=0. formalism—"

) to a nonrelativistic field theory given by
~ M. Gell-Mann and M. L. Goldberger, Phys. Rev. 91, 398

(1953).' B.A. Lippmann and J. Schwinger, Phys. Rev. 79, 469 (1950). («)
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FIG. 1. Feynman graphs to fourth order for charge-symmetric
scalar bosons scattered from a point source. For each diagram
of type A there is a type-8 diagram with which it is related
by crossing symmetry. 8 diagrams will mostly not be shown.

where

and where

H =gk, a + k,a&k, a&ky

H'= P k,.(~tk,.+~ik,.)&k,-,

+kN= (2&ok, ) 'gru

(4c)

4 J. M. Jauch and F. Rohrlich, Theory of Photorrs meed Electrons
(Addison-Wesley Publishing Company, Reading, Massachusetts,
1955), Chap. 9.

This Hamiltonian describes the charge-symmetric
interaction of scalar bosons with a point source. %hen
the S matrix is described to the fourth order by its
corresponding Feynman diagrams, the graphs shown in
Fig. 1 are obtained.

The S-matrix terms for IIA, IIB, are Gnite; those
IVA (1),A (2),A (3),A ({j),A (6) IVB(]),B(2) „B(3),B(5),B(6)

infinite; those for IVA(4), IVB(4) are finite. As in quantum
field theory in general, in all orders above second most
diagrams give rise to divergent integrals, which can
be classified into self-energy, vertex, and improper or
external self-energy graphs. ' Boson self-energy graphs
are not allowed by this Hamiltonian; however, the
problem defined by the latter is sufficiently complex to
preclude an exact solution.

It is of interest to inquire into the reason for the
appearance of these divergences, which must be
removed by renormalization procedures; it is also of

interest to attempt a formulation of the problem in
which divergences do not arise, but in which cross
sections can be computed straightforwardly, at least
as an iterative series, from the Hamiltonian which
defines the problem.

In connection with these considerations, it is impor-
tant to observe that one crucial assumption made in
developing the linear scattering formalism, namely,
that the asymptotic states obey the equation

(H' —Es) v (Es,~) =o,

is not satisfied in the case of Geld theories. For example,
Van Hove has pointed out that in the case of theories
with the persistent interactions characteristic of Geld
theories, the eigenstates of the free-Geld Hamiltonian
cannot be asymptotic states of the scattering system';
moreover, that quite probably' the exact and free-held
states are orthogonal to each other. ' In addition,
analysis of the linear scattering formalism' demonstrates
that it is valid only under conditions which in Geld
theories either do not obtain, or at least cannot be
shown to obtain. These conditions include the following:
(1) The continuous spectrum of H and Ho must coincide;
and (2) the T matrix must be bounded and must have
a bounded derivative on the energy shell (however,
the left-hand and right-hand derivatives need not be
identical). Although the continuous spectra of H and
H' diGer by the self-energy of the nucleon, condition
(1) can be satisfied' by adding the self-energy to H'
and subtracting it from H . However, it remains quite
questionable whether the resulting T matrix is Qnite
or not. If the requirement for a bounded T(Ek,b; E„a),
and pT(Ek, b; E„a)/r)Ek)zk=z, is not satisfied, then
the theory leads to unphysical contributions of energy
nonconserving parts even at infinite times and ceases
to be a description of collision phenomena. These
circumstances raise the interesting possibility that the
appearance of divergences in field theory is related to
the improper choice of eigenfunctions of H as asymp-
totic states; and that a reformulation of the scattering
theory in terms of packets of "physical" particles
might remove this difhculty.

II. SCATTERING THEORY AND
ASYMPTOTIC STATES

The linear scattering formalism previously described
requires a set of asymptotic states which are eigenfunc-
tions of a Hermitean operator, and are orthogonal and
complete. Asymptotic states describing physical par-
ticles in noninteracting configurations are not orthogonal

' L. Van Hove, Physica 21, 901 (1955).
'The theorem is proven for the neutral scalar Geld in (7).

There is no reason to expect this difhculty not to arise in more
complicated systems.

~ L. Van Hove, Physica 18, 145 (1952).
s H. E. Moses, Nuovo cimento 1, 103 (1955); also Jauch and

Rohrlich, reference 4, Chap. 7.' A. Klein, Lectures on Pi-Meson Physics, University of
Pennsylvania (unpublished).
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and are not eigenfunctions of any Hermitean operator.
Hence, to exclude reference to bare-particle eigenstates
from the description of the collision process, a different
scattering formalism, such as the one due to Ekstein, "is
necessary. In this theory no dynamical requirements are
made of the asymptotic states &o(E„&r), in particular
they need not be eigenfunctions of any Hermitean
operator and they need not be orthogonal or even
linearly independent. Quantities x(Eq,a) are defined by
(H E,) q

—(E„a)=x (E„a) and a set of orthogonal
steady-state solutions of the Schrodinger equation are
derived from the fact that there are time-dependent
solutions which tend to the «)(E„a).These steady-state
solutions are

In this theory, the quantity which describes the
scattering (E„a)—& (E„b) is given by (z (E„b)

~
X

&P&+)(E„a))";we will call this the R matrix. Although
the R matrix has the same kinematic significance as
the T matrix [it replaces the latter in. Eq. (1a)], in
general it obeys an entirely diferent integral equation.
In the event that the asymptotic states of the scattering
system really are eigenfunctions of B, the R matrix
trivially reduces to the T matrix but when these

asymptotic states do not satisfy an equation (He E,—)
X y(E„&&)=0 then such is not the case."

The absence of strong requirements on the asymptotic
states in this formalism allows us to choose these states
far more realistically than in the linear scattering

theory. In the case of the Hamiltonian of Eq. (4) the

wave function for the asymptotic states can be written

as the product wave function of a "meson" and a
"physical nucleon. " Since the bosons in this theory do

not have any persistent vacuum effects (the Hamilton-

ian does not allow boson self-energy graphs), the bare

and the physical meson are identical. However, the

nucleon has persistent vacuum effects so that the bare

and the physical nucleon are not identical, the former

obeying the equation (H' E&))
~
0)—=0, the latter

(H—Es) ~0)=0. (The isotopic spin index of the meson

and the nucleon will be suppressed. ) The asymptotic

states in this theory can then be written: &rtq, ~o),

(2)-'utq(»&rtq(, & ~ 0), ) ()s!) '*atq(»&stq&s) ' ' 'ctq(~)
~
0).

These state functions are not orthogonal to each other

and, unlike the asymptotic states in the linear scattering

theory, they form wave packets which have time-

dependent behavior proper for state functions for

particles in noninteracting con6gurations. "
IIL DERIVATION OF THE INTEGRAL EQUATIONS

R„(O; q) = —[(0)V,(H+,)-rV, )0)+(0)V„(H—,—s&)- V, )0)]. (6)

Making use of the fact that )0) is the only "bound" state and inserting a complete set of states, including (0)
and the steady-state solutions )p&v, this can be written

R, (0; Ã)Rst(0; X) Rs(0; iV)R,t(0; lV)
Rs(0; q) = —Q +

EN —
coqEN+a)q

P)v includes summation over all meson numbers (including N=O, which denotes the state ~0)), and over rq, the

The R matrix for the scattering of a single meson (E„&r) ~', (E„b) is (x(Es,b) )P(E„a)), when the latter is

evaluated on the energy shell. The asymptotic state &&)(E„&r) is &s q~ 0). From the commutation relations of H with
&r's, &((Es,b) can be sho wn to be Vs ~0),"and the above expression becomes (0~ V, ~)pq). In our notation this will be
writ«n Rs(0; g)." Other matrix elements which occur in this theory are (oj Vt, ~ltq&» ...q&„)) which will be
writ«n as Rs(0; «», q(s), ...q( &), where )Pq(» ... , q( ) is given by

li &». ", & &=(N!) '&r'q&» &'q& )IO)—(H—~ &»
— .—&.& &

—s&) 'X(q(1) q()s)»

Q'y(», "~, y( ) ~
Vk ~fq(», ~ ",q& )) which will be written Rs(p(1), ,p(r)s); q(1), ,q(e)). The Rs(0; 1V)

[lV denotes q(1), ,&t(N), collectively] are related to 5-matrix elements for inelastic scattering. Rs(M; Ã) are
auxiliary quantities useful for writing the integral equations in tractable form.

Making use of the identity" aq ~
0)= —(H+o)q) 'V, ~0), Rs(0; q—) becomes

"H. Ekstein, Phys. Rev. 101, 880 (1956);a special case of this is given by G. C. Wick, Revs. Modern Phys. 27, 339 (1955).
' The superscript (+) denotes outgoing waves. Incoming wave states will not be used here, and the (+) will hereafter be under-

stood.
~For example, the equation relating exact and asymptotic states in the linear theory, P&+)(F.„a)=$1+(Eq Hair)) 'EP]—

X v(E„&r), is not satisfied when rp is identiiied as the physical-particle asymptotic state in the charge-symmetric scalar theory.
"G. C. Wick, reference 10; also, H. Ekstein, Nuovo cimento 4, 1017 (1956). Other discussions of the use of the physical-

particle representation of asymptotic states, besides the ones already cited, are Th. W. Ruijgrok, Physica 24, 205 (1958);
W. R. Frazer and L. Van Hove, Physica 24, 137 (1958); R. Norton and A. Klein, Phys. Rev. 109, 584 (1958);and H. Kkstein,
J. Swihart, and K. Tanaka, Phys. Rev. 109, 557 (1958). In the last of these, it should be noted that the integral equations (2.15)
are not the same as the ones developed in Sec. III of this paper.

'4 G. Chew and F. Low, Phys. Rev. 101, 1570 (1956)."k and q denote E&, P and E~, 0., respectively; the o. and p denote the isotopic spin state of the bosons.
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momentum and isotopic spin variables of each boson. This equation is identical to the Chew-Low equation for
this Hamiltonian. "'0 Since the iteration procedure is to be one in successive powers of the coupling constant, an
in6nite set of such coupled nonlinear integral equations must be generated and an iterative series developed. To
do this, the following lemmas will be proven in the Appendix:

Lemma 1

where

Lemma 2

j(((ll ' ' ' ll ) '+ Z ' V (q') (2( 1(1
' ' ' [lli—1) (l(i+1) ' ' ' [le),

2 ((1.. ..(l)=(i )-:",() ",() IO)

a q(1) (1 q(„)= P (—1)" P a q[, , 1) (1 q[', ll
Q+g 0&l&p P(i; j) H+(dq~; 1)+ ~ ~ ~ +(dq[~ 1]+](

X V, E;,jj ' ' ~@[i,(~—&)1

H+0)q[i, l]+ ' ' +(0q['i, l]+(qq[j, l]+~ ++(02[i,l]+ ' ' +(qq['il]+~, q[j, 1]+' ' '+~q[j (&—1))+~

Here pi, 1j, . , Li,l], Lj,1$, ., (j,(N—l)$ is a particular permutation of 1, , n Pp(;, ,~ is the sum over the
following permutations: all permutations of j's among themselves; all permutations involving interchange of an
i and a j. It does not include any summation over permutations among any i s.

Lemma 3

(Ol~'q(1)" ~'«-)fIIO)=( —1)" & o I'q['1)
P(i) jg+(qq[; 1)

' ' '~eEi, &l

++(Pq[i, l]+ ' ' '+(qq[i[],

00
++(Pq[(,1]+' +(qq[i, l]'+ ' +(qq[i, ~']

Here QP(;) is the sum over all permutations of i's among themselves, and 0 is any operator.

Lemma 4

1
~p(1) ' ' '(ly(m) ~~U, &l

++)[ 0&l&mP(i j) B+.0)p[, 1)+ ' ' '+(qp[i, l]+0)p[j,1]+' ' '+(qp[j, (m-l)]+)(

X
V+M p [i,1]+ ' ' +(qp [i,1]+'N p [j2]+ ' ' '

+,
(q p [j,(m 1)]+~-

X ~p Ei, 1j
' ~p [i, l] ~

++(qp [i,1)+ ' ' +(qp [i, l) +~

Lemma 5

(OjQ(lp(1) ' ' '(12(m) IO)= (—1) P 0 0
p(i) I2f+(qp[i, l]+ ' ' +(qp[i, m]' ++(qp[i, 2]+ ' ' '+ [ (,qp]im

X ~„E;,q
++Mp[', (1+1)]+' ' '+(dp[i, m)

Lemma 6

Before stating this lemma, the following notation will be de6ned: Consider a set at~~~), ., c~~( ~, up~~),

ap( ). The set i(1), ~, i(22) is a permutation of 1, , 22. The set j(1), , j(222) is a permutation of 1, , 2)2.

Suppose i(1) is omitted from i(1), , i(e), and a permutation of the remainder chosen. This permutation will
be labeled iL1; z(1)j, i I 2; F(1)j, , iL (n —1); z (1)j.If i(1), i(2) are removed then a permutation of the remainder
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is iL1; z(1),i(2)], , iL(n —2); z(1),i(2)], etc. ; a similar notation applies to the j's. The statement of the lemma
is as follows:

~p(1) ' ' '~p(m)~ q(1) ' '~ q(n)

Xa{y(jL1'j(1)]))' ' 'a{p(j((2)2 1) ' j(1)]))+
1&~(1)&i(2)&n
1&j(1)&m/j(1) QJ(2)
1&~(2)&m~

xat{q(iL1; 2(1), z(2)])) at{q(i[(22—2); z(1), i(2)]))a{y(jL1;j(1), j(2)]))

b(qLi(1)],PLj(1)])&(qLi(2)],yp j(2)])

=at«» atq( )aq(» a2( &+ P 8(q[i(1)],p[j(1)])at{q(iL1; z(1)])) at{q(iL(22—1);z(1)]))
1&i(1)&n
1&j(1}&m

Xa{p(jL(~—2) ' j(1),i(2)]))+" + ~(qadi(1)], pkj(1)])&(qLi(2)],pLj(2)])" .
1&i(1)&i(2) ~ ~ ~ &i(l) &n
1&j(1)&ml

I
'"'-I'-(1)~'( 2& ~'(»

1&~(l)&m I

x&(qLi(i)] PLj(i)])a'{q(iL1 '2(1),",2(i)]))" a'{q(iL(~—i) 2(1)," 2(i)]))

Xa{p(jL1 i(1),",j(0])i".a{y(jE(~—f) i(1), ",j(i)])i+".
(series ends with term /=I or l=q)1 whichever occurs first).

Using these lemmas, integral equations for R2(0; Ã) and R2(M; &) can be derived. In the case of the former
we have

R2(0; vl, ,v„)= (n!) '*L(0[a,(». .a"q(n) v2[0)—(0) v2(H —cqq(» —.. . (qq( &

—iq]) —'
XZ[i, &] u q[s', 1] ' ' 'a 2[i, (&—1)la 2[i(i+»] ' '

,'a q[n]Vs[»i] )0)], (g)

By applying Lemma 3 to the first term and Lemmas 2 and 3 to the second, we obtain

( 1)n
R.(o; gi, ",V-) =

(g!)s 0&l&n P(i) NnN», ~ ~ N»
R«, »(0; X,) R, [,, 2] (Ã1, 1V2)

+N(»+(s&q[i, l] RN(2)+(s)q[i, l]+(s)q[(.2]

XRqf;, f]($) 1', 1V&) R2(X)', 1V&+1)
~N(&)+(s)qfi, »+(s)q[i, 2]+ ' ' '+(s)qfi, »

X Rq[', «+»] (%+1' %+2)
+X(l+1) ~q [i,(l+1)] q [i,(l+2) ] ' ' ' q [i,n]

Rq ['.(1+2)]P&+2' &1+2)
+1[]t'(l+2) q fi, (l+2)] ' ' q[i, n]

R2(M; 1V) can be written

X ' ' Rq[s, (n-l)] p n 1]En) — Rq[i](+n n] 0,) (9)
+1V(n) q [i,n]

Rk(Pls ' ' '
sPrn r /is ' ' ' sgn)

=(n! iqi!) ~t (O~a2(» a2(~)V2a «1& a"«n&)0) —(22!) (0(aq(» aq( )V2(H —(q«» —~ ~ (0«& iq]) '— —
Xx(ql, ,q„)—(m!)'gt(pl, ,p~) (H—(q„(»— —(0„( )+i)])—'Vivat«» at«n) ~0)+ (22! 2)2!)&

X)('(p, ,y )(H—,— —,( )+'n) '

X V2(H —(qq(» —. . ~ —(q,(„)—i)])
—

'X(ql, ,q )]. (10)
The various lemmas can be applied to systematically bring all creation operators to the left, annihilation operators
to the right and to eliminate both from the matrix elements. The resulting integral equation is given in terms of
the quantities 82{M;Ã) which are

B2{pl,. rp„(tl, ,qs) = Z Q Rl(1)(0; Xi)LEN(»+A] Rl(2) Pl] &2)LRN(2)+11] ' ' '
P(l) ¹,~ ~,Ng

XRl(i) (+(s—1) ] +(j))(RN(1)+~] ' ' P+N(r+s)+~] Rl(r+s+1) (+(r+s+» ] 0)r (11)
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where l(1), l(2), , l(r+s+1) is a permutation of the set Pl, , P„ql, , q. , 0;

i=1 j=l

where $,= 1 for all q, to the left of A if A is to the left of V«, $,=0 for all q; to the right of h. if A is to the left of

V«, $,= —1 for all q; to the right of h. if A is to the right of V)„. $,=0 for all q; to the left of A. if A is to the right
of V«, t; = —1 for all p; to the left of A. if A. is to the left of V«, f, =0 for all p; to the right of A if A is to the left
of V«, f,= 1 for all p, to the right of A. if A. is to the right of V«, t; =0 for all p, to the left of A if A is to the right
of V«, and l1= —1 if' A is to the right of V«, )1=+1 if A is to the left of V«. The integral equation is

Rk(Pl»' ' ' Pm & ql»' ' ' qn)

( 1)m—n

,LB«(pl ''' p 'ql, ' ',q„)+ 2 ()(qLi(1)] PLj(1)])B«(p(jl1;j(1)]), ,p(jL(m —1); j(1)]);
(T)4!}(T4!)]* 1 &&(1)&n

1&j(1)&m

q(iL1' I(1)]), ,q(iL(N —1) ' I(1)])}+ + 2 ~(qii(1)],PLj(1)]) ~(qLi(i)],PLj(i)])
1&i(1) . «z{l)&n
1&j(1)&m)

fj{1)~" j(~)
1&j (l) &nay

R.(p(jL1' j(1), ,i(i)]), P(jL(~—i) j(1), ,i(~)]);

q(~l:1 (1), , (i)]) " q('L( —~) (1) (~)]))] (12)

. . . etc. (series ends as in Lemma 6).

IV. ITERATIVE EXPANSION OF R«(0;q)
TO SIXTH ORDER

From the integral equations, Eqs. (9) and (12), an
iterative expansion of R«(0; q) can be performed: That
this can be done is apparent from Eqs. (7), (9), and (12)
and from the observation. that R«(0; X) includes only
powers of the coupling constant of order (T4+1) or
higher. Therefore, to any order g", Eq. (7) can be
rigorously terminated at some finite value X. Similarly,
the other integral equations involved in the iteratio~
can be rigorously cut at some finite point in the expan-
sion in the boson numbers M, Ã. Thus the expression
for R«(2) (0; q) can be trivially seen to include contribu-
tions from R, (0;0) terms only. From Eq. (7) it is

obvious that

R)&( ) (0; q) = gg (&)« ~Q)&&

yL(ol plo&(olr. lo& —(olr. lo&(ol, lo&]. (13)

c is a T operator with respect to the total isotopic
angular momentum, "and g(0l r l0&=g, (0l r„l 0) where

g, is a new constant called the "physical" or, in the
more common terminology, the "renormalized" coupling
constant. Equation (13) then becomes

R«(2) (0; q) = 2g&~re« '*co, &'(rpr rrp). (13a)—
In Eq. (7), R«(0; E) terms with X~& 2 can contribute

in no term lower than sixth, hence the only contributions

to R«(4)(0; q) are

R ")(0 K)R«('»(0; «)
R«(4) (0; q) = —P

(&)c+(&)q

R«' (0 K)R "'t(0;K) '

(14)
COg CO@ Zg

Inserting (13a) into (14), we have

(gp)4 ( " K'dK
R«(4) (0; q) = —Fz

ger'(~a~, )' "
O 4d. '(~,+~4)

d

~I 0 (d» (M» M4 Zr/)

F~ and I'~ are sums of products of 7- operators, and
according to the sequence of 7.'s in a particular product
it can be associated with a Feynman graph. Thus

F&1 =p«(rpr«r«r +Tpr«r T), T«rpr T«+r«rpr«r ).
These component parts of I'~ correspond to diagram

IV», IV», IV&4, and IV», respectively. Similarly,
F~ corresponds to equivalent 8 graphs. The values of
F~ and Fp ale

F~ —— 2(3r.rp+ rpr. ), — (16a)

F))= 2(3rpr +r rp)— (16b)

To compute R«(4) (0; q) it is necessary to include the
following contributions:

R4(3) (0; K,K') R«(4) t(0; K,K')

+C.S., (17)
R "'(0 «)R«(+"(0 «)+R (')(0 «)R ")t(0 K)

R,.(') (o; q) = —g
'K 4&)»+4&)4 %~K 40»+(&)»'+(&)4

"E.U. Condon and G. Shortley, The Theory of Atomic Spectra (Cambridge University Press, New York, 1935), Chap. 3.
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where C.S. stands for the terms related to the ones
explicitly written by the crossing operation.

The "two-meson" contributions are in turn iterated
to third order from Eq. (9); only the lowest order
iterative terms, E,(0;0), can contribute to the right
side of (9) in this case.

The expression for Rq&s&(0; q) is a sum of terms each
of which is a product of an integral and a coeScient
which can be regarded as a sum of hexalinear products
of 7 operators. These coeKcients correspond to 6th
order Feynman graphs in precisely the same fashion
in which the sums of tetralinear products correspond
to 4th order graphs. There are terms in the iteration
corresponding to 60 graphs. (The 6th order in the
linear scattering theory gives 90 graphs, but in the
iteration here developed, the 30 graphs, which in the
old theory correspond to the ones called "improper"
or external self-energy graphs, never arise. ) Of these
60 graphs one half are related to the other half by the
crossing symmetry; of the 30 graphs in which emission
precedes absorption, some are related to others by
refiection in a line perpendicular to the nucleon propa-

TAnLE I. Contributions to Rp&" (0; ql.

Graph

VI-1
VI-2
VI-3
VI-4
VI-5
VI-6
VI-7
VI-8
VI-9
VI-10
VI-11
VI-12
VI-13
VI-14
VI-15
VI-16
VI-17
VI-1g
VI-19

Contribution

—V Vp5j—3r„7.p5g—r rp(Sr+Sul—~V.„spry3

—r rp(52 ——,'Srl
37'ex'

ping

5r rp(5r —Sr+28gl—v vpg2—(r~rp+2rpr )5,—3v vpSI—(r~rp+2rpra) (51+281l
3(r rp+2rpr )Si
(&a&p 27 p7'or) (@& 4+2)—(5r~rp+4rpr~) (81 282)—(r„vp

—4 p7.„)5—(r,rp+4rpr ) (Sg 8&)—
9~~~p(8& —282)—37. 7p(52 —Q2)—9v vp52

gator, and correspond to identical matrix elements.
There remain then 19 independent graphs. The integrals
in terms of which they are given are

(g.)'

(~grok) s 0 red rpK~ (rpK+rpa~) (rpK+rpp)

ir'der (lr')'d~'

(g,)s((e,) & t" «'der

32ir' (re j ~, „'( „+,)
K tk(K ) lk

32ir (reerect) ~.0 ~ 0 &A &z' (&c+&A'+&q)

K dK(K ) tk(g.)'

32ir'(&o, res)'* "p " (v„'rp. '(cp„+re„.)'(cp, +co„.+re,)

/The 5 integrals arise from one-meson, the 8 integrals
from two-meson contributions to Ri, (0; q).j The
contributions to the various graphs are given in Table I
and Fig. 2.

Iterations to higher order become more tedious,
though simple in principle. It is, incidentally, worth
noticing that the iteration is far less tedious in this
formalism than in the old linear scattering theory.
Although the analysis of contributions in terms of
Feynman graphs can be given, it is not a necessary or
even a helpful step in the iteration procedure. A much
more straightforward procedure is to sum over the r
operators in each order of the iteration, so that the
identification of contributions as originating from
specific graphs is lost. Not only does this greatly
simplify the formal iteration procedure, but the number
of independent terms is far smaller and increases far
less rapidly in successive iterative orders than when the
renormalized linear scattering theory is applied. The
number of terms in 4th order in the linear theory is 12,
~hggqas here theist; arg 2, In 6t;h ogdt;r thyrse are 90

diagrams in the linear theory, whereas here there are
8 independent terms. The problem of determining a
lower bound for the radius of convergence of the series
seems therefore much less forbidding than in the old
linear theory,

V. COMPARISON WITH THE RENORMALIZED
LINEAR SCATTERING THEORY

When the series expansion of the R'matrix is written
in terms of contributions from specific graphs, it is
simple to compare it with the results of renormalizing
the T matrix in the linear scattering theory. The
procedure for this latter calculation is as follows": In
each superficially convergent graph (such as II&, IV&4,
VI-14), the vertex factors and the self-energy factors
are replaced by the finite, renormalized vertex and
self-energy parts. These, in turn, are generated from
irreducible parts, which are obtained, in the case of
vertex and the so-called "internal vertex" parts, from

'VA. I,enard (unpublished). G. Chew, Phys. Rev. 94, 1749
(1954l; Jauch and Rohriich, reference 4,
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2Z-7

5E-IO

Z-2

SlL-5

XZ-8

ZI-6

5K-9

5E-l5

A)—+~
SE-IS

are constructed by inserting the 6nite higher-order
vertex and self-energy parts into irreducible graphs and
performing the same subtractions again. Self-energy
and internal vertex parts are related by Ward's identity;
the connection between external self-energy graphs (Figs.
Iv~s, s) and wave-function renormalization follows from
the imposition of unitarity on the renormalized T ma-
trix. The procedure and proof of its validity are essen-
tially identical to the case of quantum electrodynamics
and will, therefore, not be discussed here in detail.

The renormalization of this theory to sixth order was
performed with the following results: On the energy
shell, the renormalized T matrix is identical with the
E matrix to the same order; i.e., a table constructed on
the basis of the standard renormalization procedure is
identical, in detail, to Table I, and similarly for tables
for (g,)', (g,)'.

FIG. 2. Diagrammatic representation of sixth-order iteration
of Rs(0; q). Graphs related to the ones shown by re6ection in a
line perpendicular to nucleon propagator or by crossing symmetry
are not shown. Note the absence of "external self-energy" graphs.

the primitive graphs by subtracting out the zero-energy
and zero energy-transfer parts. The reducible diagrams

VI. DEMONSTRATION THAT R,&"&(0; q) IS A
CONVERGENT INTEGRAL

Let us consider the integral equation, Eq. (7), and
use Eq. (9) to make the E„dependence of the former
explicit; this can be done since the co,(,~ dependence of
matrix elements R«,)(3II; X) is trivial. " The typical
integral that results when the indicated summation in
Eq. (7) is performed is

I(Er, ~ ~,E„;Et',E„',o& )

t d~t . d~„(~r'—1)'* (~ '—1)lL(~ (»+E&) ~ (g,(»+ +g ())+E&)
J~

X (~u(&+»+ +o&a(m) E(l+» s&)) ' ' ' (o&a(n) Em sr)) (o&p(»+El ) ' ' ' (&dp(»+ ' ' '+o&p(l')+El' )

X (o&p&) +»+ ~ ~ ~ +o&p&„)—E &g ~»+i&q) (o&p(„)
—E„+irl) (o&r+ ~ ~ +o&„+o&r)], (18)

where &r&, , n„and Pr, , P„are permutations of 1, , n, and where 0~& t ~& n, 0&~P ~& e. Examination of this
integral shows that each of the factors in the denominator contains a linear combination of co s or cop s, which
is linearly independent of all other linear combinations of the co 's or ~p's, respectively. We can write

Here

I ~ ~ ~

J,
do&r do&„P(o&&, ' ',o&»&d&)G(Q&r, ' ' ',o&~).

J~
(18a)

and the 8) are given by

F= Lo&t' ' 'o&n(o&r+ ' '+o&~+&0»)]
G= (1—1/o»~) i. (1—1/o&„2) lN.Ns*,

f o&r(»+o&v&»+ ' ' +&dr() »+E&)—
@~= ! 1+ — — I"

I
1+

~ ~ ~

)o&~&» 3

( o&& ()+s)+ ' +o&r(n) E(&+» rrl'&& ( En
X! 1+ '

It can be shown that I is a convergent integral by is convergent and by subsequently showing that the
demonstrating that Io, where behavior of I cannot interfere with the convergence

of Io. The convergence of Io is easily demonstrable.

"R,&;& (0; N) and R«;& (M; 0) are special cases of R &;& (M', E')
p,s examination of Eqs. (9) and (12) demonstrate,
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To demonstrate that Q cannot make I diverge, we
rewrite the entire integral in the variables (R, z~, z~,

~ ~, z(~g) where

= Izg)COy

+(n—1)—(Rz(~l) &

2 1(q„=(R(1—slz —. —s( 1)') *

(E E'+zq]) '$—(W E zql) ' —(W—E'+—zqq) 'j—

When I is written in these variables it is obvious that
8 is bounded as ([t~ ~. As functions of the linearly in-
dependent sums of (q;, 8, and N(, have poles which,
because of the aforementioned linear independence of
the factors in the energy denominators of I are at most
simple poles, not coincident with the axes of the co

hyperspace along which Ii is unbounded. "G, therefore,
cannot inhibit the convergence of I, except perhaps
for terms like (W—E—iq]) '(W —E'+iq]) ', where W
is a linear combination of (q's identical in the n and P
permutations. In such a case the following factor
appears in the integral:

The integration over the cv's leaves

(E-E'+'.)-'Lii(E)+~(E)—1 (E')+&(E')3,

where the II's are contributions from the principal-value
parts and the 6's from the 8-function parts of integral.
Since the II's and 6's are well behaved, the subsequent
integration over E in the next iteration will again lead
to finite results.

After Eq. (9) has been substituted into Eq. (7) the
latter contains terms like R«) (N'; N)R«[)) (N; N")
with appropriate energy denominators, and calls for
integration over all the energy variables E . Iteration
of R),(0; (t) is performed by repeated substitution for
the R«»(M; N) from Eq. (12), always to the appro-
priate order in the coupling constant. It will be shown
that all the integrals that appear in this iterative
process are finite and that the integrals that arise in
any iterative order are such that the subsequent
integrations over the energy variables in the next
order of iteration are again finite.

The typical integral that appears when the iteration
of R),(0; q) is carried out is

where

Go Vss

~'(El. Eq(+ ))= . (f~(1).. d~() &" "b
1 1

8= (1—{dq(1) ')* . (1—(qq(„) ')'&g&1),

(19a)

(19a)

TL (qq(1) ' ' '(s)q(ss) ({s)q[1,1]+El) ' ((s)q [1,1]+' ' '+(s)q[l, s(1)]+Es(1))({s)q[1,1]+ ' '+(qq[1, s(1)] (s)@[1,1]+Es(1)+1 ZS]) ' ' '

X ((qq[1,1]+ ' '+ [l{s,)q(1)]s(t)ss[l, l] ' (s)y[1,s(1)]+Es(1)+s(1) Zq]) ' ' ' ({s)q[1,l]+ ' ' '+ [{ld, q(l)]s

+ ' ' '+(s)q[{,l]+ ' ' '+ ([s)lq( s) 1](s)@[1,, 1] ' ' ' (s)ss[l, s(l)] ' ' ' (s)@[V,1] ' ' ' (s)ss[V, s(V)]+EZ[s(s)+s(s)] Zq])

X (()y[V+s1,1]+ '+{dy[Vyl, s(l'+1)]+ ' ' '+(qss ()q[lylsl] ' '
, {s)qf)+l,s(lyl)] ' ' ' (qq( )+EssZ[ ( )y (js)s]+sZ'g) ' ' '

t' +~~( )
+E„+„+z&), (19b)

{s)q (ss)

=E"q(» ' '(dq( )3 J (&q(1)s' ' '»q( )s(q))s (19c)

and J(" ') originates from an earlier iteration. In the special case of the first iteration J(~ ') =I.
Here again, if the integral

J X—
Jq

~oo

(E(s)1' ' 'd(q 5( ) (&s)1 ' ' ' (s) (s) )

converges then it is easy to show that (1 cannot hinder the convergence of J. The argument is a simple extension of
the one made before and will not be repeated.

in order to study the high-frequency behavior of J", the fact that J;"f(x)x—('—'dx is finite if and only if f(q{)~ 0
I

"The limits of integration are such that the co; axes are outside tne domain of integration, tho&gh for sufficiently large R they
can be arbitrarily close to s;=0,1.
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more rapidly than x—' for large x will be made use of. If we de6ne

~00 00

J& (E . . . E )E —[I—~(»I. . .E —[I—~(&))dE . ~ .dE
1 1

(20)

then if Ez" is finite, P —+ 0 at least as rapidly as (El ('&. E„~(")) ' where each a,)e;. We will examine Ez" for
one of the previously de6ned P. The integration over the E space will be performed by integrating to an upper
limit p and then later letting p —+ ~ so that the integrations over the E; and the co; can be interchanged.

E~" will then be written

where

EJ~——lim
P~OO Q

1

~ .)t d(OI dhon 5:" »Z(P),
1

(20a)

r p P

g ~ . . . dE. . .JE LE [1—e(»I. . .E [1—e(n)]j—1g(~ . . . ~ ~ E . . . E )
~Jy

(21)

with p))1. The integrations over E space in Eq. (21) consists of evaluating a set of integrals like

r p

p=) dE/E' »(AWE) 'j,
1

(22)

where A is a linear combination of cu's. Equation (22) can be written

@=A—0—') vg,
where

I

" -~~ (e"'a1)

(22a)

(22b)

and where I is understood as the principal value (since the contributions from the pole cannot affect the validity
of this argument).

We can without loss of generality let e= 1/e where e is an even integer. Then

(n—2~gf4

)+=2 Q p(cosa[) ln
lM

e' —2e cosa[+1

u'+2m cosa[+1

(I—Cosa[$ Q+Cosalg—(sinai) tan '~ )+tan '~ [, (23)
S Illa I I slIla I

where j= 1 if Il/2 is odd, j=0 if m/2 is even, and al= L(2l+1)/n]Ir, and

(n—2j)/4

I = 2 P 2 (COSPI) ln
e' —2u COSPI+1

.I +2@Cospl+1

(I—COSPI ) (Q+COSPI )—(sinpg) tan Il ~+tan 'I ~, (24)
slllP I ) 0 slnPI )

where p[ ——L2l/ejlr. The I ~ are nonsingular functions of A which approach a constant as A. —+ ~. As p ~ a) they
approach a Gnite limit smoothly, independently of their A. dependence, demonstrating the interchangeability of
the E and co integrations.

In order to demonstrate that Ez" converges and therefore, that P —+ 0 at least as quickly as [EI'(» . .E '(")] '
where all e;)0, we can write

QO p(N

E&= I . . 6, 6 f(l»g )

where

fn=A [~(»—11. . .A [~(n)—11Jn(~ . . . ~ )

and where g is a function that cannot impede the convergence of EJ . Hence, it will suKce to show that

(f("I. d(O f(" '&

con verges.
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The function fn is given by f"=@(q,p)p(q, p')J", where

—~ [ ] ln)—" '"'+"' (~ [»l+ +~ [1 (1)]—~ [»l —.—~ [1 «)]—ln)" '"'+'"' .

X ((pp[l, l]+ ' ' '+(pp[1 r(1)]+ ' ' '+ (dp[ Jl +]' ' '+(pp[[ ~(l) J (py[l, l] ' '(pal[1 n(l)]

PPy[P, n(l')I 1P]) ' ' '((Pn[&'+l l]+ ' '+4'n[&'+1, ~(&'+1)]+' ' '+(Pn[~] ~a[&+1,1]

( +(P»[ J

(pp[J+1.~([+1)J
' ' ' (pp[n]+&0) ' ' '

I
' +1)]

0 I
—(pp[n]

so that (Eq ) p can be written

dppl d(p f(" ')g

where
fn —& [b(1)—1J. . .~ [b(n) 1]Jn—(~ . . . ~ )COy) )GO~ )

and where g is a function which cannot inhibit the convergence of (E~ )p, ()1, ,8„ is a set of numbers such that
all the 8;)0 if all the e;&0, and vice versa.

We can now compare Jl" Jl"dipl dhp f(" ') with Jpl and see that the condition that Jl ~ 0 more rapidly
than LE,'('). . .E„'")]' is more stringent than the one for the convergence of P. We therefore need to demonstrate
only that the former is satisfied.

We note that the integral

[P(1)—1].. .(p [8(n) l]((p —. . .(p )
—nd(dl. . .d(p

converges if 81+ +8 (()( where all 8,)~0. This can be shown by an induction on e, and by transforming each
integral as in Eq. (22), (22b).

It is now easy to see that Io is convergent, since Io is given by U with all 6,=0 and n= i. Since we can also
easily choose a set of 5; such that all 8,)0 and such that P; 8,(1, there is a set of positive p, such that any I~ 0
at least as rapidly as LE,"".. .E„'")]—'. Since we can then, in the next iteration, certainly again find a set of 8,
such that all () )0 and P; l] (8, for any I);, there is a set of p,

' such that any F') ~0 at least as rapidly as
LE a'(O. . .E s'(n)]—1

Clearly, this argument can be repeated indefinitely often so that in general J"converges and J"~ 0 sufficiently
fast to make any J("+'& from the next iteration converge. Hence all R&(")(0; q) are Quite.

It is of interest to note that the condition n= 1 in Ip is not necessary to demonstrate convergence of R(,(n) (0; q).
Any value n&0 would have sufficed. This circumstance permits us to set a bound on the high-frequency behavior
of R&,(")(0; q). If we evaluate

we6ndthatg=[(pl. (p ((pl+ ~ +(p ))'] 'u((pl+. +(d ), whereu(x)-+Casx~ p() (andwhereCis a constant).
Since, for any p&0 the entire previous argument with 0.=& goes through, I~0 more rapidly than co~(& ') for
large (d„. Since R),(")(0;q) contains an extra power pp,

' from the trivial energy dependence of R, (0; E) and
R&(X; 0), all R),(")(0;q)

—+ 0, for high energies, E, faster than E " " where 5 is any number )0.
For example, the high-frequency dependence of R),(P) (0; q) is OL1/pp, )'], of R),(')(0; q) is ODn(p, /((p, )'], and of

R&,(p) (0; q) contains terms of OL(ln(p, /(d, )'].

VII. DISCUSSION

We have shown that the formulation of the scattering
problem in terms of a kinematical formalism, which
permits the use of the nonorthogonal physical-particle
asymptotic states, leads to the following: an iterative
perturbation procedure in which the 5-matrix expansion

is finite to all orders without any renormalization
procedures, and in which it involves physical-particle
parameters only. The theory is in agreement, at least
up to sixth order, with the old renormalized linear
scattering theory. Moreover, it was possible to demon-
strate that at high energies, to all orders, Rq(n) (0; q) -+ 0
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more rapidly than co, (' » where p is any number &0;
thus, if P„R),(n)(0; q) is a convergent series, the cross
section will approach 0, at high energies, more rapidly
than co,

—&'~).

The same iteration procedure can also be applied to
the nonrenormalizable gradient coupling theory

PV), ,
i——g(2(q1) )o kq. ]

In this case, the individual matrix elements are still
infinite, but diverge less badly, by one order, than the
corresponding ones in the old unrenormalized theory.
Quite clearly, the divergences which remain in this
theory have a significance that the divergences which
this theory avoids do not share. The latter have no
physical basis, and reQect an inappropriate choice of
asymptotic scattering states in the linear scattering
formalism. The former, on the other hand, are sympto-
matic of more serious difficulties in the Hamiltonian.
For example, in the case of the gradient coupling theory,
such a dif5culty may stem from the abandonment of
the fermion pair states in the pseudoscalar theory with

y5 coupling.
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APPENDIX

The proof of Lemmas 1—6 will be supplied here.
The proofs will be based on the theorem of complete
induction and in some cases on the following modifica-
tion of the latter: If the statement is true for X=1,
and if the statement for all m &S implies the statement
for E, then the statement is true.

Lemma 1

For a=i, the statement of this lemma is

(H ~q)~'«I0)=Vql0& (A-1)

= (12+1) 'L(t «(~» (H—(qq(» —' ' ' —tq ( ))
Xq (el, .

, «.)+V.(~»q (el, , a )l (A-2)

Rewriting q)(ql, , t)„) under the assumption that
Lemma 1 is true for I, transforms Eq. (A-2) into a
statement of the lemma for (12+1), and the lemma is
proven.

Lemma 2

For m= 1, the statement of lemma 2 is

(H+)()—'at«= atq(H+X+tqq) '
—(H+)() 'V (H+X+cq) '. (A-3)

The validity of Eq. (A-3) follows from a formal power
series expansion of (H+j() ' in powers of H/X, com-
mutation of atq and H, and regrouping of terms.
Application of Eq. (A-3) also leads to the following:

(H+)[) '(ttq(» . (ttq(n+»

(2 q(n+1) (H+~+(s)q(n+») (t q(1)
' ' (ttq(n)

—(H+X) 'V, (.+1)(H+X+tq«m») '

X(ttq(» 'tttq( ). (A-4)

Repeated application of the statement of the lemma
to cases in which the product of the u~'s to the right
of (H+j2) ' contains fewer factors than (12+1), (jt is
any C number) leads to

This equation can be shown to be a trivial consequence
of the commutation relations. These same commutation
relations also imply

(H tqq(» — ' ' —Mq(m») qq(t)1 ' ' ' tj(m»)

(H+&) '(1'q(» ' ' '(1(q+n»'

( 1) 2 (1 q[s, lj ' ' 'tl q[i, l](1 q[n+lj (H+j(+(s)q[t, l)+ ' ' '+ts)q[i, t]+tdq[n+1]) Vq[jl],
0&l&n P($;i)

X (H+](+(Oq[t, l]+ ' ' '+ q([s)l]i+(s)q[t, l]+(s)q[n+1]) Vq[j, 2]
' ' Vq[j, (n—1)](H+t(+(s)q(»+ ' +is)q(n+»)

—Z (—1)" ' 2 L 2 (—1)' ' & ~'q[, lj ~'q[, t](H+j(+~2[.1]+ "+~«[., t]) 'Vq[. , lj
0&l&n P($ J) 0&E&j P(r;s)

X (H+)1+tdq[r, l]+ ' ' '+(s)q[r, t]+ [ l(s]))qsVq[s, 2]
' ' Vq[s, (l—t) j (H+)[+(s)q[t, l]+ ' ' '+(t)q[(, l)) j

X Vq[n+1] (H+)(+(s)q[i, l]+ ' ' '+t)q[t, lit+()q[ +1s]) nVq[j, l] (H+)(+(s)q[i, l]+ ' ' '+(s)q[t, t]+(dq[jl]+(s)«[n+1, ])

X U, [j,(„1)j (H+)(+tqq(»+ +(qq(„~»)-'. (A-5)

Here rq, ~ ~ ~, r~, sq, ~, s(~ t) is a permutation of i&, , i&. This, in turn, can be rewritten:

(H+t() (1[q(» ' '(ttq(np» 2 (1) 2 (it« [i, l) ' ' '(1 q[il] ( H+)(+(s[)q, 1t]+ ' ' '+(s)q[i, t])
O&t&n+S P(&' 2)

X Vq[jl] (H+~+(,s)q[i, l)+ ' '+tdq[i, l + jq[j(,ql ) ]Vq[j,(n+1 1)](H+~+ts)q(»+ —' ' '+(s)q(n+») s (A-6)

and the lemma is proven.
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Lemma 3

For n= 1, the statement of the lemma is
(oid, neo)= —(0[ v, (a+~,)-lnio).

This equation follows from Eq. (19), reference 14. Application of this equation and of Lemma 2 gives

(0
~
(1[q(» ' ' '{ytq(nial)fl ( 0)= P ( 1) P (0) (1 q[i 1] ' ' '(ytq[i, l] Vq[n+1] (++ {d[qi 1]+ ' ' '+(yqfi []

0&t&n p(i' j)

(A-7)

+~.[-+1]) ' I'.u..(--n](&+~.(»+ . +~.(-+») 'BIO) (A-g)

Everything that appears to the right of e ~~;, &~ can be regarded as an operator 0', then the statement of the lemma
can be applied to the right-hand side of Eq. (A-S), remembering that l(yy+1. This leads to the statement of the
lemma for the (n+1) case and the lemma is proven.

Lemmas 4, 5

The proofs proceed identically to those for Lemmas 2 and 3, respectively.

Lemma 6

This will be proven by an induction on e. For n= 1, the statement of the lemma is:

gp(» . .ay( )g q(» —— P 5(q(1),pLj, if)u(p(jL1; j(1)))
1&j(1)&m

Xa( P(jg(yN —1); j(1)$)+aq(»u, (» a, ( ). (A-9)

The validity of Eq. (A-9) follows simply from successive commutation of atq(» and {lp's until at«» is absent or
at the extreme left of the expression. Equation (A-9) also leads to the equation

(yy(» ' ' '{ly(m){y[q(1) ' ' '{y[q(n+» (1 q(n+»{yp(» ' ' '{yy(m)(1[q(» ' ' '(1 q(n)+ 2 {)(q(yy+1)qP(Jq13
1&j(1)&m

&(p(jL1' i(1)j))" &fp(jL(&—1) j(1)j)}~'. ~'. - (A-1o)

Application of the statement of the lemma to products like ay(» ay( )atq(» at«1) (with /(ly+1), leads to
a statement of the lemma for (ii+1), thereby proving the lemma. This can be seen in the following fashion: If
we look at that part of the right-hand side of Eq. (A-10) which is (1-linear in the a]' s and p-linear in the a s, we
see that the contribution of the 6rst term on the right-hand side of Eq. (A-10) contains only elements in which
the q(n+1) never occurs as an argument of a 6 function; in contributions from the second term, however, q(yy+1)
always appears only as an argument of a 5 function. It is easy to see that the sum of the two terms just su%ces
to make Eq. (A-10) a sta, tement of the lemma for (n+1).


