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The analyticity properties of transition amplitudes are used in conjunction with the unitarity requirements
to generate successive terms in the perturbation series, without referring to a specific Lagrangian. In the
sixth and higher orders, production is neglected in the unitarity condition; subject to this approximation,
it is found that the series can be so constructed. No analyticity properties which have not been rigorously
proved need be employed, and the terms are found to satisfy the double dispersion representation. By
examining the connection between this method and the conventional calculation of the perturbation series,
the types of spectral function corresponding to different Feynman diagrams can be found. Formulas are
given for the regions in which the spectral functions are nonzero.

1. INTRODUCTION

QUESTION of great current interest in quantum

field theory is whether the dispersion relations,
together with unitarity, can be used to calculate
measurable quantities in terms of a small number of
coupling constants and masses, without the introduction
of a specific Lagrangian.! An approximation method for
a calculation based on such principles has been outlined
by the author,? but would meanwhile be of interest to
see if one could generate the perturbation series term
by term in this way. One can obtain much more definite
answers in a perturbation than in a nonperturbation
approach, and the results obtained should give one
insight into the problem which may prove useful in a
more general treatment.

We shall begin in the following section by considering
the fourth-order terms. Previous attacks on the problem
based on ordinary dispersion relations, have suffered
from the difficulty that the result contained, as a
“subtraction term,” an unknown function of the
momentum transfer. In the present paper, however,
we shall put in more than the ordinary dispersion
relations, and shall assume analytic properties of the
transition amplitude as a function of both the energy
and the momentum transfer. A representation which
expresses these properties has been postulated by the
author? and discussed in the previous paper®; if this
representation is assumed to be correct, the fourth-
order terms can be calculated in a form free from
arbitrary functions. There will be an arbitrary constant
only when all four particles are scalar. By comparing
the new to the conventional calculations we shall be
able to relate terms calculated by unitarity to partic-
ular Feynman diagrams. We shall also be able to see,
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contract monitored by the Air Force Office of Scientific Research
of the Air Research and Development Command.

1This was first suggested by M. Gell-Mann, Proceedings of
the Sixth Annual Rochester Conference on High-Energy Physics,
1956 (Interscience Publishers, Inc., New York), Sec. III, p. 30.

2S. Mandelstam, Phys. Rev. 112, 1344 (1958).

3S. Mandelstam, preceding paper [Phys. Rev. 115, 1741
(1959) 7.

without explicit calculation, which of the two-dimen-
sional spectral functions corresponds to a given diagram,
and to find the asymptotes of the region in which the
spectral function is nonzero.

Though the calculation of the perturbation terms
is most straightforward if the double dispersion
representation is assumed to be correct, it is not
necessary to assume as much as is implied by it. We
shall, in fact, show, by re-examining our calculation,
that it is sufficient to assume analyticity properties
that have been proved rigorously by Lehmann,*
Killén and Wightman, and others. The result is then
found to satisfy the double dispersion representation.
We thus have another proof that the representation is
true in fourth order.

In Sec. 3 we shall extend the calculation to higher
orders. The unitarity condition would then involve
production, so that the analyticity properties of
multiparticles transition amplitudes would be required.
If, however, one neglects the production terms in the
unitarity condition, one can construct the perturbation
series term by term to any order. As in the fourth-order
case, it is unnecessary to assume any unproved analytic
properties, and the result is found to satisfy the double
dispersion relation in all orders.

The calculations of this and the preceding paper
enable us to specify in more detail certain features of the
double dispersion relation that were previously left
undetermined. More specifically, the boundaries of the
regions in which the spectral functions are nonzero
can only be obtained with the aid of the unitarity
condition. In Sec. 4 the equations of the boundaries
are given for some frequently occurring cases, and the
type of diagram corresponding to each spectral function
is indicated.

A few final remarks are added in the last section with
regard to the general validity of the double dispersion
representation.

4+ H. Lehmann, Nuovo cimento 10, 579 (1958).

5G. Killén and A. S. Wightman, Mat. Fys. Skrifter Danske
Videnskab. Selskab 1, No. 6 (1958). Only the general reasoning in

Sec. III of their paper will be required, and this section is appli-
cable to all Green’s functions.
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CONSTRUCTION OF PERTURBATION SERIES

2. FOURTH-ORDER TERMS
Kinematical Preliminaries

The kinematical notation will be the same as in the
previous paper. The momenta for the four particles
A, B, C, and D are represented by pi, ps, ps and p4
(Fig. 1), we then define the three invariants

§= (P1+P2)2;
u= (p1+p4)? (2.1)
1= (prtps)*

These are, respectively, the squares of the energies for
the reactions
A4+B—C+D, (I)

A+D— B+C, (II)
A+C— B+D. (I1I)
They are related by the equation

S+t+M=M12+M22+M32+M42. (22)

We continue to adopt the convention that, in an expres-
sion written as A4 (s,t,%1), s and ¢ are regarded as in-
dependent and # is to be expressed in terms of them by
(2.2). Expressions written as A (s,t1,2) or A (s1,f,4) are
to be similarly understood. For future reference, we
may quote one or two kinematical relations. The
square of the momentum transfer ¢/ between two
particles is connected with the cosine z of the angle of
scattering by the equation

t=2ag53— 4’ — g5"+[ (M +¢a") 4+ (Mg +g5) ' P, (2.3a)

where ¢, and ¢s, M,, and Mz are the center-of-mass
momenta and masses of the particles involved. If all
masses are equal, the formula simplifies to

1=2¢2(s—1). (2.3b)

The momentum ¢ is given in terms of the corresponding
square of the energy by the formula

P=[2=2s(M P+ M2)+ (M 2— M2)*]/4s, (2.4a)

where M, and M, are the masses of the two particles
forming the state. If M= M, the formula is simply

gt=1s— M2 (2.4b)
B D
:\ N p4
M) (R
Fic. 1. Kinematics for the /
reactions.
M My

b [

A 3C
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On the assumption that the transition amplitude
behaves like a constant at infinity, the double dispersion
relation is

(s—s0) (t—10) A (s’
A= Y f ds'dt w(s')
7|.2

(5" =50 (5 =) (1) (= 1)
LW f dt'du

9 A (V) . (5 —0) (—10)
(' —to) (' —1) (' — o) (' — u) i T

1412 I’ A
Xf ds'du’ (')
(5" —=s0) (8" =) (' —10) (' — u)

$—So f1(s)
f ds’
T f s(s’—so)(s'—s)
U— 1o fa(2t))
d 7
+ T f u(u’—uo)(u’——u)

1~ f3(t)
&
+ ™ f l(;'—zo)(z'—t)H\

The scattering amplitude will satisfy dispersion relations
(if we neglect subtraction terms)

(2.5)

1 Al(s’,t,ul) 1 Ag(sl,t,u’)
A=—f ds’' . fdu’ , (2.6a)
b s'—s T w—u
1 A:1(s' ) 1 As(sy,t 1)
A== f ds’ 1 f ar . (2.6b)
T s'—s T t—t
1 Az(S,tl,%l) 1 A3(S,l/,%1)
A=—f du’ + fdt’ . (2.60)
T u —u T Y —t

The corresponding dispersion relations for the absorp-
tive parts A1, A2 and A3, associated with the reactions
I, IT, and III, will be

1 A13(S,t,) 1 A12(S,u’)
A1=—f at’ ——f——f dw'———, (2.7a)
T /—t uw—u
1 Aot u) 1 Aqa(s' 1)
Ag=-f dr’ + fds’ , (2.7b)
T Y—t T s'—s
1 A13(S,,t) 1 A%(t,’ll/)
Ay=— f ds’ +- f dl——""" (2.7¢)
T s—s w—u
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or, with subtractions,

A=) :luf v (tf—ht:;S(t[)— D
+u;%0 f i % . (27d)
W T e

e por 2 a2
a2

According to the procedure outlined in the introduction,
we shall begin by assuming all these formulas to be
true and shall then return to re-examine the assumptions
which it is really necessary to introduce.

Calculation without Subtraction Terms

As in the last paper, the calculation will initially
be done with all the masses equal and with scalar
particles. Besides reducing the amount of algebra,
this second simplification has the effect that all disper-
sion relations can be written down without subtraction
terms, so that the functions satisfying them can be
determined from their imaginary parts along the real
axis. We shall return later to consider how the calcula-
tion can be carried out when there are subtraction terms.

Our method of approach will be to determine the
absorptive parts by unitarity and to bring them into
the form of the dispersion relations (2.7). The spectral
functions A3, Ass, and A to be inserted into the
fourth-order expression for (2.5) are thereby deter-
mined. If states with more than two particles are
neglected, as they may be in fourth order, the unitarity
equation for the absorptive part A takes the form

A1{st(2) ) = [q/(321r2w)]fd2niA o (8,8 (3i0) 101}

XAio{S,t(Zio),Ml}. (28)

A.; and A, are transition amplitudes from the initial
state of the reaction I to a two-particle intermediate
state, and from the intermediate state to the final
state.® There are similar equations for A4, and As.
n; denotes a unit vector, 2 the cosine of the angle of

8 We do not assume that the particles taking part in the reaction
are necessarily identical, so that A4, and A4;, may be different
from 4.
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scattering, 2;. the cosine of the angle between the
direction of the incoming particles and n,, and z,, the
cosine of the angle between the direction of the out-
going particles and n;. The expression A:{s,t(2),u:}
indicates that ¢ is to be expressed as a function of z
by (2.3), so that 4; is a function of s and z. 2, is
connected with z;, and ¢, the azimuthal angle between
n; and the plane of scattering, by the formula

Zi0= 2%+ (1—22) (1 —2;2)* cose. (2.9)

Since we require A4; in fourth-order perturbation
theory, it will be sufficient to take the second-order
terms for 4* and A. As an example, we shall suppose
that

Au®% =g/ (lfe— M), Asg®=g/(lio—M2). (2.10)

We exclude for the moment the case where there may
be terms of the form g?/(s—M?) or constant terms,
since all dispersion relation would not then be free of
subtractions. As we shall see later, the terms excluded
correspond to reducible graphs in the scattering ampli-
tude, which we know to have the form of single dis-
persion integrals.

The expressions for A.; and 4, in (2.10) have now
to be substituted into (2.8). When this is done, however,
we arrive precisely at Eq. (3.5) of the previous paper.
The expression can be evaluated by expressing z;, in
terms of z and z;. by (2.9), integrating over ¢ and 2.
(which is the same as integrating over n;), and finally
expressing z in terms of ¢ by (2.3b). We then find that
the resulting value of 4, can be written as a dispersion
integral (2.7a) and that the spectral function is given by

A1® (s,0)=—1/{8[«(s,0) ]}},
k>0, t>0, and s>4M?,
=0 otherwise,

(2.11)

where

k(s,0) = 4dst[ st—4M?(s+1)+12M%]. (2.12)

We omit the details of calculation, which can be found
in the portion of the previous paper following Eq. (3.5).

If A4,2*% or 4,® in (2.10) contains a term g2/
(u—M?), we need not repeat the calculation of the
corresponding term in A4;, for we can find the result
from the calculation already performed by making use
of the symmetry of the problem. On interchanging the

B D
P, o,
M, H M,
Mg
F1G. 2. Fourth-order dia-
E{M; Mgl|F gram for the reaction 44 B
— C+D.
Ms
G
M, M3
3} p.
A ’c
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two particles in onc of the states, initial, intermediate
or final, we make fwo of the interchanges ¢ <> u, t;, <> u,,,
tio <> 1. We should therefore expect the results to be
unchanged by such a transformation. Hence, if both
tie and £, in (2.10) are replaced by #,, and #;,, we should
get the same contribution to 413 as before. If only one
of these replacements is made, ¢ will also have to be
replaced by #; the term therefore contributes to 4,
instead of 43,7 and the contribution is obtained by
substituting # for ¢ in (2.11).

By doing analogous unitarity calculations for 4, and
A3, one can obtain expressions for As3 and A, and
A3 and A s, respectively. Each of the spectral functions
can therefore be calculated from either of two unitarity
equations. These calculations must give the same result,
otherwise there is an inconsistency in the theory or in
the assumptions made. We observe that (2.11) is a
symmetric function of s and ¢, so that the same result
would indeed be obtained whether one used theunitarity
equation for 4, or for 4. It is necessary to use only two
of the three unitarity equations in calculating the
spectral functions; the third is, in this case, completely
redundant.

It has previously been pointed out by Grisaru® that
the imaginary part of a transition amplitude, calculated
by conventional methods, is equal to the corresponding
absorptive part calculated by unitarity. As we shall
make further use of the unitarity condition in the next
section, we have written it out explicitly.

Relation between the Two Methods

We shall now examine again the connection between
the present and the conventional method of calculating
perturbation terms, and we shall see how we can relate
a term calculated in this way to a particular Feynman
diagram. By doing so, we shall gain more insight into
such questions as to whether a unitarity calculation of a
particular term in A4, say, will yield a spectral function
Ayz or Ay, and what asymptotes the region in which it
is nonzero will approach as either variable becomes
infinite. In the simple case we have been considering,
the answer to this last question is more or less obvious,
as the only threshold is at 4M?, but in more complicated
cases where there may be several thresholds the answer
is not quite so clear.

We saw in the previous paper that the most conven-
ient way, for our purposes, of evaluating the conven-
tional integral corresponding to Fig. 2 was to prove
that it satisfied a dispersion relation (2.6a). It was then
shown that the imaginary part in the physical region
for the reaction I could be calculated by regarding G
and H as a real intermediate state for the reaction I,

7 Either of the dispersion integrals in (2.7a) could be written
in terms of ¢ and #, but, once a function has been brought to this
form, we can decide whether the spectral function is 43 or A;»
from the range of values of the primed variable. 43 involves
positive ¢ (and negative %), 41» positive %’ (and negative #').

8 M. T. Grisaru, Phys. Rev. 111, 1719 (1958).
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and performing an integration over the variables
necessary to specify that intermediate state. In the
calculation from dispersion relations and unitarity it
was found that the absorptive part could be written
as an integral over variables corresponding to a real
intermediate state through which the scattering could
take place. The integrand was found to be the same as
in the first method of calculation—it consisted of two
factors, representing the second-order contribution for
the scattering from the initial to the intermediate, and
the intermediate to the final state respectively. In
Fig. 2, the left and right half of the diagram represent
these two factors.

However, we can equally well do the evaluation of
the Feynman-Dyson integral for Fig. 2 by writing it
as a dispersion relation (2.6¢). We then have to calculate
the imaginary part in the physical region for the
reaction III, and we find that we must now regard the
particles E and F as a real intermediate state. Alterna-
tively, if we are doing the calculation from dispersion
relations and unitarity, we can calculate the absorptive
part A; for the third reaction. The first factor of the
equation corresponding to (2.8) will then be the
transition amplitude for the process A+4C-— E4F,
and the second the amplitude for the process E4F
— B+ D. We observe that these terms canberepresented
by the bottom and top halves of Fig. 2, connected by
the real lines E and F. Thus, as before, the present and
conventional methods of calculation correspond very
closely, and give the same result for 415®.

From the two methods of evaluating the Feynman-
Dyson integral for Fig. 2, we observe that it gives rise
to a contribution to A4; with threshold at 4M? and a
contribution to A4; with threshold at 4M?. There is no
corresponding way of dividing up Fig. 2 so as to
represent the reaction II going through a real inter-
mediate state, and the calculation will give no contribu-
tion to A, The term in the scattering amplitude
corresponding to Fig. 2 therefore yields a spectral
function which provides contributions to 4; and A3
but not A»; according to (2.7), this spectral function
must be 4;;. Also, the thresholds for 4;*? and A4;*?
are s=4M? and (=4M? so that we should expect the
region in which 413 is non-zero to approach these
lines asymptotically.

It is thus a simple matter to identify the Feynman
diagram corresponding to a term of the transition
amplitude calculated by analyticity and unitarity,
and, having identified the diagram, to determine which
of the spectral functions A13, As3, and 4. it yields and
to find the asymptotes of the region in which the
spectral function is nonzero. The Feynman diagram is
obtained from the diagrams for 4.* and A4, which
have been used in (2.8) by joining the lines representing
the intermediate state. The diagram can then be
divided up in the way it was constructed, and perhaps
in alternative ways, to represent one of the reactions
going through a real intermediate state. Corresponding
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to each of these methods of division there will be a
contribution to the absorptive part 41, 42, or 43 of the
reaction concerned, beginning at a threshold given by
the lowest mass of the intermediate state. One can
thereby determine which of the spectral functions 413,
Aas, or Ay is involved, as well as the asymptotes of the
region in which it is nonzero.

The analysis of this section can also be carried out
if the masses are unrestricted. Suppose that A; and
My, Mj and My, My and Mg are the masses of the
particles in the initial, final and intermediate states,
and M; and Mg the masses in the denominators of
(2.10) (Fig. 2). As in the conventional calculation, it is
then easiest to work in terms of cosines of angles
rather than in terms of momentum transfers. (2.10) is
written in the form

Aoi®*=g/[qqi(zre—2:) ],

A1 =g/[qiqo(zi0—32:) ] (2.13)
ge, i, and g, are the center-of-mass momenta of the
initial, intermediate and final states, given by (2.4a).
2z;’ and 2;,’ are the cosines of the angles associated with
squares of the momentum transfer M* and Ms? between
the initial and intermediate, and the intermediate and
final, states. They are given by Eq. (2.3a). Following
the procedure of the equal-mass case, we now substitute
(2.13) into (2.8), express 2, by (2.9), and perform the
integral over z;, and ¢. The result can be expressed as
a dispersion integral in z (corresponding to a dispersion
integral in £), with weight function given by

AP =— 1/{89e904iw[k (Z,Zic’,z,~0’)]5} ) (Z> 21) )
(2.14)
=0, (Z<Z1)
where
k(zrzie,)ziol) = z2+zielz+zio’2_ 1 - zzzielzio’; (2 15)
21=2: %0+ (2:.2— 1)} (2:,2— 1)L (2.16)

The point z; is the value of z for which £=0. Details
are given in the calculation following Eq. (3.19) of the
previous paper. Though it is usually most convenient
to use these formulas as they stand with the 2’s given
in terms of our usual variables by (2.3) and (2.4), we
could write the formulas directly in terms of our usual
variables when they would take the form of Eqs. (3.28)
and (3.29) of the previous paper.

If one or both the energy denominators in the
perturbation terms (2.10) had involved # instead of ¢,
the same formulae would hold, provided we constructed
the graph corresponding to Fig. 2 according to our
prescription, and always defined z in the manner
corresponding to the case just treated. As in the equal-
mass case, the spectral function would be A4;; if one
energy denominator of (2.10) involved ¢, the other .
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Calculation with Subtraction Terms

Let us now deal with the complications which arisc
when not all the particles are scalar, so that there are
subtraction terms in the dispersion relations. As an
example, we may consider pion-pion scattering through
virtual nucleons. The process would be represented by
Fig. 2, in which the external lines are pions and the
internal lines nucleons. We again begin with the
unitarity equation for 4;, which will be of the type
(2.8) but is more complicated owing to the spin of the
intermediate state. We shall simply outline the calcula-
tion to show how the subtraction terms may be found,
leaving out the details of the algebra. The evaluation of
the integral for 4,4 proceeds in a manner analogous
to the calculation without spin and gives a similar
result. In this case, however, 4:*? remains finite as
¢t tends to infinity, so that it satisfies a dispersion
relation of the form

A, (s;t,ul) =4,%D (S,to,ul)
A 13(4) (S,t’)

t—1to
| f ar ,
T A —1) (I’ —1)

where both A149 (s,to,u1) and AP (s,0) are known, as
we have an explicit expression for A4:%9(s,t,u;). By
comparing this equation with (2.7d) we observe that
A3 and f1®(s) in the representation (2.5) are now
determined, the latter just being equal to 4,%? (s,to,%1).

If, instead of using the unitarity equation for 4, we
had used the equation for 4 ;, we would have found that

(2.17)

A 3(4’i) (S,f,%l) = A 3<4‘i) (S(),t,ul)

+s——sof ds’( A ® (s )

T s’ —s0) (s’~s)'

(2.18)

The value of A413® in (2.17) and (2.18) must be the
same in a consistent theory. By comparing (2.18)
with (2.7f), however, we see that we have in addition
now determined f;® (#), which is equal to 4549 (so,2,u1).
The information provided by the unitarity equation
for Aj is therefore not quite redundant, as f;3(¢) cannot
be determined without it. In general, therefore, we
can use either of two unitarity conditions to determine
the spectral functions 4135, 423, and 41, but we must
use the unitarity condition for the relevant reaction to
determine f1(s), f2(#) and f3(¢). In the particular case
represented by Fig. 2, there is no real intermediate
state for the reaction II, and f; is zero.

The over-all subtraction term A in (2.5) cannot be
determined from the unitarity equation, but it is an
extra constant which has to be inserted into the theory.
Such a constant is also present in the conventional
theory, where it corresponds to the renormalized value
of X in the A¢* term. We have already observed that the
only instance in which there is an over-all subtraction
term is in scattering of particles of spin zero, and this
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B
. [)2 H
F1c. 3. Construction =

of reducible diagrams P

according to our pre-
- 3D
R
A

scription.

corresponds to the result of renormalization theory
that a A¢* interaction is unrenormalizable in all other
instances. _

Before proceeding further we may return to the case
where the perturbation expressions (2.10), which are
to be inserted into the unitarity equation (2.8) for 4,
contain a term g2/ (s— M?) or a constant term. If either
or both of the terms inserted as 4.; and A4, into (2.8)
are of this form, the integral will be independent of z.
This may be seen immediately by expanding A4.; and
A, in spherical harmonics, or it may be verified by
direct calculation. The contributions to 4, of this type,
which are easily evaluated, will thus be functions of s
alone, and will represent additions to the function fi(s)
in the single dispersion integrals. They do not affect
the spectral functions 4,3 and 44, By looking at the
Feynman diagrams which correspond to these terms
according to our prescription, such as Fig. 3, we notice
that they are the reducible graphs of the usual formal-
ism. In the present method of calculation, however,
theabsorptive partisfound and inserted intoa dis persion
integral, so that any single or double poles which may
occur at s=M? are omitted. We therefore obtain our
results directly in renormalized form.

In cases where some but not all of the dispersion
relations have subtraction terms, it may be unnecessary
to use both unitarity conditions for the irreducible
diagrams. With pion-nucleon scattering, for instance,
the appropriate double dispersion relation is given by
Eq. (2.17) of the previous paper. The reducible diagrams
will contribute to the functions @i, as, as, b1, and b,
and the unitarity conditions for the three reactions must
be used to evaluate them. The irreducible diagrams,
however, will only contribute to as. It is therefore
sufficient to use the .unitarity equation for A; to
determine A3 and Aas, since a3 is thereby determined
as well. If the unitarity equations for 4; or 4, had
been used, a; would have remained undetermined.

Avoidance of Unproved Hypotheses

It is now necessary to re-examine our calculation of
the fourth-order terms in order to show how it may be
carried through by using only analyticity properties of
the scattering amplitude which have been shown
rigorously to be true. We shall begin with the case
where all the masses are equal, and shall again neglect
subtraction terms for simplicity.

The calculation of 4;® and 4,®, and the demon-
stration that they could be brought into the form
(2.7a) and (2.7b) with known spectral functions, made
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use of the unitarity condition only. They are therefore
justified, provided we restrict ourselves to the physical
region in the unprimed variables. These expressions
for 4,9 and 4,% can now be substituted into the
ordinary dispersion relation (2.6a), which has been
proved rigorously if ¢ is space-like and sufficiently
small®04 (less than 2M?); on doing so, we arrive at
the representation (2.5) (without subtraction terms).
In order to justify this substitution, we have to show
that 4, and A4,® are given by (2.7a) and (2.7b) for
all space-like values of ¢ less than 2M2, which include
points in the unphysical region. However, it has been
proved rigorously* that these absorptive parts are
analytic functions of ¢ for fixed s or # if —2M?%<¢<0,
so that, if they are given by (2.7a) and (2.7b) in the
physical part of this region, they are given by the same
equations in the entire region.

Our calculation of the fourth-order scattering
amplitude. from analyticity and unitarity, and its
expression in the form (2.5), are thus fully justified if
—2M?<t<0. We now make use of another rigorously
proved result, that the scattering amplitude is an
analytic function of the momentum transfer of one of
the reactions, with the energy kept fixed, in the physical
region for that reaction.* By doing so we can analytically
continue our expressions into the entire physical
regions for the reactions I and II. Finally, by repeating

“the proof with the dispersion relation (2.6a) replaced

by (2.6b) or (2.6¢c), we can include the physical region
for the reaction IIT as well.

The above proof is not applicable without modifica-
tion for arbitrary masses, as the dispersion relations
(2.6) have not been rigorously established unless they
satisfy certain inequalities. In order to extend the
result to the general case it is necessary to invoke
more analytic properties of the Green’s function. The
variables M1, M2, M3, and M, in Fig. 2, which corre-
spond to the squares of the external momenta, are not
now restricted to have their physical values. For certain
real (i.e., noncomplex) ranges of values of these masses
the dispersion relations (2.6) are rigorously true, so
that, within these ranges, the proof can be carried
through as before.

The procedure is then to continue analytically in
the masses with the aid of the theorem that the Green’s
function is the boundary value of an analytic function.’
More precisely, there exists a region, in the six-dimen-
sional complex space of the variables M1, Ms, M5, My,
s and ¢, for which the Green’s function is an analytic
function of all six variables, and this region approaches
arbitrarily close to any point which can be constructed
from real momenta pi, ps, ps, and ps. It follows that,
if A® is given by a certain expression for a range of
values of the masses, and if the expression is an analytic

9 Bogoliubov, vMedvedev, and Polivanov, “Problems in the
Theory of Dispersion Relations” (unpublished).

10 Bremermann, Oehme, and Taylor, Phys. Rev. 109, 2178
(1958).
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function of the masses over a wider range, A® will
be given by this expression over the wider range as
well. Now, as long as we keep out of a region for which
the mass inequalities which give the anomalous thresh-
olds occur, the calculated expression for 4® will be an
analytic function of its variables unless s and ¢ have
their threshold values or unless we are on the curve ¢
of Fig. 1. The expression can accordingly be continued
analytically in the masses until they have their physical
values, as these singularities are easily avoided.

We have thus proved that the fourth-order perturba-
tion terms can be reproduced from the rigorously
proved analytic properties and the unitarity equations
alone. As these terms are found to have the double
dispersion representation, this provides an alternative
proof of the representation in fourth-order perturbation
theory.

3. CALCULATION OF HIGHER TERMS FROM
ANALYTICITY AND UNITARITY

In the previous section the fourth-order perturbation
terms were obtained from the second-order terms using
unitarity and analyticity properties. In higher orders
there would be further terms on the right of (2.8),
corresponding to production processes, and we would
require to know the analytic properties of the transition
amplitudes for these processes in order to perform the
calculation. In this paper we shall neglect production
processes, and shall suppose that A4; is given in all
orders by (2.8); the calculation of any term in the
transition amplitude from lower-order terms then
becomes a straightforward generalization of the fourth-
order calculation. We thereby construct a subset of
the perturbation series. As before, we do not have to
introduce any unproved analytic properties into the
calculation, provided that the lower-order terms satisfy
dispersion relations, and the higher-order terms are
then found to satisfy the double dispersion representa-
tion. We accordingly have a proof by induction that
all the perturbation terms of the subset have this
structure. The approximation (2.8), (which in the case
of pion-nucleon scattering is the one-meson approxima-
tion of Low! and Chew and Low'?) is being used in
attempts to calculate scattering amplitudes from
analyticity and unitarity without perturbation theory.
The present section therefore proves that, within the
framework of this approximation, the individual
perturbation terms satisfy the representation (2.5).

We shall also show that the prescriptions given in
the last section for determining which of the spectral
functions A3, As3, and A;s receive contributions from
a particular term, and for finding the asymptotes of
the regions in which they are nonzero, continue to
hold in higher orders.

The calculation is similar to that given in reference 2;

1 F. E. Low, Phys. Rev. 97, 1392 (1955).
2 G. F. Chew and F. E. Low, Phys. Rev. 101, 1570 (1956).
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since, however, the right-hand side of (2.9) is now
known from lower-order perturbation calculations, the
result can be obtained explicitly in the form of an
integral involving the lower-order absorptive parts.
We begin by expressing the transition amplitudes on
the right of (2.9) as dispersion relations (2.6¢), with
the energy s constant, so that the equation for an nth
order term adopts the form

Ay st(2)

:J—H d’n, { lf du; '_A2(T)*(S’t17%is')

32n%w tis' —io(320)
Ay @*(s,ti6' 1)
+- f dtiyf) ——————— }
ie ze(zze)
A (n— T> S ll %w)
{ fduw ’ -
2 '_Mﬂ.o(wzo)

A (=) (5,L:0 11)
+- fd io } (3.1)

z'o w (Zzo)

As in the lowest-order calculations, the two brackets
will also contain terms depending on s alone. Again,
the contributions to 4:™ from these terms are easily
to work out and affect only the function f;(s) in disper-
sion integrals. They correspond as before to the
reducible graphs of the usual formalism.

If the orders of integration over n; and the pnmed
variables are changed in (3.1), the expression becomes
the sum of four integrals such as

32miw

dlidti As™* (st n) A0 (5,85, 1t1)

&2 ! 3.2
Xf nlDie,—tie(zic):'[tiol-‘tiO(ZiO)]' ( . )

The integral over n; has exactly the same form as the
corresponding integral in the fourth-order calculation.
We may, therefore, repeat the procedure leading to
Eq. (2.11) with the modification that the M%s in the
denominators have to be replaced by ¢.' and ¢;/.The
function « is now replaced by

Y (8,805 1) = 4s[ (s—4M2) (P4 L2+ 1,

— 2 =28t — 240t ) — 4t i) ], (3.3)
so that the integral takes the form
q 1
f d™n;
327(’471) [tiel_ lie(zie)][lio,_ lio(zio)]
1 T (st 1 o)
= f a—""""0 (34)
8 t—t
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where
F(‘yrl:/'ﬂ"l![w) = 1/[7 (‘Y’[)/iv;liﬂ)];:

>0, 1> (Li4t:})2, s> 4M2,
=0 otherwise.

(3.5)

Equation (3.3) can then be substituted into (3.2), and
the orders of integration over # and the other two
variables interchanged. On doing so, we find that the
integral has the form of the first term of the dispersion
relation (2.7a), with A413(s,f) equal to the expression

1
- _f d/'iedlior (S,t,t{(.,tio)/l 3(”* (s,lic,ul)
8r?

XA (s Lioyutr).  (3.6)
The primes on the dummy variables ¢, and ¢; have
been suppressed.

The other three terms of (3.1) can be found from the
symmetry of the problem under two of the interchanges
L U, Lie > Ue, Lio <> U0, @S in the fourth-order calcula-
tion. The final result for the evaluation of (3.1) is
therefore

1
A 13("’i) (S,l) = ———f dl{edlmr (S,t,ti@,iiu)
8m?
XA:;(T)*(S,tie,ul)A 3(n~r) (Sytm’ul)

—; dqugdu7'ur (s,t,uf,,,uio)
U

>< A 2(7)*(8,t1,%1'e)A 2(n~r) (s,tl,ui-,,), (3721)

1
A 12 (n,2) (S,‘M) = "“"""f duiedti,,l‘ (S,M,Mie,lw)
8r?
X A 2(7)* (s,tl,ul-e)A 3("Vr) (S,tio,%l)

1
—wf At;e@tioT (2,0 0,%40)
8?

XA (8t i0,u1) A7 (5)81,100). (3.7h)

The calculation just performed can also be carried
out in the general mass case, and the result will again
be obtained by integrating the fourth-order result
over the absorptive parts in (3.1). As in Sec. 2, it is now
more convenient to work in terms of the variable z, the
cosine of the angle of scattering, than in terms of the
momentum transfers ¢ and #. Since ¢ and # depend
linearly on z, the dispersion integrals in (3.1) can be
replaced by dispersion integrals in z’.* The procedure
is then exactly the same as in the equal-mass case.
The right-hand side of the equation corresponding to

13 When a change of variables is made from a momentum
transfer ¢ or # to a cosine z of an angle, we always take the angle
between the particles corresponding to the momentum transfer
t or #. With this convention, the variables z’ in the dispersion
integrals, like the variables # and #’, are always positive.

1759

(3.4) will be a dispersion integral in 2, and the weight
function is now exactly the same as in the fourth-order
term, Eq. (2.14) (except that the kinematical factor
is now ¢;/8w). The equations corresponding to (3.7)
will therefore be

A9 {s)t(2)}
= dziedzioK(Z,zie,Zio)
87 w
X{AO*(s,lie(2i0) w1 JA 58 bi0 (Bi0) 241 ]
A5 1110 (5i6) JA 2[5, 01,140 (200) 1},
A {s,u(z)}

(3.82)

=———— | d2;6d2:0K (2,3i0,%i0)
82 w

xX{4 Z(T)*I:s,tl,uie(zie)]A o) [S,tie(zab) 1]

+ A3 O* s, tio(310) ua JA 2[5 11,1000(250) 1}, (3.8b)

where

K(Z,Zieyzfo) = 1/I:k (zyzi@:zio)]%y
2> 21, > (Ms+ Mg)?
=0 otherwise.

(3.9)

The general mass case could also be handled in terms
of the momentum transfers. The kernel " in (3.7) is
now replaced by an expression of the form (3.28) of
the previous paper, with the momentum transfers ¢,
and ¢;, replacing the masses M;*> and Mg For the
integrals over u;, or #;,, the variables x must be defined
with Fig. 3 of the previous paper replaced by the
appropriate graph, drawn according to our usual
prescription by taking the relevant second-order terms
in (5.1) as the perturbation terms.

Owing to the close correspondence between the
fourth- and higher-order calculations, it is easy to
generalize the formulas quoted in Sec. 2 for the region
in which the spectral functions are nonzero. We can
draw a graph such as Fig. 4 for one of the higher-order
terms. The shaded portion, instead of representing
terms 1/(¢;.—M+?) and 1/ (¢;,— M?), will now represent
dispersion integrals in ¢ beginning at some lowest mass
Mz, and Mgy, which will be the sum of the masses of
the particles being exchanged. We have just seen that
the transition amplitude corresponding to this diagram

D
B
R, P,
2M2 H M44
Me
Fic. 4. Diagram for a
higher-order term.
Ms
M, G M3
A 1 DSC
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is obtained by integrating the fourth-order transition
amplitude over the masses corresponding to the
momentum transferred across the shaded portion. Since
the region in which the spectral function is nonzero
decreases as the intermediate masses increase, it will
be obtained by putting M;=M,, Mg=M;. in the
fourth-order formulas (2.16). We observe that it
approaches the asymptote ¢= (M4 Ms1)? as s becomes
infinite, which is to be expected, as M7+ M5, is the
mass of the lowest intermediate state of the reaction
IIT represented by Fig. 4.

As in the fourth-order case, we should expect to be
able to calculate the contribution to 43 by using the
unitarity equation for A; From Fig. 4, however, we
notice that the intermediate state of the reaction IIT
is now not a two-particle state, so that we cannot check
this explicitly without going beyond the approximation
(2.8). The fact that the contribution to 4; begins at
the correct threshold indicates the consistency of the
unitarity requirements.

Since the terms in 43 which we obtain by applying
the approximation (2.8) to 47 and A4 are not the same,
we cannot consistently apply (2.8) to all three reactions.
We might apply the approximation to the reactions I
and IT alone, as we have seen that the unitarity equation
for any one of the reactions is redundant except for
determining subtraction terms, in which case it could
be applied to the S-waves of the reaction III. The
spectral functions A;3 and A4,; are then uniquely
obtained, but we shall still have two different approxi-
mations for 4 1.. The difficulty, of course, is due to the
fact that a graph which represents the reaction I
going through a two-particle intermediate state
represents the reaction II going through a multiparticle
intermediate state and vice-versa. We would therefore
have to include in the series for 4. all terms obtained
from the unitarity conditions for both the reactions I
and II. By doing so we include some of the contributions
of the multiparticle intermediate states to the unitarity
equations for A4; and A, If desired, the unitarity
condition for the reaction III could also be used, and

Fi16. 5. Diagrams with
the lowest intermediate
states for various pro-
N ™\ cesses.

(d (e) )

S A /*’—'\

(&) (h) ®

X
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the resulting contributions to A3 and A,; added to
those already obtained.

The demonstration given in the last section, that the
perturbation terms can be constructed by using only
proved analyticity properties of the- transition ampli-
tude, can be extended to general order. We need not
repeat the reasoning, but should refer to the difficulty
just mentioned, which did not occur in the fourth-order
case. The procedure, as before, is to calculate 4; and
A, by unitarity and to insert them into the dispersion
relation (2.6a). The expression then obtained is

1 Alg("’i) (S/ t’)
mm=—fmwz~——L
? (s'—95) (¢ —1)

1 A12("'i) (S/,’I/t,)
—f——f ds'du
T (s'—s){u' —u(s' )}
1

A%(n,i) (t,,%/)
+~fwm#~———w
7° "=t (' —w)

1 Appmid (s ')
—f——f ds'du’

w2 {s'—s(t,u)} (w — u).

(3.10)

The form #(s’,¢) indicates that # is to be expressed as
a function of s” and ¢ by (2.2), and similarly for s(,%’).
Ap™P and A1 are the contributions to A™
obtained from the unitarity condition for the reactions
T and II.

The equation (3.10), which has thus far only been
obtained rigorously if ¢ is sufficiently small, has now to
be extended into the physical regions for the first
two reactions. The second and fourth terms, however,
cannot be continued beyond the (algebraically)
smallest value of ¢ for which 415(s,%) is nonzero. In the
fourth-order case 41,*? was equal to 4124, and the
sum of the two terms could be continued into the
entire physical region. Now we have to add to 4,;™
and 4,™ the terms

1 Alz("’ii)(S,’M/) 1 Alg(n‘i)(S,,’M/)
—f dy/'—— and ‘f ds'——————-.

T w —u T s'—s

If these values of 4;™ and A,™ are inserted into
(2.62) and the result added to (3.10), the two energy
denominators %' —u(s”,¢) and s'—s(¢,4") become simply
#'—u and s'—s, so that the complete expression has
the required properties. It should be emphasized that
these additions to 4; and A4, which must come from
higher intermediate states, were imposed by the
requirement that the scattering amplitude have its
rigorously proved analytic properties, and not by
postulating the double dispersion representation.

In the sixth and higher orders, one Feynman graph
will correspond to the sum of several terms calculated
by out formalism. If, for instance, Fig. 4 consists of
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7/2 lines being exchanged between the particles, there
will be (12/2)—1 terms depending on how many lines
are assigned to each half. There will in addition be
terms corresponding to such a diagram which are not
included in our unitarity approximation.

It has been verified in sixth order that, if the right-
hand side of (2.8) is supplemented by a term for
three-particle intermediate states (which is the most
we can get in this order), the result still satisfies the
double dispersion representation. Thus any perturbation
terms which violate it must occur only in eighth or
higher orders, and not at all if the unitarity approxima-
tion (2.8) is used.

4. REGIONS IN WHICH THE SPECTRAL FUNCTIONS
ARE NONZERO IN PRACTICAL CASES

In this section we shall apply to some simple cases
the formulas given in the last two sections for the
region in which the spectral functions are non-zero.
We have seen that, for graphs of the form of Fig. 4, the
bounding curves are obtained by inserting the lowest
masses of the multiparticle intermediate states into
(2.16). The bounding curves for the whole perturbation
series will be obtained by choosing those graphs with
the lowest possible intermediate states. It may be that
terms not included in our unitarity approximation give
spectral functions which extend out of the regions so cal-
culated, but, as the intermediate states in such terms
are necessarily not the lowest, this is unlikely. The as-
ymptotes certainly lie further away from the physical
region than the asymptotes of the curves we calculate.

Pion-Pion Scattering

The pion-pion amplitude is symmetric under inter-
change of any pair of the variables s, ¢, and # (for
neutral pions). All three spectral functions are therefore
equal to one another, and each is a symmetric function
of its two arguments. Let us consider for definiteness
Aq3(s,f). The graphs with the lowest intermediate
states are Figs. 5(a) and (b). In Fig. 5(a), M7= Mst
=2u, and the remaining masses are equal to u. The
cosines z;. and 2;, of the angles between the intermediate
and the initial or final states corresponding to a momen-
tum transfer 2u are

zi =20 =14 (2w 2¢%),

while the cosine z of the angle between the initial and
the final state corresponding to a momentum transfer
tis

z=141/(2¢%).

In this case, ¢ is simply expressed in terms of s by the
relation

2 1. 2

=as—u

On putting these formulas into (2.16), we find that the
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bounding curve is given by
st—4p*(4s+46)=0
(Asymptotes: s=4u? and {=16y2). (4.1a)

The bounding curve corresponding to Fig. 5(b) is
obtained by interchanging s and ¢, and has the equation

st—4p*(s+44H)=0

(Asymptotes: s=16u? and ¢=4u?). (4.1b)

The area in which 43 is nonzero thus has the form of
the shaded area in Fig. 6.

Pion-Nucleon Scattering

We take p; and p; to represent the external pion
lines, p, and p4 the external nucleon lines. Thus the
reactions I and II are pion-nucleon scattering, while
the reaction III is the pair-annihilation reaction.

The amplitude is a symmetric function of s and =
(for neutral pions and scalar nucleons), so that Ai;
and 4,3 are equal, and 41, is a symmetric function of
s and #. The graphs giving contributions to 4,3 are
those for which both reactions I and III can take place
through real intermediate states. Figure 5(c) and (d)
give the diagrams with the lowest intermediate states.
The relations between the 2’s, ¢ and s and ¢ will be a
little more complicated than in the last case, and are
obtained by putting the appropriate mass values in
(2.3a) and (2.4a). On substituting in (2.16), we find,
for the bounding curves from Figs. 5(c) and (d),
respectively,

(t=16p3)[s— (M+w)*J[s— (M —p)*]—64u's=0
(Asymptotes: s= (M+u)? and t=16u2). (4.2a)
(1= 42 L5 — (M4 20 L5~ (M~ 20)°]
~16pt(s4+-3M?—3u2) =0
(Asymptotes: s= (M+2u)? and t=4u2). (4.2b)
The graphs contributing to A;» will represent the
reactions I and IT taking place through real intermediate

states. Those with the lowest intermediate states are
Figs. 5(e) and (f), and, on calculating as before, the

|
e — — — — L A\

Fic. 6. Region in
which A; is nonzero
for pion-pion scat-
tering.
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bounding curves are found to be

La— (M+2u)* JLu— (M —2u)*[s— (M +w)*]
X [s— (M —w)?*]—16suM?*>=0

[Asymptotes: s= (M-+p)? and u= (M+42u)*]. (4.3a)
Lu— (M+p)*][u— (M —w)*][s— (M+2u)*]

X [s— (M —2u)*]— 165uM?u? =0
[Asymptotes: s= (M+2u)? and u= (M4pu)*]. (4.3b)

The regions in which the spectral functions are nonzero
are again similar in form to the shaded area of Fig. 6.

Nucleon-Nucleon Scattering

The reaction I is nucleon-nucleon scattering, whereas
the reactions IT and IIT are both nucleon-antinucleon
scattering. The scattering amplitude is symmetric in ¢
and #. 41s is thus equal to A3, and 4,3 is a symmetric
function of its arguments.

The graphs contributing to 43 will again represent
the reactions I and IIT going through real intermediate
states. In this case, the lowest intermediate states
occur in a single graph, Fig. 5(g). The bounding curve
is given by the equation

(t—4u?) (s—4M?) —4u*=0
(Asymptotes: s=4M? and t=4u?). (4.4)

The graphs contributing to A3 will represent the
reactions IT and IIT going through real intermediate
states. The lowest intermediate states occur in Figs. 5(h)
and (i), and the bounding curves are

(t—4p?) (u—4M?) —4u*=0

(Asymptotes: {=4u? and u=4M?). (4.52)
(t—4M?) (u—4p?) — 4u’=0
(Asymptotes: t=4M? and u=4u?). (4.5b)

5. CONCLUDING REMARKS

The development in the foregoing section shows that
an appreciable class of perturbation terms satisfies
the double dispersion representation. It may be that
some of the perturbation terms not considered in this
paper have additional singularities and do not satisfy
the representation. Even if this were the case, it would
not affect the calculations that have been proposed on
the basis of the representation, as such calculations
make use of the unitarity approximation (2.8), and
the terms of the perturbation series generated by this
approximation have been shown to satisfy the represen-
tation. If there are other singularities in the perturba-
tion terms not treated, they should be able to be
classified and incorporated in any calculations which
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may be proposed to improve on the approximation
(2.8). In fact, the nature of the singularities would
probably become evident in the course of the calculation.

A more serious limitation on the validity of the
double dispersion representation is that it has thus
far not been proved except in perturbation theory.
As we have remarked, it is unlikely that it can be
proved from causality along without introducing
unitarity. In fact, for the general mass case, counter-
examples have been found which satisfy all the causality
requirements and yet do not satisfy even forward
dispersion relations. On the other hand, the unitarity
condition gives equations connecting an infinite
number of Green’s functions, and it would appear to be
very difficult to obtain rigorous results with its aid.
The natural thing to do would be to approximate the
unitarity condition by an equation such as (2.8), and
to use the same approximation as is used in the applica-
tion of the theory to calculations. In other words, we
probably do not need all the analyticity properties of
(2.5) in order to perform the calculations from unitarity,
but it may be sufficient to use only the rigorously
established properties—as is the case in perturbation
theory. The difficulty with this approach is that the
unitarity conditions for the three reactions overdeter-
mine the scattering amplitude, and contradict one
another if approximations are made. However, it may
be possible to formulate our approximations in a way
which overcomes this—for example, by taking into
account only singularities which begin sufficiently
near the physical region.

It is therefore probably not a formidable problem
to calculate the scattering amplitude using only
unitarity properties, in a certain approximation, as well
as proved analyticity properties, and to show that the
result satisfies (2.5). Whether this representation holds
independently of any approximations is a question
which would be very hard to answer, and we would not
like to make speculations about this point here. Though
of interest, this is not really relevant in connection with
the application of the representation as it does not
seem possible to apply it except in conjunction with a
unitarity approximation. Even if one attempted to
find what happened in the limit of including more and
more processes in the unitarity condition, the question
of interest would be whether the approximations
converged, and not whether the limit had any further
singularities in the complex plane.
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