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TasLE I. A comparison of our results for the x-ray incoherent scattering function s with the numerical results (s¢? is a function of w.)

w 0 0.025 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.8 ©
X0 © 16.499 9.955 5.851 3.282 2.275 1.705 1.349 1.099 0.7780 0
so?(w) 0 0.198 0.308 0.459 0.646 0.761 0.839 0.893 0.931 0.977 1
so?(w) 0 0.199 0.319 0.486 0.674 0.776 0.839 0.880 0.909 0.944 1

for all known approximate solutions for the sake of the
character of this note will be given in a forthcoming
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paper, in which the intensity for coherent and inco-
herent scattering of x-rays will be calculated.
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The theory of Bloch and Wangsness for nuclear magnetic resonance signals is applied to multiple-quantum
transitions. In most of the NMR experiments, the energy level schemes are only slightly different from
an equally spaced Zeeman pattern, so that a simultaneous absorption of several radiation quanta with
the same frequency can take place. It is found that the multiplicity, or the number of quanta absorbed
in the transition, is most easily determined through the specific dependence of the multiple quantum
signals on the rf field amplitude. The dependence of the signals on various relaxation parameters is developed
and is found to provide information about relaxation processes which is not derivable from ordinary single-

quantum transitions.

A method of enhancing multiple transitions by audio-modulating the radio-frequency field is described.
This is helpful in cases where the frequency deviations from an equally spaced Zeeman pattern are so
large that a direct multiple transition is too weak to be observed.

INTRODUCTION

HE detection of nuclear magnetic resonance

signals corresponding to a transition with a
change of magnetic quantum number by more than
unity has recently been reported.!'? It had been pre-
dicted by Hughes and Geiger® that the energy level
schemes usually encountered in NMR experiments are
particularly suitable for the observation of multipole
quantum transitions. The relatively late discovery of
these apparently “forbidden” transitions is due to the
stringent conditions required for their observation.
Physically, such transitions are associated with an
elementary act of simultaneous absorption of several
radiation quanta and a case of special importance is
is that in which all the quanta have the same energy.
Mathematically, the transition probability is obtained
by applying a high-order perturbation calculation to
the interaction of the radio-frequency (rf) field with
the nuclear spin system. In this respect, the particular
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nature of the spin system is unimportant. Similar tran-
sitions may occur, in principle, in any quantum-
mechanical system interacting with a radiation field.*
Most of the experimental and theoretical work recently
published on these transitions is associated with experi-
ments in atomic and molecular beams,’® or with the
optical methods of Kastler and De Brossel.”-® In both
methods the systems interacting with the applied radi-
ation are practically isolated.

Consequently, most of the information about these
transitions is obtained by calculating the transition
probabilities of a representative single system inter-
acting only with the rf field.

The present work, in contrast, was undertaken in an
effort to describe multiple-quantum transitions (m.q.t.)
in nonisolated spin systems, i.e., in systems which
interact also with the random fluctuating fields of the
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molecular surroundings. Such systems are typical in
nuclear magnetic resonance experiments where the
phenomenon of relaxation plays an important role, and
conditions are particularly favorable for the observation
of m.q.t. with quanta of the same energy. This may be
seen by considering the most important condition
needed to make such transitions relatively probable. In
a specific #-quantum transition between the levels @
and b, let the interval a—b be subdivided into # equal
parts. The intensity of the transition will be seen to
depend upon the positions of the intermediate levels
with respect to the n—1 equally-spaced points in the
interval and, in particular, to fall off as the deviations
of these levels from the nearby spacing points increase.
On the other hand, a coincidence or a near-coincidence
of intermediate levels with any of the spacing points
introduces the ambiguity of another m.q.t. with the
same frequency but a different number of quanta and
is, therefore, ruled out from the treatment. It is con-
sequently evident that a rather exceptional set of
“almost” equally-spaced levels is desirable. While such
a set is rarely found in optical or nuclear spectroscopy,
it is rather common in nuclear magnetic resonance
where the uniform spacing of the energy levels in the
presence of a strong external magnetic field is slightly
modified by small internal perturbations.

The statistical nature of the relaxation processes has
been treated in papers by Wangsness and Bloch,? who
derived the Boltzmann transport equation for the dis-
tribution matrix o (defined in I). This matrix is a
function only of the spin variables and of the time, and
is used to obtain the statistical expectation value of any
operator Q that depends on the same variables. In the
present work we adhere closely to the technique and
notation developed in these papers. A similar approach
has been undertaken by Meiboom and Kaplan,? who
calculated the properties of double-quantum transitions
and compared them with the results of their experi-
ments with the molecule ethyl alcohol. They were also
able to detect traces of higher multiple transitions in
the same molecule.

I. THE BOLTZMANN EQUATIONS

Nuclear magnetic resonance signals are proportional
to the transverse components of the nuclear polariza-
tion, which are obtained from the solution of the
Boltzmann equation for the distribution matrix o.
This equation forms a generalization of the usual set of
equations for the rate of change of populations in the
various energy levels and contains terms which arise
from relaxation processes.

Following I, the entire Hamiltonian of the system
consists of three parts; the energy of the ‘“molecular”
system #F, the energy of the spin system #E, and the
interaction energy #G of the spin system with the

9 R. K. Wangsness and F. Bloch, Phys. Rev. 89, 728 (1953);

F. Bloch, Phys. Rev. 102, 104 (1956) ; 105, 1206 (1957). Hereafter
referred to as I, II, and III, respectively.
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molecular surroundings, where the latter is to be con-
sidered as a small perturbation.

The spin system is assumed to consist of a group of
nuclear moments of the same species which is typically
found in molecules of a liquid or gaseous substance. The
nuclei are exposed to a strong and constant magnetic
field Hy and to an rf field whose frequency is in the
vicinity of the Larmor frequencies of the magnetic
moments. It will further be assumed that there exist
chemical shifts'® which have the same value for certain
subgroups of equivalent moments and that two such
groups s and ¢ are coupled to each other by an inter-
action energy proportional to the scalar product of
their total spin vectors I, and I, respectively.! The
contribution to the energy, as well as that due to
chemical shifts and to the applied rf field, is considered
to be small, compared to the Zeeman energy of the
spin system in the strong field H,.

A suitable form of the Boltzmann equation for the
distribution matrix ¢ is found in Eq. (2.52) in IT1,

do/dt=—1i E+A+T, o |+T (o), (1.1)

A and T are defined in Egs. (2.26) and (2.54) in III,
respectively. They represent the first- and second-order
approximations in the perturbing energy #G. An ap-
preciable contribution to A and T is due to the inter-
action of the surrounding electrons in the molecule,
which may be considered as part of the molecular sur-
roundings. This contribution gives rise to the chemical
shift, as well as to the spin-spin coupling, and may be
combined with the term E of Eq. (1.1). Retaining the
letter E to denote the resulting enlarged quantity and
splitting this term according to the time dependence
of its constituents, one obtains, thus,

do/di+i[Ec]=T (o), (1.2)
with
E=EytEy, (13)
E0=_Zs Isows+2s>t]st(ls'1t), (1.4)
E1= __gD(eithl_}_e—ith—l). (15)

Here w, is the chemically-shifted frequency of subgroup
s, and J,; is a coupling constant of the scalar spin-spin
interaction. The superscripts 0, 1, and —1 in (1.4) and
(1.5) have the same significance as in III; so that
I%=1,, is the z component of the spin vector I, of
subgroup s and I#'=1,+71,, where [, and [, are the x
and y components of the total spin vector I of the
system. In addition,

D=vH,/2, (1.6)

where H; is the amplitude of the rf field and v is the
gyromagnetic ratio of the nuclear species involved. The
fact that nuclei of other species may also be contained in
the molecule does not materially modify the results
derived in this paper. The frequency o of the rf field is

1 N, D. Knight, Phys. Rev. 76, 1259 (1949).
1 E, L. Hahn and D. E. Maxwell, Phys. Rev. 88, 1070 (1952).
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assumed to be close to the Larmor frequencies, so that

)

As=w—ws

satisfies the condition
ALw. (1.8)

T'(0), in Egs. (1.1) and (1.2) represents the dissipative
part of the interaction energy of the nuclear spins with
the molecular system. It has the form™

T (0) =m Zz)qe twpg t[e—ﬁwp{G_pO”G_q} @p
— o{G_PG_tyrt-ePeu{ G_reG_1}—n
—{G_rG_1}~+g, (1.9)

Equation (1.2) assumes a more convenient form by the
familiar transformation to a frame of reference which
rotates in phase with the applied rf field represented by
the term E; of Eq. (1.5).

The actual transformation is carried out in Appendix
I and leads to the following equations for the trans-
formed distribution matrix og:

dos/dt+1[Eg,os]=T(os), (1.10)
with
Eg=Fys+Fis, (1.11)
Eos:Zs Aslso+z s>tht<Is°It), (112)
Eis=D(I'+17, (1.13)
T (O'S) = Zf[zeﬂr{G'ro.SG—r}—rw
— oG Gy o= (GG 0] (1.14)

The magnetic resonance signal is obtained by sub-
stituting the solution of Eq. (1.10) in Eq. (4.22) in II.
In the rotating frame, this expression takes the form

d
$=Nh7:i— Tr(Islos). (1.15)
t

Here, use has been made of the invariance of the trace
to any canonical transformation by means of an
operator S. NV stands for the number of nuclei with
gyromagnetic ratio v in the sample. Further,

Igt=So1S¢7, (1.16)

where

So=exp (—iwl%) (1.17)

is the required operator for the transformation to the
rotating frame. Using the commutation rule [1°7%!]
=]+ it can be shown that

T gtl=giot]£] (1.18)
Thus, the signal becomes
8=N#y(d/d)[ Tr(I'os)e]. (1.19)

It should be noted that in the absence of an external

2 Equation (2.52) of III. The significance of the various
symbols in this equation are likewise found in III.

SHAUL YATSIV

if field, ie., if Es in (1.10) is replaced by Eos, the
distribution

co={ exp(Bwl?), (1.20)
with

{1="Tr exp(Bwl), (1.21)

represents a stationary solution of Eq. (1.10). One
verifies this by noting that [Eo,o0]=0 and T'(s¢)=0.
The first relation results from the commutation of E,
and 7° and the second relation follows from the proper-
ties of G” which is defined to have nonvanishing matrix
elements (e¢|G7|€’) only between spin states whose
magnetic quantum numbers satisfy

m —m=r. (1.22)
This leads to the relations
ex [°)G™ exp (—Bwl?®) = eforGr,
p(BwI®)G" exp(—pBwI®) (1.23)

exp(—Bwl?)G exp (Buwl®) =ef<'G.

The vanishing of T'(s0) follows then by substitution of
expression (1.23) into Eq. (1.10). Actually, in the
absence of an rf field, i.e., for E;=0, Eq. (1.2) and,
hence, also Eq. (1.10) has the rigorous solution o~ e8%o,
The form (1.20) arises from the assumption (J,A,)
< (w, 1/B8, ws), which is used in Appendix I to arrive
at the simplified expression (1.14) for I'(os).
Let us now choose

os=cotx=¢ exp(Buwl®)+x,

where x represents the deviation of og from its static
value oo. Substituting this in (1.10) and using the
properties of oq, one obtains

dx/dt+i[ Es,x]—T () =D I'+I7, exp(BI) ], (1.25)

with the understanding that T'(x) is obtained from
I'(¢s) in (1.14), and replacing og by x. A solution of
Eq. (1.25) will be obtained in the following section and
will be used to obtain the signal 8 by means of Egs.
(1.19) and (1.24).

(1.24)

Ii. SOLUTION OF THE BOLTZMANN EQUATIONS
FOR A TRANSITION INVOLVING n
EQUAL QUANTA

A. Preliminary Assumptions and Simplifications

A more detailed discussion of Eq. (1.25) requires its
representation in a matrix form. The choice of a repre-
sentation is irrelevant as far as the signal 8 is concerned,
since it does not affect the value of the trace which
appears in Eq. (1.19). It is most convenient, however,
to work in a representation where the two commuting
operators Fos and [0 are simultaneously diagonal.

Assuming no degeneracy, each state can then be
uniquely characterized by an eigenvalue e of Eog and
by an eigenvalue m of I°
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Using this representation, it is possible to write the
quantity x of Eq. (1.24), as a sum of the form

X=2_p X", (2.1)

where the matrix elements of a particular term x? in
this sum are required to satisfy the condition

(e]x?|€)=0, wunless m.—mo=4p. (2.2)

In this notation, the superscript p has the same sig-
nificance in relation to the matrix elements x? as the
superscripts 7, 1, 0, and —1, to the matrix elements of
G, I', I and I, respectively.

The Hermiticity of x implies

(e]x?| €)= (¢'|x7?|e), (2.3)

and one has further for two states ¢ and ¢ with

Me—Mer = P,
€T ()| €)= (| T (x?)| €). (2.4)

This result follows from the general understanding of
the superscripts mentioned above, by which an operator
Q* is meant to have nonvanishing matrix elements
(|G| €) only if m.—meo=X\. Consider now a product,

IL Qre=0, (2.5)

of such operators Q.s. It follows from the rules of
matrix multiplication that the selection rules of the
product, indicated by the superscript A, are expressed
in terms of those of the factors by the equation

e he=A. (2.6)

Such products occur when the quantity o, of Eq. (1.14)
is replaced by the expression (2.1).

It is to be noted, in particular, that a product of G7,
G, and x?, in any order, has nonvanishing matrix
elements between the states e and €, only if m.—m.. = p;
conversely, if m.—me=p, only terms with x? in I'(x)
contribute to these matrix elements, and this is indeed
the result expressed in Eq. (2.4).

Using this result, together with the properties of 7+,
one obtains from Eq. (1.25),

—idx?/di+[ Eos,x? 1= D[ x7 1+ x>])
il (x?) = DE{ [ 1, exp (BwI’) 0,1
+[I7, exp(Bwl®) Jo,-1}.  (2.7)

Equations (1.20), (1.24), and (2.1) lead to a modi-
fication of the expression (1.19) for the signal:

d
$=N ﬁ‘yZ[Tr (I Y)eiot], (2.8)
To verify this result, it should be noted that the trace
of any operator of the type Q* vanishes unless A=0.
With ¢ depending only upon I°, the product I'ey is an
operator of the type Q! and, therefore, does not con-
tribute to the trace in Eq. (1.19). Further, only the
term x ' of the sum (2.1), which leads in the product
1'x to an operator of the type Q° gives a finite con-
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tribution to 8. On the other hand, matrix elements of
x? with p5£1 are coupled to the elements of x~! through
Eq. (2.7), so that they appear indirectly in the signal.
It will be seen later that the resonance character of an
n-quantum transition is reflected in the form of a
specific matrix element of x™™, so that the last remark
anticipates the manner in which this resonance behavior
shows up in the expression for the signal.

Before beginning the actual solution of the Boltzmann
equations, the following remark is added in an attempt
to elucidate the physical background of the preceding
results.

The diagonal form of the distribution matrix o in
the energy representation and in the absence of a rf
field represents the incoherence of the relative phases
of probability amplitudes belonging to different spin
states. The presence of a rf field with the proper fre-
quency induces a correlation between the phases of
states whose energy difference is equal to some multiple
of the rf frequency.

This correlation, in turn, is responsible for the non-
vanishing of the matrix element of ¢ connecting the
two states. However, the nature of the interaction of
the rf field with the spin system is such that, in first
order approximation, only the phases of states with
adjacent magnetic quantum numbers are correlated.
Hence, any correlation between states with nonadjacent
quantum numbers is due to a higher-order perturbation
calculation of this interaction. Considering the form
of the resulting higher-order approximation,® one
realizes that the correlation between levels with
Am>1 takes place through a stepwise correlation
between the phases of a series of intermediate levels
with Am=1. Therefore, a resonance increase in the
magnitude of a nondiagonal resonance matrix element
between any pair of states is associated with the simul-
taneous increase in the magnitude of matrix elements
connecting the intermediate levels.

The following discussion is concerned only with the
stationary solutions of Egs. (2.7). There exist also
transient solutions decaying exponentially with time
constants of the order of 1/|T'| which will be disregarded
in the present treatment.

The matrix elements of x? in the stationary solutions
do not depend on the time. Hence, omitting the time
derivative and rewriting Eqs. (2.7) in a matrix form,
one obtains

(e—€) (| x?| €)—D(e| [1L,x71]
+ x| €)+ie| T (x?) | €)

=D (| '+I7| ) oo()—a0o(e)], (2.9)
with the abbreviations
ao(€) =efome (2.10)
(T (x?)[€)
— _Ze”e"’(eenlrpl G”IG,) (G// |XpI é’”), (211)
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where
(e’ |T7|"€)=2,,[T7("eee)+T7(ee’e’e”)
—26e57T7 (e’ "€') ], (2.12)
T7(ee’e"e)={(e|G"| ") (" |G| )} . (2.13)

In the last relation the notation of (2.28) in IIT is
used. The right-hand side of Eq. (2.9) vanishes unless
p is equal to =1, as is evident from the properties of
I#, Tt will be shown later that the element (e]|x?|¢),
for which e—¢€ nearly vanishes, is particularly im-
portant since its magnitude increases considerably as
e— ¢’ approaches zero. Let us denote the eigenvalues of
the operator Eo in Eq. (1.4) by eo. € is then related to
the eigenvalues e of the operator Eog in Eq. (1.12) by

(2.14)

Thus, for two corresponding pairs (eo,e0’) and (e,€),
the relation

e— € =eg— €+ (Me—me)w=eo— e’ +pw (2.15)
holds, so that for e—¢ =0, and p 0,
w= (e’ — €0)/p. (2.16)

This means that the energy difference eo— €’ is nearly
equal to the energy sum of p equal radiation quanta.
One notes that for systems with only one nuclear
ingredient the energy splitting of the levels in the
rotating frame corresponds to the deviation of the
actual energy levels from the nearest value mw. But
since (J, A;)<w, this is far smaller than the Zeeman
splitting itself. Henceforth, a matrix element (e|x?|¢)
for which e—¢ =0 and the corresponding Eq. (2.9)
will be referred to as the resonance element and reso-
nance equation, respectively.

To be more specific, let us assume that e=a and
¢’ =b and that the condition

a—b=0,

€= o+ mw.

(2.17)

with m,=m-+n, my=m, is satisfied. Denoting the
eigenvalues of Eg corresponding to @ and b by ao and o,
then following Eq. (2.16), the frequency defined by
a—b=0 satisfies the condition

w= (bo—aq)/n, (2.18)

where it is assumed that #>0 and bo>a,. We assume
further that for any pair of energy values ¢, € of which
at least one is different from @ or b,

e—e>|T, (2.19)

where |T'| is of the order of the natural line width.!4
The condition (2.19) expresses an assumption, stated

13 The relation e—€’~0 here and in the rest of the paper means
that the energy interval e—é¢' is comparable to or smaller than
the natural line width I'.

4 The quantity |T'| in Eq. (2.19) as well as |A| in the following
discussion are not to be confused with I" and A in Eq. (1.1). The
meaning of the notation implied in the present section is retained
throughout the rest of the present work.
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in the introduction, that the frequency difference
between a specific multiple-quantum transition fre-
quency and any other single- or multiple-quantum
transition frequency is much larger than the natural
line width and is amply satisfied in many actual cases.
In the special case of z=1 it is permissible, in view of
(2.19), to neglect all nondiagonal matrix elements
except the resonance one. The ordinary single-quantum
transition signal is then obtained by solving for the
resonance element and its complex conjugate, as was
done in Sec. 3 of II. For cases with »>1 the set of
Egs. (2.9) becomes more difficult to solve. Nevertheless,
a considerable simplification leading to an approximate
solution may be carried out if one uses the properties
and relative magnitudes of the operators in (2.9).

For instance, considering the coefficients of the dif-
ferent nondiagonal matrix elements in Eq. (2.9), one
notes that since for nonresonance elements (¢’ |x?|€”’),
the energy values €’ and €’ satisfy the relation
|e’—¢€"|>>|T| there is a considerable disparity with
regard to the relative magnitude of terms of the form
(e’ |T?|€"€') (¢ |x?| €""), as compared with the term
(aa|T™|bb) in the resonance equation or the terms
(e€'|T'?| €’e) in the equations for the matrix elements of
x°. In fact, one can prove that neglecting all the terms
in (e|T(x?)|€), except the ones just mentioned,
involves an error of the order of magnitude of |T/A|2,
where |A| denotes the order of magnitude of the nonres-
onance energy differences e—¢'. This may be verified
if one notes that in any of the nonresonance Egs. (2.9),
the coefficient of the main matrix element of x? is
roughly |A|-+%|T|. The coefficients of all the other
matrix elements of x? in the same equation are #|T|.
It is possible to solve these equations for the unknown
matrix elements of x? in terms of the elements of x?*!
and x?! that appear in them, if then x?, x?*' and
x7~! symbolically stand for their corresponding matrix
elements, and if |A|, |T'|, and |D| represent symboli-
cally the actual quantities with the corresponding
orders of magnitude, one can prove that the solution of
these equations has the form:

x*=|D/A|[14+-0(|T/A )]+ Hx7).

If this result is substituted back into the original
equations, it is seen that an error of the order of |T'/A|?
is made in neglecting the terms with coefficients |T'|.

An error of the same order of magnitude is made in
neglecting the nondiagonal matrix elements of x°. This
can be shown in a manner similar to that used for the
preceding case.

A further simplification of Egs. (2.9), which is per-
missible in the light of subsequent results, can be

carried out if one assumes that
|D/A|L1. (2.20)

This justifies the omission of the matrix elements of
x? and their corresponding equations whenever p>n--1.
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The error committed in this omission is of the order of
| D/A|2 To verify this, one notes that in any finite spin
system the superscript of x? cannot exceed a certain
maximum value M assumed to be different from .
The equation for x™ has the symbolic form

A Dy M1=0),

The equations for the matrix elements of x»~! have
the symbolic form

Ax M1+ DM+ Dy M—2=(),
Eliminating x* from the two sets of equations leads to
(A—D%/A)xM 1+ DxM*=0.

The same holds for the successive eliminations of ¥,
x™~% and so on, down to x"*2. As a result the equations
for the elements of x**! take the form

A[1+0(|D/A|H) Ix1—Dx*=0.

Hence, retaining the equations with p>#— 1 amounts
to a change of the order of |D/A|? in the coefficient of
x™L. Similar arguments hold for the omission of matrix
elements (e|x?|¢’) with p<n—1, when the corre-
sponding eigenvalues € and e’ of Eq are not included
in the interval ao— bo.

B. The Explicit Solution

With the simplifying assumptions introduced in the
preceding section, and under the condition (2.17) and
(2.19), one is led to the following set of equations for
the various matrix elements of .

(e— &) (e|xH| €)= D(e| [I'x*]|€)=0, (2.21)
(' —iTa) (a|x"0)—D(a|[I'x"]
+LI 7 xt][8)=0, (2.22)
(e— &) (e x?| )= D(e|[I'x"]
+[IMxr]|€)=0, (2.23)
for n>p>1,
(e—€) (e[x]€)
—D(e| ' )X () —x*(€)+o0(e') —ao(e)]
—D(e|[I7x*]|€)=0, (2.24)
2 [V(€)=V(1/Reerr=DIm(e|[I7x][e), (2.25)
§'=a—b~0, (2.26)
Ta= (aa|T"|bd), (2.27)
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x(e)= (e[x"[¢),

V(e)=x(e) exp(Bmew),

(2.28)
(2.29)
R =exp(Bmew)/T7(ee”’e’e). (2.30)

An approximate solution of these equations can be
carried out by the following procedure. The value of
the matrix elements of x**! and x*~! from Eqs. (2.21)
and (2.23), respectively, are substituted in the resonance
Eq. (2.22). This leads to

(a|I*| &) (e] [I*x"*]|b)
e—b

(9—if‘ab)(a|x”lb)~3322{

(a| [T x*][ &) (e] I*| )
— . ]——0, (2.31)
where
9=0'—d, (2.32)
d=3)22,[I(aul‘i‘[_llf)lz:l)(fu +I”1lb)|2]. (2.33)

The prime on the summation sign in Eq. (2.22)
indicates that energy states with m. equal to m or
m~+n should be excluded from the summation. Such
states have the same magnetic quantum numbers as
the states ¢ or & and they do not appear in formula
(2.33) unless =1, that is, in single quantum transi-
tions. This exclusion is related to the unique structure
of Eq. (2.25) for the matrix elements of x°, a uniqueness
which in the case of #=1, prevents the substitution of
the matrix elements of x*'=x° in a way that led to
(2.31).

The significance of the last relation, indicating a
frequency shift proportional to the square of the rf
field amplitude, will be discussed later.

Eliminating the matrix elements of x”! between
Eqgs. (2.23) for p=n—1 and p=n—2, one is left with
relations between matrix elements of x" %, x*® and
the resonance element (a|x*|5). These may be solved
for the unknown matrix elements of x*2 in terms of
those of x3 and (a|x*|b). The solution is then
expanded in powers of |D/A|? retaining only the zeroth
order term. The error committed by neglecting all
higher powers is of the order of |D/A|? and is small
according to (2.20).

The same procedure of elimination and expansion is
then repeated successively with the matrix elements of
x"2, x*%, --- down to x® The elimination of these
matrix elements from the resonance equation introduces
higher-order frequency shifts, that are negligible com-
pared with the one given in (2.33).

In any intermediate step, the following set of equa-
tions for #— p>0 is obtained:
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an!
(9_‘irab)(aIX"|b)—gDp+lz6“6155p+2b 2 (6—ep)

v=1 €1 -€pt2
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(e ' e2) - - (a1 I &) (6| X7 | €11) (et | ' €0—2) * + + (€pa [ I €py2)

(a=b)- - +(epn—b)
={O(a|[1', exp(Bol®)+x"1[8)0u, (2.34)
(e|x™ 7| €)= D(e— &) (e| [x*?7 1] )— D7 X
1o epa
(el I e)- - - (&[T @) (a]x™[0) (B] I €npa) - - - (epa| I7M] €) fﬁD(eI[P,eXp(ﬁwI‘))]IE’) (2.35)
(e=8)(e1—8)- - (=) (es1—8) - - (ep_2—) (¢ =) e—¢ AR
The right-hand terms in both equations are self- and K is defined as
explanatory and have been incorporated for the case " ’
. .. - (a]I|e1)---(e,,_1[I|b)

of single-quantum transitions (z=1), and for the last K=o Y (2.38)

stages of reduction n— p=1, respectively. The detailed
derivation of the remaining parts in these equations is
found in Appendix II. For p=n—1, Eqs. (2.34) and
(2.35) express relations between (a|x*|d) and the
matrix elements of x! and x° Let us substitute the
values of the matrix elements of x! from Eq. (2.35)
(p=n—1) into the right-hand side of Eq. (2.25). It
can be shown that only the third term on the left side
of (2.35) gives a nonzero contribution. Equation (2.25)
then assumes the form:

V(EN—V(e
Z[ (€N—=V(e]

= —Iamzléd,,
€’ Re"e

(2.36)

where I stands for

I=Im{K*(a|x"|0)}, (2.37)

(e]x'| €)= D(e—€) 7 (e I'| €)x () —x () F00(e) —00(e) ]

€1 ren—1

(e1=8) -+ (en1—0)

In analogy to the discussion presented in Sec. 3 of
IIT, Egs. (2.36) can be interpreted as a set of relations
between the voltages V (e), the resistances Rer, and the
current . In the present case an external emf is applied
across the terminals ¢ and b, and a total current 7
flows from @ to b. Following the arguments in Sec. 3 of
1T, Egs. (2.36) have a finite solution in spite of the fact
that they do not form an independent set.

The solution of these equations has the form

x(€)—x(e)=Terl=Tee Im{K*(a|x"|)}. (2.39)

The quantities R.... are positive in view of the defini-
tions (2.30) and (2.13), and of the Hermitian character
of G. Comparing (2.39) with (2.36), one sees that T
is positive. Equations (2.35) for the case of p=n—1,
have the form

(]I &) - - (6| T @) (a| x| B) (B I €p41) - - - (€ns| | €)

— iDn-—l

€1 -en—3

Eliminating the matrix elements (| x'|¢’) between Egs.

(2.40) and (2.34) for p==—1, one obtains

(6—1Tw)(a]x"|b)
—K[x()—x(a)+0o0(b)—0o0(a)]=0.

Substituting for x(b)—x(a) their values from (2.39)

that T'sp=— Tss, one obtains

(0—iTa) (a|x"|0)+K[Tar Im{K*(a|x"[)}

+ao(a)—ao(b)]=0.

(2.41)

(2.42)

The solution of this equation for the matrix element
(a|x*|b) has the form:

[o0(8) —ao(a) JK (8+14Tas)
04T+ T Tas| K[>

(a]x|0)= (2.43)

=0. (2.40)

(e=b)(e=b): - (&—b)(&1—0) - - (en—3—0) (€ —0)

Except for the fact that it refers to stationary,
rather than to rotating coordinates, Eq. (3.19) of IT
represents a special case of Eq. (2.42), above, for the
particular choice #=1. To obtain the signal $, according
to Eq. (2.8), one can use the relation (2.3) for p=1 to
obtain

Tr(I'x ™) =2Xee (e[ ' €) (€' [x 7€)
=2 (| I €) (e]x! [ ).

The summation over e and € covers all the energy states
of the spin system. Some of the matrix elements
(e|xt| €') are related to the matrix element (a|x"|d) by
Eq. (2.40); others connect energy states which are
outside the interval @o—bo in the nonrotating frame
and, therefore, have different relations to (a|x"|b).

It can be shown that the corresponding equation for

(2.44)
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the latter type of elements have the form:

(e[x!|€)—D(e—e€) (e[ I']€) o
Xx(€)—x(—oo(e¢) —oo(e) ]-B(alx"[)=0, (2.45)

where the quantity B is smaller than the coefficient
of (e¢]|x*|8) in Eq. (2.40) by a factor of |D/A| at least.
Consequently, when the values of the matrix elements
(e] x| €) derived from Eqgs. (2.40) and (2.45) are sub-
stituted in Eq. (2.44), the contribution of the third term
in Eq. (2.45) can be neglected in comparison with that
of the corresponding term in Eq. (2.40). When this
substitution is carried out and use is made of the relation
(2.39), the following expression for the signal is
obtained:

[ (el ')
’

€—€

8=—iNfiwy Y [

ee’

K 2Te'¢ ao b a0 s
><[<’o(e’)—oo(e)+l i b}

02+ T2+ T Tan| K |2
P EPO-iTa) ()~ ()]
" DO+ T+ TwTw| K2

| a9

Using this result and denoting the two components of §
which are in and out of phase with the driving rf field
by 8, and 84, respectively, one obtains

Niwy| K| oo(a) —oo(d) Tanr
Sa= e wt (2.47)
2D(02_1_I‘mbz“i_PabZ‘a.b l K ! 2)

for the part of the signal which corresponds to the
absorption, and

8d=iNﬁw'y[z w

(34 €e— (;'

{ou@)=atd

| TaTed K[oo)=os(a)n
4T o2+ T Ta | K |2 }

IR Loo@ —oo®) 0
L D@+ T+ Tl | K [

]e—w (2.48)

for that which corresponds to the dispersion.

DISCUSSION
A. Single-Quantum Transitions (n=1)

The general expressions for the #-quantum transition
signals given above are also valid for »=1. However,
upon comparison of these expressions for p=1 with the
corresponding expression, Eq. (5.4) of II, it is found
that there is a slight difference between them. Written
in the notation of the present paper, Eq. (5.4) of II
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has the form

S=iN7Lw‘YiD| (al I I b) [2|0—iI‘ab| [Go(a)~¢70(b):|’__m
02 4+T o>+ T T D?| (a| ] 8) |2 )

(2.49)

It follows from the definition (2.26) and the relation
(2.18) that 6’ measures the deviation of the frequency w
from the single quantum resonance frequency bo— a,,
whereas 6 in Eq. (2.46) includes also the frequency shift
d defined in Eq. (2.33). Further, one finds in the dis-
persion signal in Eq. (2.48) the first term which is
absent from the dispersive component of the signal
(2.49). This term represents a contribution due to the
“‘tails” of the dispersion components of all other possible
single-quantum transitions. The quantity in the curly
brackets in this term represents an effective Boltzmann
population difference between the levels € and ¢ and
will be discussed in more detail following Eq. (2.60).

It is seen that the absolute magnitude of the original
Boltzmann population difference ao(e’) — oo (e) is reduced
by an amount proportional to the resonance absorption
signal between @ and b. The coefficient 7T'..r measures
the effectiveness of the relaxation processes to maintain
a population difference between the levels e and ¢,
when a resonance transition from @ to & takes place.
The differences between expressions (2.46) and (2.49)
arise because expression (2.49), derived in II, is rigor-
ously valid for systems with only two levels, whereas
the frequency shift, as well as the additional term in
Eq. (2.48), appears only in systems with more than
two levels.

B. Multiple-Quantum Transition Signals
with n>1

Considering the signal (2.46) as a function of the rf
field amplitude, it is instructive to discuss separately
two regions. These regions are conveniently specified by
the quantity K which is related to the rf field amplitude
through the definitions (2.38) and (1.6).

1. The m.q.t. is Unsaturated

This is expressed by the inequality TwpTup| K | 2T o,
which characterizes the region where the m.q.t. is
unsaturated, and the observed line-width is determined
by the quantity I'es. It should be noted, however, that
in spite of the formal similarity of the expressions (2.47)
for different values of 7, the observed line-width has a
different relation to I'y, for different values of .

Following Egs. (2.17), (2.18), and (2.26), the quan-

tity 0 in the absorption signal (2.47) satisfies the relation
0=nw— (bo— ao>—d. (250)

The frequency shift d can be neglected in this region
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of low rf field, so that

bo-do
Gzn(w— )=nAw,
n

where Aw is the actual deviation of the applied fre-
quency w from the exact resonance frequency of the
multiple transition.

Dividing the numerator and denominator of Eq.
(2.47) by » and introducing the notation I'py'=T/7,
Tw'=Tos/n, one obtains the absorption signal:

Nhowy | K| T o' [oo(a)—a(b
I KITaln@=o®] o

(2.51)

* DAt T+ T Tar' | K |2)

The quantity T's which corresponds to 1/7T's in Bloch’s
phenomenological treatment® can be considered to have
the same order of magnitude for different values of
since the two main contributions to the line-width, i.e.,
the low-frequency fluctuation of the local magnetic
field and the broadening of the energy levels, due to the
shortening of their lifetimes by the relaxation, lead to
quantities of the same order of magnitude for transi-
tions with different orders of multiplicities #. Conse-
quently, for low-rf fields it follows that the observed
reduced line width Tw'=T4s/7 is roughly » times as
narrow as the corresponding line width for »=1. This
relative narrowness of m.q.t. signals compared with
that of single transitions had been realized before and
was confirmed experimentally.? A second distinction
between the absorption signals for different values of
n lies in their dependence on the rf field amplitude.
Since, according to Eq. (2.38), the quantity K defined
in Eq. (2.47) is proportional to the nth power of the rf
field amplitude H;, the observed absorption signal
grows as Hq*! before saturation begins. These two
aspects of m.q.t. signals for #>1, i.e., their relative
narrowness and their specific dependence on the
strength of the rf field, provide the best means of deter-
mining experimentally the order of the multiplicity.
In fact, the slope of a log-log plot of the signal strength
versus the rf field amplitude gives the multiplicity » of
the transition directly.

2. Saturation of the m.q.t.

This is the region where the signal strength and
shape are appreciably influenced by the saturation of
the transitions. From the experimental point of view
the most interesting part of this region is where the
signal attains its maximum value. In many cases this
is the only region where the signal can be observed at
all. The value D=H;/2 which corresponds to the
maximum signal can be conveniently obtained with the
help of symbolic notation. By this, it is meant that the
quantities appearing in Eq. (2.52) will be replaced by
symbols indicating their corresponding order of mag-
nitude. For instance, e—b~A, K~H*A™", nl'y/~T,
%TabIN T.

YATSIV

For exact resonance (Aw=0) the symbolic expression
for the absorption signal becomes:

3)2""1A2_2"[0'0<a) - Uo(b) ]n
I+ T D2rA2—2n ’

(2.53)

a—

This expression attains its maximum value when

D=Dy=[(2n— I T-1A"2]i/m (2.54)

For n=1, D ~TT, which is a well-known result for
single quantum transitions. Equation (2.54) indicates
that Dy grows with # and approaches the value A for
very large values of ». This implies that the higher the
multiplicity » of the transition, the stronger the rf field
required for attaining the maximum signal. Eventually,
for large values of #, the assumption |D/A|K1
involved .in the derivation of Eq. (2.46) will cease to
be valid in the interesting region of maximum signal.

In the case of an alcohol molecule, for example, A
is of the order of 100 cycle/sec and T is of the order of
1 cycle-sec.® Consequently, D, remains appreciably
smaller than A only for <3 and, therefore, #=3
represents the maximum multiplicity that would usually
be detected in such a case. Substituting the values of
Dy from Eq. (2.54) into Eq. (2.53) leads to

Sasr~ D=V T1—IA O 5o (@) —ao(B) ] (2.55)

It is instructive to compare the value of the maximum
signal for different values of #. For this purpose one
should note that for temperatures ordinarily used in the
experiments there is an additional factor of # describing
the ratio of the Boltzmann population differences of an
n-quantum to a single quantum case. Taking this into
account, the ratio 7 of the maximum signal with #>1
to that of a single quantum transition is approximately

pp2T—1/2n 12—} A (L)1, (2.56)

Assuming that T~1/T as is approximately true in non-
viscous liquids, this becomes #~#?(T'/A)*"1/* which for
small values of #>1 are small compared to unity
according to the assumptions (2.19) and the definition
of A. This indicates that the z-multiple transition signals
are weak compared with single transitions. It is some-
times desirable to compare the absorption signal of a
multiple transition with the off-resonance value of
single-quantum absorption signals at the frequency of
the m.q.t. This is particularly important for the under-
standing of the enhancement technique that will be
described in Sec. IV. To do this one has to compare the
expression (2.55) for with the off-resonance values of
the single transitions obtained from Eq. (2.49). How-
ever, the comparison is meaningful only if the single
quantum absorption signal is also evaluated with the
rf amplitude given in Eq. (2.54).

Thus, the off-resonance value of the single transition

15 J. Arnold, Phys. Rev. 102, 136 (1955).
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expressed in order-of-magnitude symbols become
8(off-resonance)
I (2n—1)T T A2 2 5 (a) — o (D) ]
- NH-TT[(2n—1)I TIA—2 ]t n

(2.57)

In nonviscous liquids where I'~7!, and for not too
large values of #, the second term in the denominator
can be neglected in comparison with the first. Using this
and the ratio of the Boltzmann differences in Egs.
(2.55) and (2.57), the approximate ratio 7’ of the m.q.t.
maximum absorption signal to a “tail” of a single
quantum signal becomes

7 ~n?(A/T)2n, (2.58)
In spite of the crudeness of this result it shows that
with an optimum rf field, the m.q.t. signals are well
above the level of the “tails” of the single transitions.
But, even in cases where the ratio is not large enough,
the narrowness of the m.q.t. signals compared to the
flat background of the ‘“tails” will facilitate their
detection.

Considering the expression (2.55) for the maximum
signal, it is seen that for #»>1 the signals’ strength
grows as A decreases. This property suggested a method
of enhancing m.q.t. signals by an artificial reduction
of A. The gist of this method which is described in
Sec. 4. lies in the fact that it is possible to induce
multiple transitions by a radiation field consisting of
several different frequencies. The sum of the absorbed
frequencies should be equal to the frequency difference
of the multiple transition interval. In that case it can
be shown that with a proper choice of these frequencies
one can reduce the effective value of A in Eq. (2.33)
and thus enhance the signals’ strength.

In the rough calculations of this section, the fre-
quency shift d, defined in Eqs. (2.32) and (2.33) has
been neglected. The corresponding shift @’ which ought
to be incorporated in the reduced Eq. (2.52) is equal to
d'~d/n and this is of the order of magnitude of D2/nA.
Substituting for D, the value of Dy from (2.54), leads to

da’~n T (T/A) @m—1 (2.59)
where, in the last step, 7' was replaced by I'"'. For
n=1, the frequency shift amounts to only a small
fraction of the natural line width. For »=2, it is com-
parable to the line width, and for »=3, it is larger than
the line width.

It should be added that although m.q.t. with dif-
ferent multiplicities » differ in their rf dependence in
the vicinity of the signal maximum or below, they all
decrease in the same way when the rf amplitude H,
becomes very large.

The time T, in Egs. (2.46), (2.47), and (2.48) has
the same physical significance as the relaxation time
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Ty in Bloch’s phenomenological equation.!® It measures,
according to (2.39), the competence of the relaxation
processes to preserve the Boltzmann population differ-
ences of the levels ¢ and b against the equalizing action
of the rf field. The time 7'..» measures a similar property
with respect to the intermediate levels e and €. It is
important to note, however, that the time T for an
intermediate interval is different from a quantity with
the same form calculated when the interval e—¢
becomes a resonance interval for another multiple
transition. In the terminology of circuit theory and in
conformity with Egs. (2.36) and (2.39), the quantity
Tee plays the role of an input impedance when e;— eo’
is a resonance interval and is a transfer impedance when
€0— €0’ is an intermediate interval for a second multiple
transition.

According to the definitions (1.20), (1.24), and (2.39),
and by virtue of the expression (2.43) for (a¢|x"|d)

7(€—a(e)=00(e)—0o(¢)
_LTee' IKIZI‘ab[O'O(b) —ao(a)]
> +T =T Tan| K |?

(2.60)

This represents the population difference of the levels
e and € as a function of |K |2 o¢(e) stands for the
diagonal elements of the distribution matrix os. In
particular, for saturating rf fields, K satisfies the con-
dition TopTep| K |2>T w2 4-6% from which it follows that
for e=a and ¢=0, o(a) =o (). In principle, the Over-
hauser effect!” described by Eq. (2.60) can be used to
find all the quantities 7, experimentally. This is done
by first saturating the n-quantum transition between
a and b and then measuring the weak rf transition
signals between the levels e and ¢ where e¢—¢€ is a
subinterval of the interval aq—bo in the nonrotating
frame. The relative change in strength of these transi-
tions is easily shown to be :

(el

In practice, such an experiment may be quite difficult
to perform because the detection of a signal change in
the subinterval should take place when the saturating
radiation between ¢ and b is tuned off. Otherwise, the
simultaneous application of radiation fields with two
different frequencies enables a new multiple transition
to take place, in which quanta with both frequencies
are absorbed, and this complicates the interpretation
of the proposed experiment. It can be carried out,
however, if the various relaxation times are long enough
so that the instantaneous population at the end of the
saturating period does not change appreciably during
the time of switching from one frequency to the other.

18 F. Bloch, Phys. Rev. 70, 460 (1946).
17 A. W. Overhauser, Phys. Rev. 92, 411 (1953).
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3. Applications to Special Cases

a. Two mnonequivalent nucles of spins 1/2—The
simplest example for which the general results of the
preceding sections apply consists of a system of two
nonequivalent nuclei of spin 1/2 in a molecule in liquid
solution. For single quantum transitions this system
was treated in Sec. 5 of II. One can also find there the
energy levels at the Hamiltonian E, in (1.4) and the
values of the matrix elements of the operators Tt
between the different levels. The possible 7 values for
the system are —1, 0, and 1, so that the only possible
m.q.t. is a double quantum transition from the levels
with m,=1 to that with m,=—1. The corresponding
energy levels in the rotating frame are found to be.

a=o—doto) ],  e=3E+I)I-1),

b=—wtbortedtl, ¢=—3EHIY-1,
ws and w; are the resonance frequencies of the two spins
considered “uncoupled,” and §=w,—w;, is the chemical

shift.
The double quantum resonance occurs when

a—b=2w— (ws+w;) =0, (3.2)
w= (ws+ws)/2. (3.3)

The deviation of this frequency from the correspond-
ing resonance frequencies of the single transitions are
then

(3.1)

a—e=b—e=3[J+@F+72)1]
a— € =b—€ =3[0+ (+T2)].
Similarly, from Eq. (5.47) in II,
(@] I' = (e I'|B) =ut+2?,
(a] P &)= (¢ | | )= ui—2,

(3.4)

(3.5)

with
u=1—p=1[1—&(@+J2)*]. (3.6)
In applying these values to the general expressions
(2.46), (2.47), and (2.48), for the m.q.t. signals, it
should be noted that the condition (2.19), involved in
their derivation, restricts the range of variation of J
and §. In fact, the condition (2.19) is satisfied only if
the inequality
8/ I>T (3.7

holds. Assuming that this relation is satisfied, one can
substitute the values of the differences (3.4) and matrix
elements (3.5) into expression (2.38) for K and (2.47)
for the absorption signal. One then obtains

16Nﬁw’y4]25‘4H13[00 (a) — Uo(b)jrab

—
- (4

02+4-T a2 +4T s T ap (YH,) T %4

This signal vanishes for /=0 as expected, since then
the two spins behave as two independent systems.

It follows from (3.4), for values of §/J small compared
to unity, but still consistent with the inequality (3.7),
that a—e>>a—e. Furthermore, | (a|1']¢)|>(a|I!]€)],
which implies that only the level e contributes appre-

wt (3.8)
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TaBrE I. The resonance frequencies and relative intensities of
double quantum transitions involving simultaneous spin flips of
the methyl and the methylene groups.

Rela- Grouping
tive  of unre-

Initial state Degen- inten- solved

Ia IB Ma Ms Frequency® eracy  sity lines
3/2 1 —=3/2 —1 3} (wstws)—3J+p 1 3 3 a
321 =3/2 0 F(eatwn)—3J/+p 1 3

3/2 1 —1/2 —1 Y wstws)—iT+2p 1 4 9
1/2 1 —1/2 —1 4(watwp)—3iJ—p 2 2

3/2 1 1/2 =1 3 watwp)+iJ+p 1 3

3/2 1 —1/2 0 F(watws)+3T+201 4 9 a3
1/2 1 —1/2 0 F(watws)+iJ—p 2 2

3/2 1 1/2 0 3(watwp)+iJ+p 1 3 3

2 p=J2/[4(wB —wa)].

ciably to the quantity K in Eq. (3.8). Thus, the simplest
possible system for double quantum transitions, con-
sisting of essentially three levels only, is realized. This
system was treated theoretically by Meiboom and
Kaplan.? It is to be noted, however, that § cannot be
too small if the relation (3.7) is to remain valid.
The quantity e in (3.9) can be evaluated, assuming
a specific relaxation process. This was done for the case
where the relaxation is due to a fluctuating magnetic
field at the nuclear sites. This field is assumed to act
incoherently on the two spins. The result of the cal-
culation is
Ta=%(1/T2st1/T20), 3.9)

where T, and Ty, represent the transverse relaxation
times of the two spins considered as independent of
each other. Unlike the ordinary single-quantum tran-
sitions in the same system, no contribution from the
longitudinal relaxation times 7', and 7T, appears in
the expression for the width of the double-quantum
signal.

b. Double-qguantum transitions in impure ethyl alcohol.
—The observation of double quantum transitions in
this molecule was reported by Kaplan and Meiboom.?
In this case the ratio of J/é reported by Arnold®® is of
the order of 0.1, so that to a good approximation the
total spin wave function may be considered as a product
to the individual spin functions of each of the chemi-
cally identical groups in the molecule. The only clear
multiple-quantum transitions that have been observed
thus far are those involving simultaneous changes in
the magnetic quantum numbers of the methyl and
methylene groups. The frequencies associated with
these transitions are calculated to the second order in
J/8 from formulas given by Anderson.!8

1
w=EEE(mA,mB)—E(mA+1, mB—i- 1)___]

=3 (watwp)+5matmp+1)J+[J?/4(wp—wa)]
X{ma—mp—[Ip(Ip+1)— (mp+1)*]
—[a(Ta+1)— (ma+1)7]},

- (3.10)
18 W. Anderson, Phys. Rev. 102, 151 (1955).
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where 14, ma, and Ip, mp refer to the spin variables
of the methyl and methylene groups, respectively, and
where J=J4p. The frequencies of all possible transi-
tions are given in Table I. Thus, eight different signals
may appear. Actually, only four signals have been
observed and these correspond to the four different
frequencies in the first-order approximation designated
by a1, as, a3, and as in Table I. The intensity ratio
expected for the different transitions can be calculated
with the help of expression (2.47) for the absorption
component of the signals. This calculation is based on
the assumption that the natural line-widths Ty are
equal for all the transitions in Table I. Expanding the
expressions for the intensities in powers of the ratio J/8
and neglecting powers higher than the first, one obtains
the results in the last column of Table I for the relative
intensities of the different lines. Actually, since the
second-order contribution to the energy splitting is not
resolved experimentally, the intensities of the observed
four lines which are resolved should be compared with
the calculated intensities of the lines with the same
energy in first order. The calculated intensity ratios
are 1:3:3:1.1°

4. Enhancement of the Double-Quantum Transitions by
Audiomodulating the Amplitude of the rf Field

It was mentioned previously that a possible method
of enhancing a multiple-transition signal is based on the
use of an appropriate multiple-frequency field. This is
illustrated in the case of a double-quantum transition
when the multifrequency field is generated by audio-
modulating a monochromatic rf field. It is well known
that an rf field with frequency w which is amplitude-
modulated by an audio-frequency is equivalent to a
superposition of three monochromatic fields with fre-
quencies w and w=w,. This particular combination is
found to be suitable for enhancing m.q.t. signals of the
kind described in the preceding sections where the
deviations of the energy intervals from a strictly
equally-spaced Zeeman pattern are small, amounting to
several hundred cycles per second at most. The inter-
action energy of the radiation field with the spin system
has the form

E1= — (tooolleiwt_l_iDO*I——le—-iw l)

—2 coswol (DiIlet+D*[leiwt),  (4.1)
or, in a shorter notation,
Ei=— 3 (Deilerredt[ip g ¥emilotuoadt]-1) - (4,2)
pu=—1,0,1
where
D,=D_*=3vH, exp(ig.), (4.3)

and Hietis1 and Hee’#® are the complex amplitudes of
the rf fields with frequencies w#w, and w, respectively.

19 This result is different from that obtained by Meiboom and
Kaplan? on a basis of counting the possible three level combina-

tions giving rise to a specific double-quantum line. Their result
is 1:4:4:1 for the same ratios.
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Using the properties of I#! described in Eq. (1.18),
one can transform E; into a rotating frame by applying
the transformation

So=exp(—1wl%). (4.4)

This leads to
Ey5=S.E1S¢!

—_— Z (gDﬂeiMw.;lIL_}_gD#*e—iﬂwatI-I).
p=0,%1

(4.5)

Unlike the case of a single rf frequency, the rf field in
the present case has components that are time depend-
ent even in the rotating frame. Consequently, the sta-
tionary solutions of the Boltzmann equations in the
rotating frame contains non-negligible time-dependent
constituents. Anticipating the form of this dependence,
we assume that the part of the density matrix x,
defined in Eq. (1.24) has the following form.

yd

X=3 2 X,Peiveat,
D p=—DP
Thus, each of the X? defined in (2.1) is split into 2u+4-1
components x,Pe®#¢et. The meaning of the index p
implied in the definition (2.1) is retained, and the range
of variation of the running index p (pZ2u2>—p) is
related to the maximum number of quanta of frequency
wtw, or w that can be associated with a p-multiple
quantum transition.
From the Hermiticity of x one infers that

(€[xup| f’l = (e'IX_”_P] €.

(4.6)

4.7)

Following the procedure involved in the derivation of
Eq. (2.9), with E;s of (4.5), and x of (4.6) and replacing
the corresponding quantities defined in Egs. (1.13) and
(2.1), respectively, one arrives at

(uwate—€) (e| X7 | €)
—~ 2 A D (e| [T X771 €)
=0, X (e [ )} + (| T (xu?) | €)
=[Dyu(e| I'| )= D_*(e| I7] €)]
XLoo(e)—ao(e)].

The resonance character of a matrix element (e|X,?|¢’)
is determined by the vanishing of (uw,+e—¢€’). Follow-
ing relation (2.14), this can be expressed in terms of the
applied frequency w and the corresponding energy
levels € and €’ in the nonrotating frame by the relation

(4.9

(4.8)

ot e— € = uws+ eo— eo’+ (me— me )w=0.

Hence, for any two energy levels e and ¢ with m.—m.
= p#0 there exist 2p+4-1 different resonance frequen-
cies w, determined by the 2p41 values of pu.
Physically, the wvarious resonance frequencies are
related to the different possible combinations of p
quanta with frequencies w and wd-zw,, where the sum of
frequencies is equal to e’ — €. Although an rf field of
the form (4.1) can be used to enhance any n-multiple
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transition, it does not represent the best choice of
multifrequency field for »>2. We therefore illustrate
the method of enhancing in the case of double quantum
transition for which the radiation field defined in (4.2),
is particularly effective.

Solution of the Boltzmann Equations for Double
Quantum Transitions

Let us specyify again a—b as the resonance interval
with my=m, and m,=m-+2. Condition (4.9) for the
resonance assumes the form:

uesg20+ (@o—bo) =0,

where a and b, are again the energy levels correspond-
ing to @ and b in the nonrotating frame. u in Eq. (4.10)
can assume the values =2, #=1, and 0. The values —2
and 2 are not interesting, since they represent absorp-
tions of two egual quanta with frequencies w—w, and
w-+w,, respectively, and the expressions for the signals
involve only the amplitude of the specific frequency
which is being absorbed. Such transitions have already
been treated in the preceding sections and have nothing
to do with the enhancement technique. In each of the
other three possibilities, a simultaneous absorption of
two unequal quanta takes place. Let us consider the
case of u=0; a similar treatment applies to the cases
of u==1.

Following the assumption (2.19) for the single-fre-
quency multiple transitions, it is also assumed here
that any pair of values € and ¢, of which at least one
is different from @ or b, satisfy the inequality

| (uwet-e—€)|>>|T|

for any value of |u|<|me—me|.

(4.10)

(4.11)

The Boltzmann

§D,u*(w+ﬂwa) ’ (5|Il(el) 12[

SHAUL YATSIV

equations (4.8) for this specific case assume the form

(nwate—€) (e] X*| €)= Du(e| [ X"] [ €) =0,  (4.12)
(6'—1iTa) (a] XOZI b)— gl—l{ Dy (a, Lrx ] I b)
+90,*(e|[IX%][8)} =0, (4.13)
(wate—€) (e] X €)
= Du(e| I )X () —x" () Fo0(e) —a(e)]
— D, (e [I7x0*]] €)=0, (4.14)
2 V(N=V(gIrer
=Im{> . D (e| [T X.]|e). (4.15)

Here, the same notation has been used as in Egs. (2.21)
to (2.30). The solution of these equations is carried
out in Appendix III. To obtain the expression for the
signal from this solution, one first has to substitute Eq.
(4.6) into Eq. (2.8). This leads to

1
Z Tr ( IIX“—-I) e~ i(w—pwa) t} .

n=1

d
8= — Niy—{ (4.16)
dt

But, according to the relations (4.7)
Tr(I'% =2 (e[I'|€) (¢ | Xu7 )
=3 (e| '] €) (e| Xt €)*.  (4.17)
Substituting for the matrix elements (e|X_,!|¢)

their value derived from Eq. (4.14) and using the
results of Egs. (6) and (8) of Appendix ITI, one arrives at

8=—ihNy 2{>

p e

[00(61)_60(6) {

pwat-e—¢€

2(w+pwa) (e—b) (a|I'| €) (e| I' | b)[o0(d) — o (@) JK* (6 —1iTap)

Teer l K!zrabtdo(b)—o'o(a)]:l
02+Pab+r‘abTab l Kl2

+2 D,

where K has now the form
2| D,]%(a| ' €) (] I b) (e—b)
(e—b)2— (uwa)? '

The absorption components of this signal can be
divided into three parts

K=% X

=01 €

8a=8_1180+381,
where

81=3 2D (w—wa) (alple)(elmb)(e—b)R
‘ (e—b)*—w,?

Xeitoment  (4.19)

[(e—8)*— (nwa)* [0+ T’ + T Ta| K |*]

}e—i(“‘““"“”, (4.18)

w(aIIIIE)(eIPIb)Re

So=z 2Dy “i“’t, (4:20)
e e—b
(a|I'|€) (] I']| ) (e—D)
8$1=2_ 2D_1(w-+ws) 7 |7 R
P (e—b)2—wg?
Xeileteat  (4.21)

and
I:O'O(a«) - Uo(b) ]K*Fab
R=

—02+Pab2+rabTab| Klz.

(4.22)

It is interesting to note that each of the three signals
depends on the amplitude of the fields in the other two
frequencies. In each of the expressions for $_;, 8o, and
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81 there are terms with a denominator (e—b)2—w,2. The
increase in the magnitude of these terms as the fre-
quency w, approaches the interval e—& explains the
principle of the enhancement method. In fact, following
the arguments involved in the derivation of expression
(2.55) for the maximum of the multiple transition
signals, it can be shown that the maximum value of the
signals 8_; and 8; increases as | e—b—w,| %, which plays
the role of A~ in the double quantum signals described
in -Eq. (2.55). Evidently, the derivation of the ex-
pression (4.19), (4.20), and (4.21) was based on the
assumption (4.11) which does not permit the difference
|e—b—puw,| to become too small. This restriction
implies more than a mere computational convenience,
since in the excluded region of |e—bd—puw,|~T single-
quantum transitions induced by the frequencies w-+w,,
would become more important and thus complicate the
interpretation of the observed results. Unfortunately,
it can be shown that the contribution of the pure
double quantum transition to the signal, considered as
a function of the modulation frequency w, does not
attain any extremum for values of w, satisfying the
condition |e—b—w,|>T. This contribution is the part
of the signal that is proportional to the third power of
the rf field amplitude for low amplitudes. Conse-
quently, it is advisable in performing the enhancement
process, to confirm at certain stages whether the signal
still possesses the main features of a double-quantum
transition. The behavior of the signals when the side-
band frequencies w=w, coincides with the resonance
frequencies of some single-quantum transitions will be
treated in a forthcoming paper.
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APPENDIX I

Referring to Eq. (2.53) and (2.3) in III, the quan-
tities in (1.9) are defined as

G_r1=SGr1S-1, (1)
where .S satisfies
dS/di=1SE. 2)

The operator G is a function of the operators I,%, I+
and can be decomposed into

G=2..G, )

where each of the G” has nonvanishing matrix elements
(¢|G™|€) only between spin states with m—m'=r, m
being the eigenvalue of 7°. The transformation §
imposed on G_?¢ a time variation with frequencies
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which are mainly determined by the dominant part
—wl® in E. Consequently, it is convenient to assume
that

S=351S,, 4)

So=exp(—il%t), 5)

where .S} is a relatively slowly varying operator. This
may be verified by substituting the expression for S
in (4) and (5) into Eq. (2), with the result

ds
(d—1~i51w10) exp(—il%t) =iS:E exp(—il%f). (6)
t

Multiplying on the right by S¢! and noting that E,
commutes with I°, one arrives at

dSl/dt=isl[:wlo'f-Eo"—SoElSo”l]. (7)
It can further be shown that
SOI:EI 50—1= e¢ iwt (8)

by taking the time derivative of the left-hand side and
using the commutation relations [ 19,/ ]=4-I*!, Equa-
tion (7) can thus be rewritten in a form

dS1/dt=1S,E,, 9)
with
Es=3: AJ 43 oci(I- 1) —D(IH-17).  (10)

Considering now that (J,D,A,)<<w, it is seen that (11)

Es<E,. (12)
Let now
S1G7S11=3") G\" exp (iwnd), (13)

where the operators G\" are time independent. This

leads to
(14)

(15)

SGS1=3", G\ exp[i(— rwtwn)t],
wnK (w:B—lyw*) )
from (11) and Eq. (2.41) in ITL.
By characterizing any of the indices p or ¢ with a

double-symbol (7,\), the frequencies w,,, of Eq. (1.9)
appear in the form

Wp=wr\=—T0+wn, (16)
SGS-=Y, er'Gr=3"1 Ga" exp[i(— rotwn)i]. (17)

Introducing this expression into (1.9) and neglecting
all high-frequency terms in conformity with the
assumption | E,|>>T, one arrives at

T(o)=7 X nuexplt(entw_r)t]
X I:eﬁﬂn' { G)‘_YO.G"_—T}—-'M — 0'{ G)‘_-rG“_—r}—rw
Fefr{Gr G, Ty — {G\ "G} ). (18)

In the last expression the quantity Bwn, which according
to (15) is small compared with Bw, has been neglected
and the approximation

{ C’n\_‘rOG”_—r}——rw ~ { Gx_rOG“_—f}~1w+wr)\
is based on Eq. (2.46) of III and on the relation (15).
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But
> exp (twnd) Gr_T=S"151G" SIS = e G,

and similarly
3w expliw_r )G, T=S¢IG " So=e" G,
Consequently,

(o) =7 X[ 2e*7{G0cG"}~"
— GGy — (GG} 0 ). (19)

With this simplified form, it is convenient to apply the
transformation So=exp(—il%t) to Eq. (1.2). Making
use of the fact that

SG" S o sS G S =G0 SG_",
which results from relations (12), one obtains

do's/dt_’_i[ES’”S] =m Zr[zeﬂrw{Gro‘gG_f}_”’
(GG — (G'G—Y 05 ]=T'(o5)  (21)

in agreement with Egs. (1.9) and (1.14) of the text.

(20)

APPENDIX II
A. Proof of Equations (2.35)

The relation (2.35) is true for p=1, as is evident by
comparison with Eq. (2.23) for p=n—1.

Assuming that Egs. (2.35) are true for all matrix
elements of x*~7*1, one can show that they hold also for
the matrix elements of x*2.

Dle|Lrx]] €)
— PP

YATSIV

Consider the relation

D

(e [xm7]]€)
E)

(ehrrle)=—

F+——(e[[Ix77][ €),

/
€E—¢€

which hold for n—p>1. _
Introducing for the matrix elements of x»~#*! their
value given by Eq. (2.35), one finds '

(e]x™?|€)

D
=—— (el

€—E€

P

+

(el

X (&I a)(a]| x| 0) (BT ey)- -
1
(e1—8)- - (ep—2—b) (' —D)
)
(e=b)(e1—b)- -+ (epa—b) }

In arriving at this result, the fact that e~ has been
used, and corrections of the order of magnitude of
| D/A|? have been neglected. Combining the two terms
in the square brackets, one obtains

X (ep—2| T 6')[

(e[ I €1)- - (& I @) (a] X" B) (O] I 1) - --(ep~2|l“1|e')=0

(elxm2|e)=

e—¢ aamr (e=b)(a—0b) - (6—b)(6r1—0) - - (€p2—0) (€' —b)

This proves Eq. (2.35) for n—p>1. The additional term on the right-hand side in the case of z—p=1 is a con-
sequence of the specific form of Eq. (2.24) for the matrix elements of x!.

B. Proof of Equation (2.34)

A similar procedure of mathematical induction leads to the proof of relation (2.34).
It can be easily verified that the equation is true for the case of p=1. Assuming that the relation (2.34) holds
for a certain value p=p'—1, we show that it holds also for p=p'. Indeed, replacing in Eq. (2.34), by p—1 and

with #—p+1>1, one has

4
(0—iTuw)(a|x"|0)=D? 3 bacideprv 2. (6~ €qa)

y=1 €l -€ptl

% (eI e) -+ (e1| '] &) (6| x" 7| €11) (erg1 | TV €12) - + - (€| I €p11)

1
(e20) - (e,—0)

The quantity (e|x" 7| e41) can be replaced, according to the preceding section by

[D/ (6= &) (6| [T'x" ]| &) +4 (a] x| ),

where A is of the order of magnitude of (9/A)?~L Substituting this expression in (1) one can see that the term
A(a|x"|b) introduces a frequency shift which for p=1 was already incorporated in 6 and for higher values of J/
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is negligibly small. Omitting this term and expressing (e,|[/,x*?]| e,+1) explicitly, one obtains

p+1
(O—iI‘.,b) (d [ x"l b) = ZDP+1 Z 6a5155p+2b Z

v=1 €1+« €pt2

(ex] 1M €2) - - - (et | I'| &)L (& | I ] €41) (&1 | X" 7| €12) — (& | X" 72| €041) (€1 | 1| €4.2) ]

X (2| 1] €43) -+ - (epi1| I €pr2)

X

(e2—0)- - (6—b) (12— ) - - (epr1—b)

The right-hand side can also be written in the form:

(e] 1M €) -+ - (1| I'] &) (& | X" 7| €041) (g1 [ T €019) - (1] 1| €p2)

»+1
ZDP'H[ Z Oae10epyob Z

y=2 €1 -€p+2

(e2=0)- - - (61— ) (41— D) - - (€pr1—b)

(e]I'] &) - - (e1| '] &) (& | X" 7| €v4) (Epa | I €049) - -+ (epy1 | I | €p10)

p+1
- Z BaneHgb Z

r=l1 €1+ -€pt+2

which if combined leads to

»+1
(0~i1‘ab) (alx" [ b)— DHrtt > Oae1dept2b > (e— 6y+1)

y=1 €1+ - -€pt2

(e1] '] &)+ - (61| M| &) (& | x| €41) (&gt | 1| €42) - - - (epgn| I €p+2)=0

(e=8)+ -+ (=) (esp2—b) - - (eps1—b) ]

with the asserted form of Eq. (2.34) for n>1.

b

(e2=0) (epr1—0)

APPENDIX III

In order to solve Eqs. (4.12) and (4.15) one eliminates first the matrix elements of X,® and X,! between Egs.

(4.12), (4.14) and (4.13). Equation (4.13) becomes

" (6—iTu) (a|X?| ) — K[x(8) — x () +00() —00(a) ]=0, (1)
wit
oy 5 2O [l @l P41 2= | (el +I‘1]b)|2], o
¢ w0l (6= 8)*— (uwa)®
and
_ 2/ Du*(@| 1 (el 11 8) (= B) “
b= q (6= B)2— (uw)?

The second term on the right-hand side of Eq. (2)
describes a frequency shift. It is assumed that this
shift is always small compared to the line width I'e.
In deriving expressions (2) and (3), the relation (4.3)
has been used.

Elimination of the matrix elements of X,! between
(4.14) and (4.15) leads to

2 LV(€)=V(1/Rere=—1I0ca=Ider, 4
where I stands for

I=TIm{K*(a|X?|b)}. %)

Again, we assume that Egs. (4.15) have a solution
X(€)—=X(€)="Terd=Tere In{K*(a|Xs?|8)}. (6)
Substituting this result in Eq. (1) leads to
(0—iTas) (a|Xe?| b)
+K[Tay Im{K*(a|x"|8)}F00(a)—o0(8)]=0, (7)

and its solution is Lo (@K 6T
—ao(a 0+,
(a2 By = . ®
02+ T2+ T Tan | K |2

This result is used in Eq. (4.18) of the text.



