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Neutron Total Cross Sections in the '7- to 14-Mev Region*

A. BRATENAHL7 J. M. PETERsoN) AND J. P. STQERING
f7rtiverst'ty of California Radkatiort Laboratory, Liverrnore, California

(January 29, 1958)

The neutron total cross sections for 35 elements and isotopes were measured at several energies between 7
and 14 Mev using monoenergetic neutrons produced by the Livermore variable-energy cyclotron through the
D (d,n)He' reaction. The effects of beam contamination by gamma rays and low-energy "breakup" neutrons
were evaluated through time-of-Right measurements and were kept small by suitably high bias on the plastic
scintillator detector. The accuracy of the cross sections is typically &1 to 2% Where comparisons with
previous data are possible, the agreement ranges from excellent to poor (10%discrepancy). The data form a
smooth cross-section surface when plotted versus energy and mass number, as expected on the basis of the
optical model. The functional dependence on energy and mass is not simple but is in good agreement with the
predictions of the optical model of Bjorklund and Fernbach.

I. INTRODUCTION

SERIES of neutron total cross-section measure-
ments has been undertaken to extend the range of

experimental data up to neutron energies of about 30
Mev. Similar data in the 1- to 3-Mev energy range'
helped stimulate the development of the optical model
of the nucleus. ' ' Since the real and imaginary potentials
and the spin-orbit terms of this model are energy-
dependent, it was felt that more extensive data on the
energy dependence of the total cross sections would help
evaluate the model. '

Probably the most accurate of the existing total
cross-section data in the medium-energy range were
produced by Coon, Graves, and Barschall' on an ex-
tensive series of elements using a pure 14-Mev neutron
source. Nereson and Darden' measured a series of
elements over the energy range of 3 to 13 Mev using a
difFicult technique involving the tail of the neutron
spectrum from a fast reactor; the tie-in of their data
with other data at 3 Mev (largely that of the Wisconsin
group'') is good, but the tie-in with the data of Coon
et uL at 14 Mev is only fair. Because of their fast-falling
neutron energy spectrum (a factor of 10 drop every 3

Mev), the accuracy of the Nereson and Darden data
inherently decreased in the high end of their range.

In addition to these extensive sets of data, a few other
smaller sets of data exist, each covering fewer elements

and a small energy interval in the range of 5 to 25 Mev.
These can best be reviewed by referring to the neutron
cross-section compilation BNL-325 (and its Supplement

I)," plus the recent work of Bondelid et al." and of
Conner. "

This survey of the existing data made it seem worth-
while to measure the total cross sections of an extensive
series of elements up to 30 Mev and down to a point
where there is a comfortable overlap with the existing
data. The variable-energy cyclotron in I,ivermore is
capable of producing fairly monoenergetic neutrons up
to about 30 Mev, which set the upper limit of the energy
range. This paper is a report on the work in the energy
range from 7 to 14 Mev. The work in the higher energy
range has started and will be reported as soon as
possible.

II. APPARATUS

The experiment consists of measuring the transmis-
sion of monoenergetic neutrons in good geometry, the
usual method of measuring total cross sections. The
neutrons are produced by d —d reactions using the
deuteron beam from the 90-inch variable-energy cyclo-
tron. Beyond the cyclotron the main parts of the experi-
mental setup (Fig. 1) are the deuterium gas target, the
neutron collimator, the samples, and the detector.

The gas target consists of a cylindrical stainless steel
housing 1-, inches in diameter and 4 inches in length
ulled with deuterium gas at a pressure of slightly more
than one atmosphere. Deuterons enter the target
through a tantalum foil 14 inch in diameter and typi-
cally 34 mg cm ' in thickness; the position of the
incident deuteron beam is dehned 10 inches in front of
the target by a tantalum collimator 4 inch in diameter.

The neutron collimator selects neutrons coming along
a honzontal hne from the gas target. (The deuteron
beam is inclined 3.5 degrees from horizontal. ) The

' H. H. Barschall, Phys. Rev. 86, 431 (1952). collimator consists of a conical hole in a 2-ft block of' Fernbach, Serber, and Taylor, Phys. Rev. 75, 1352 (1949) iron, which allows a neutron cone of about 2.7 inches in'V. F. Weisskopf, Phys Rev. 86, 5. 82(T) (1952); Feshbach,
Porter, and Weisskopf, Phys. Rev. 90, 166 (1953). radius at the sample position. The apex (projected) of

4 F. E.Bjorklund and S. Fernbach, Phys. Rev. 109, 1295 (1958).
' Coon, Graves, and Barschall, phys. Rev. 88, 562 (1952). "Neutron Cross Sectiorts, compiled by D. J. Hughes and J A.' N. Nereson and S. Darden, Phys. Rev. 89, '/75 (1953). Harvey, Brookhaven National Laboratory Report BNL-325
' N. Nereson and S. Darden, Phys. Rev. 94, 1678 (1954). (Superintendent of Documents, U. S. Government Printing' Miller, Adair, Bockelman, and Darden, Phys. Rev. 88, 83 Once, Washington, D. C., 1955), Supplement I, 1957.

(1952). » Bondelid, Dunning, and Talbott, Phys. Rev. 105, 193 (1957).' Walt, Becker, Okazaki, and Fields, Phys. Rev. 89, 1271 (1953). "J. P. Conner, Bull. Am. Phys. Soc. Ser. II, 2, 267 (1957).
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the conical hole lies in front of the gas target, so that the
inside surface of the collimating hole is not illuminated

by the direct neutron beam. The iron block is imbedded
in a large mass of concrete (3X4X4 ft), which serves to
prevent inscattering from neighboring samples and
sample supports and to reduce the general background.
The experiment testing the eGectiveness of this shielding
assembly showed that the concrete block and collimator
reduce background by a factor of 3.

The samples are in most. cases cylinders having a
diameter of 1 inch and a length of about 2 mean free
paths. The copper sample used in the determination of
background is also 1 inch in diameter and approximately
12 mean free paths long. The majority of the scattering
materials are of the highest purity available, in most
cases 99.9%%uo or better. Impurities were checked by
quantitative chemical analysis, and the possible exist-
ence of cavities in the materials was determined by
radiographing each sample. In the fabrication of most of
the samples, the materials were obtained oversized and
then machined to insure uniform diameter and parallel
ends.

The positioning of the samples is accomplished by
means of an aluminum cart moving perpendicular to the
neutron beam on a track mounted on a "power-strut"
framework. The cart carries ten vertical Bakelite tubes,
which support the individual samples. The cart, track,
and tubes are independently adjustable, enabling a
simple alignment procedure for all the samples placed on
the cart. A separation of approximately 4 inches be-

tween samples insures that the adjacent positions are
entirely free of the collimated neutron cone. The same
"power-strut" structure supplies rigid support for the
detector photomultiplier and preampli6er, thus elimi-

nating any relative disturbance between the sample and
the detector. The cart is driven by a continuous chain
coupled by a simple gear train to a Selsyn motor and
mechanical register and is remotely operated through
another Selsyn in the control room. The sample position

is known from the indication of a second register geared
to the control Selsyn.

Alignment of the samples is achieved by placing a
cathetometer approximately 10 feet behind the detector
along a horizontal line through the center of the target.
Along this line of sight, both ends of the collimator, each
sample, and the detector are carefully aligned. Following
the alignment of an individual sample, its corresponding
register reading is recorded and later optically rechecked
several times for reproducibility of position. A sample
can be remotely set to within 0.008 inch. Backlash in the
chain, gears, and Selsyn are negligible. A study of the
change in transmission as the sample eclipses the de-
tector shows that a misalignment of at least 8 inch in the
sample is necessary to increase the transmission by 1%%u~.

The detector is a —,™inch-diameter plastic scintillator
coupled to an RCA 6199photomultiplier tube by means
of a 3-inch tapered light pipe. Gain drifts in the photo-
multiplier and preamplifier due to changes in tempera-
ture are minimized by a water-cooling method described

by Ball, Booth, and MacGregor. "The remainder of the
electronics is essentially the same as that used by Ball
et al. '4 Output signals from the preamplifier are fed into
an amplifier (linear to within 1%in the voltage range of
the experiment), the output of which is fed to 5 dis-
criminator-sealer s.

The neutron beam is monitored by a counter identical
to the detector. The monitor is located directly above
the exit end of the collimator.

III. EXPERIMENTAL PROCEDURE

At the beginning of a set of runs of a given energy, the
first step is the selection of the appropriate bias settings
for the detector and monitor. The basis of this selection
is the shape of the recoil-proton pulse-height spectrum
from the plastic scintillators. Typically this spectrum
(Fig. 2) is nearly flat in its upper half but diverges

"Ball, Booth, and MacGregor, Nuclear Instr. 1, 71 (1957).
"Ball, Booth, and MacGregor, University of California Radia-

tion Laboratory Report UCRL-4790, 1956 (unpublished).
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rapidly in the lower half because of the large number
of gamma-ray and low-energy-neutron signals. The
low-energy-neutron contamination arises mainly from
d(d, pe)d and d(d, 2')p breakup in the gas target. The
lowest bias must not be so low that a significant contri-
bution of gamma rays and low-energy neutrons is
passed. It is found that setting the low bias at the point
where the pulse-height spectrum begins to depart from
Qatness is adequate. This is shown by an auxiliary ex-
periment in which the detected signals from gamma rays,
from low-energy neutrons, and from the monoenergetic
g.eutrons are differentiated by time-of-Right and their
relative strengths measured as a function of bias.
Figure 3 shows the time spectrum of detected particles
in the nominal 14-Mev neutron beam for two bias
settings. From time spectra such as these the curves in

Fig. 4 are constructed, showing the effective gamma and
low-energy-neutron contamination per detected "good"
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of transmission vs sample length were run on copper and
lead at 14 Mev. These curves were straight line ex-
ponentials as far as they could be followed (more than
two decades), but this method is not as sensitive as the
time-of-flight method for detecting beam contaminants.

Three discriminator scalers are set at the low bias, and
two others at a bias just below the upper end of the
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FIG. 3. Time-of-flight spectra of the nominal 14-Mev neutron
beam as seen by the ~2-in. diameter scintillator detector with two
discriminator settings.
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FIG. 2. The differential pulse-height spectrum from the —',-in.
diameter plastic scintillator detector exposed to the nominal 14-
Mev neutron beam.

neutron as a function of the fractional bias (ratio of the
bias to the maximum good-neutron pulse height) . At the
chosen bias the unwanted contribution in most cases is
less than 0.5% of the primary signal. The beam con-
taminants can either increase or decrease the measured
cross section, depending on whether their cross sections
are greater or smaller than that of the primary beam.
The amount of error depends also upon the length of the
sample. For example, a 1%1-Mev gamma contaminant
in a 14-Mev neutron beam will cause a 1.3% error in a
50% transmission lead sample but only a 0.5% error in
,a 2-mean-free-path sample. On the other hand, among
the very light elements, where neutrons attenuate faster
-than gamma rays, the shorter the sample the better in
this respect. In most of our cases the errors due to
contaminants are negligible, but in the cases of hydro-
gen, lithium, and beryllium at the lower energies we
have possible systematic errors of the order of —0.5 to
=1,0% due to gamma contaminants.

As another check of the experimental method, curves
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FIG. 4. Amount of gamma-ray and low-energy neutron beam
contaminants relative to the number of detected "good" neutrons
from the d —4 reaction as a function of the relative bias on the
—,-inch-diameter plastic scintillator. These are shown for the
nominal 7-, 10.5-, and 14-Mev neutron beams. For the 7-Mev
neutron beam there was no measurable low-energy neutron con-
taminant; the deuteron beam energy here is below threshold for
the d —d breakup reaction.
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TAsx.z I. Total cross sections in the 7- to 14-Mev range.

&n
Element Mev barns

En
Mev barns

O,f
barns

&n
Mev

&t
barns

&n
Mev

&t
barns

H
H
D
Li'
Ll
Be
C
C
F
F
Mg
Al
Al
Tl
Tl
Cr
Fe
Ni
Cu
Cu
Zn
Ga
Ge
Zl
Mo
Pd
Pd
Ag
Cd
Cd
Cd
In
In
Sn
Sn
Sb
Ta
W
Pt
Au
Tl
Pb
Bl
U235

U238

Pu239

7.17
7.01
7.01
6.83
7.12

1.32~0.02
1.92~0.02
2.02~0.02
1.75~0.02
0.79&0.01

7.01 1.54~0.03

7.17 1.70~0.03
7.01 1.99~0.02

7.01 3.25+0,04

7.05
7.05
7.05
6.83
7.10
7.05

~ ~ ~

7.05
7.05
7.09
6.83

3,50~0.04
3.62~0.04
3.68~0.04
3.83~0.04
3.83~0.04
3.91&0.03

~ ~ ~

4.01~0.04
4.19~0.04
4.06~0.04
4.24~0.04

6.83 4.27~0.04
6.83 4.22~0.06
7.15 4.33~0.05

6.83 4.25~0.05

6.83 4.21~0.04
7.15 4.29~0.04
7.01 4.28~0.04
7.05 5.27~0.11
7.05 5.37~0.05
6.83 5.73~0.08
7.05 5.72~0.05
7.15 5.53w0.05
7.17 5.86&0.06
7.01 6.02&0.06
7.05 6.84~0.07
7.05 6.84a0.07
7.05 6.83+0.06

7.17 1.24~0.02 8.77 1.04~0.01

8.77
8.54
8.54
8.57
8.77

1.12~0.01
1.75~0.03
1.81~0.02
1.68~0.02
1.05~0.01

8.77 1.69~0.02

8.54 1.73~0.02
8.68 1.79~0.02

8.68 2.97~0.03

8.69 3.12~0.03
8.70 3.29~0.04
8.70 3.43&0,03
8.62 3.64~0.03

8.54
8.68
8.54
8.68
8.61
8.67

3.78~0.04
3.89~0,04
3.96~0.04
4.30~0.04
4.24+0.04
4.41~0.04

8.57 4.41~0.04
8.62 4.44~0.04

8.68
8.67
8.67
8.57
8.66
8.54
8.67
8.67
8.67
8.67
8.67

4.48~0.04
5.06~0.10
5.17~0.04
5.21~0.05
5.19+0.04
5.28~0.05
5.38~0.04
5.41a0.05
6.12~0.05
6.21~0.05
6.32~0.05

8.68 4.45+0.04

8.60 4.48~0.03

10.42
11.13
11.13
11.18
11.18
10.24
10.40
11.13
10.40
11.13
10.46
10.46

11.18

11.18
10.22
10.22
10.36
11.18
10.46
11.17
10.46
10.38
10.22
10.27

10,40
10.35
11.13

10.38

10.35
11.18
10.36
10.27
10.25
10.40
10.40
11.13
10.38
10.38
10.74
10.74
10.74

0.94~0.02
0.88&0.02
1.02~0.02
1.65~0.02
1.64+0.02
1.66~0.02
1.12~0.01
1.42~0.01
1.74+0.02
1,71~0.03
1.64+0.02
1.69~0.01

2.62~0.03

2.75~0.03
3.12&0.03
3.27&0.03
3.46w0. 02
3.35~0.04
3.58~0.03
3.64~0.03
3.81~0.03
4,32~0.04
4.28w0.04
4.45~0.04

4.49~0.04
4.54~0.04
4.59a0.04

4.62+0.04

4.65~0.04
4.74~0.05
4.69~0.05
5.15&0.10
5.21a0.05
5.13&0.05
5.12~0.05
5.10~0.05
5.21&0.05
5.22~0.05
5.73~0.06
5.89~0.06
5.88&0.06

13.13
12.63
12.63
12.63
13.13

0.88~0.02
1.53~0.02
1.55~0.02
1.56~0.01
1.41~0.02

13.13 1.76~0.03

12.70 1.67~0.02
12.70 1.77~0.02

12.70
13.13
12.30
12.30
12.30
12.27
12.60
12.63
12.67
12.43
12.70
12.43
12.30

12.43
12.30
12.70
13.13
12.43

2.48~0.03
2.44~0.03
2.63~0.03
2.83~0.03
2.96~0.03
3.19~0.04
3.12~0.03
3.27&0.03
3.42~0.03
3.48~0.04
4.15a0.04
4.17~0.05
4.45~0.04

4.44~0.05
4.55~0.05
4.52~0.06
4.58+0.05
4,64+0.04

12.70 4.69~0.05

12.30
12.43
12.30
12.43
12.43
12.70
12.49
12.49
12.67
12.67
12.67

4.73~0.04
5.16&0.10
5.30&0.05
5.22~0.07
5.22~0.05
5.19&0.06
5.22~0.04
5.19&0.05
5.75~0.06
5.78~0.06
5.82~0.06

13.13 0.76~0.02 14.02 0.72~0.01

14.01
13.98
13.99 .

14.11
14.01
14.37
13.97
14.31
14.07
13.97
14.39
13.97

0.86~0.02
1.45~0.02
1.50~0.02
1.51~0.02
1.31~0.01
1.31~0.02
1.76~0.02
1.71~0.04
1.79%0.02
1.75~0.02
1.76&0.02
2.35~0.02

14.07
14.50
14.07
14.50
14.50
14.11
14.50
14.11
14.02
14.50

3.11~0.03
3.18~0.03
3.34~0.03
3.93~0.04
3.96~0.04
4.29~0.05
4.26~0.04
4.39~0.04
4.51a0.04
4.41~0.05

14.11 4.62~0.05
14.45 4.56~0.05
14.03 4.66~0.04

14.37
14.45
14.25
14;11
13.97
14.07
14.25
14.37
14.25
14.25
14.25

4.68~0.05
5.28&0.11
5.40~0.06
5.38~0.04
5.38~0.05
5.45~0.06
5.42a0.06
5.44~0.05
5.79~0.07
5.90~0.05
5.83~0.08

14.25 2.42~0.02
14.50 2.54~0.03
14.48 2.70~0.03
14.03 2.95~0.02

primary spectrum. This use of five discriminator scalers
on the detector and a similar set, similarly biased, on the
monitor provides considerable protection against drifts
in bias. The two bias settings permit use, when neces-
sary, of the "window" method of compensation for
electronic gain changes (Appendix I).

The deuteron beam energy is determined by differ-
ential range measurement at the beginning of a set of
runs of a given energy, at the conclusion, and at any
time there is an indication that the energy has drifted.
The deuteron energy is determined by range in alumi-
num (to &1 mg cm '), which is converted to deuteron

energy by Aron's range-energy relation. '5" The neutron

energy is determined from the kinematics of the d —d
reaction, using the energy of the deuteron in the middle

'5 Aron, Ho6'man, and Williams, U. S, Atomic Energy Com-
mission Report AECU-663, second revision (UCRL-121) (1949).

Bichsel, Mozley, and Aron, Phys. Rev. 105, 1788 (1957).

of the gas target —i.e., corrections for energy loss in the
target foil and in one-half of the target are applied.
Foyer and Brolley's tables' are used to find the neu-
tron energies. The uncertainty in neutron energy due to
uncertainties in range measurement and in the range-
energy relation is about 1%. The spread in neutron
energy is about ~170kev at 7 Mev and &70 kev at 14
Mev, due to gas-target thickness.

The routine procedure consists of alternate open-
beam and sample runs. The two open-beam runs pre-
ceding and following a sample are combined with the
sample run in the computation of the cross section. The
background is determined in a similar way with an 18-
inch sample of copper, whose direct transmission is less
than 10 ' at every energy used. Typical open-beam
counting rates for the detector are 100 counts/sec.

"J.L. Fowler and J. E. Brolley, Revs. Modern Phys. 28, 103
(1956).
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nucleus" model. The smooth curves are merely averages through the experimental data.
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Wong" and of Coon et al." and at 7 Mev of Beyster
et a/. 20 Figure 6 shows that the total cross sections pre-
dicted by this theory fit the experimental points within a
few percent for all the elements heavier than mag-
nesium, despite the fact that the curves do not have
simple energy and mass dependence.

The deviations of these cross sections from the old,
approximate rule, 0 ~= 2s.(R+)1)', have some interesting
regularities, as is shown in Fig. 7. Here we have plotted
the ratio 0 ~/s. (R+)()', where K is the neutron deBroglie
wavelength divided by 2m, and E, the nuclear radius, is
taken as 1.4A&Xj.0 " cm. The smooth curve drawn
through the experimental points oscillates about the
value 2.0 and moves steadily up the nuclear-radius scale
as the energy increases.
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APPENDIX I. BIAS WINDOW METHOD OF
COMPENSATION FOR GAIN CHANGES

If one is counting a portion of a spectrum of pulse
heights by means of a single pulse-height discriminator
(integral bias method), changes in the over-all gain in
the detection system (ahead of the discriminator) will

change the fraction of pulses of the spectrum which are
counted. We shall describe a two-bias method which
compensates, to first order, for such gain changes.

Consider a source of pulses whose amplitude spectrum
is given by f(h) (pulses per unit pulse height per sec).
Let it be normalized:

f(h)dh=1.

The pulse source is followed by amplification of gain g
which transforms the spectrum f(h) into the spectrum
qh(p), where

p=gh,

4(p) = f(h)dh/dp= (1/g)f(p/g).

An integral discriminator set at pulse height b will have
a counting rate given by

The change in count rate C b due to a change in gain Ag

"Gardner, Anderson, Nakada, and Wong, Bull. Am. Phys. Soc.
Ser. H, 2, 233 (1957);Phys. Rev. (to be published).

"Coon, Davis, Felthauser, and Nicodemus, Bull. Am. Phys.
Soc. Ser. II, 2, 233 (195/); Phys. Rev. (to be published).~ Beyster, Walt, and Salmi, Phys. Rev. 104, 1319 (1956).

0
0

PULSE ME IGHT, p

Fro. 8. An example of a pulse-height spectrum.

is given by

c,= (ac,/~g) ~g =f(b/g) (b/g ) gg =y(b)

Now consider a system with two discriminators set at
b& and b2, b2) b&. We desire to form a quantity which
will be independent of small gain changes. Let

'N:—Cby —QCb2)

where 0. is a parameter yet to be determined. We require

r)tt'/Bg= 0= (1/g) Lb' (br) —rr bye (bs) g.

n= br'(bt)/by(bs).

As a simple example, consider a pulse-height spectrum
that has the same amplitude at the bias points b~ and b2

(Fig. 8) .If bs is, say, twice br, then n is s, and the count-
ing rate in the "window" thus formed is

m= Cbg ——,'Cbg.

If b2 is near the upper end of the spectrum, we see that
the corrective term —,'Cb~ is s'mall relative to Cb~, so that
the statistical error in m is not seriously larger than that
in Cbg.

In our total-cross-section experiment we regularly
employed two biases so that this "window" method
could be used in reducing the data to eliminate the e8ect
of unknown changes in gain. We observed on a few
occasions when gain drifts were suspected that this
window method greatly improved the reproducibility of
our data. However, by and large, our gain stability was
good enough that the window method was not necessary.

APPENDIX II. OPTIMUM SAMPLE LENGTH WITH
RESPECT TO COUNTING STATISTICS

AND INSCATTERING

In choosing the optimum length of a sample for
measurement of total cross section by transmission, we
consider first the total uncertainty due to counting
statistics in the number of detector and monitor counts
when counting with the sample in, the sample out, and
the long copper bar in the beam (background).

The transmission of the sample is given by

T= (d.—d~)/(ds —d~),
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where d =D,/M„ the ratio of detector to monitor
counts for measurement with the sample in, and sub-
scripts 0 and 8 designate "sample out" and "back-
ground. "

From the cross-section formula

o.,= —(1/nt) lnT,

where n/ is the number of nuclei per cm' of beam, we get
by di8erentiation

1
[

Adp Ad,

so il I itp —dii d& —dii

Let a be the detector count rate with the sample out,
t the total counting time per sample, 0. the fraction of
time for counting with sample out, P the fraction with

sample in, and y the fraction for background. If one
alternates sample-in and sample-out, one has the sum
of two successive sample-out counts for Dp, if, further-
more, we count background once for, say, every ten
samples, D~ is electively the sum of 10 background
counts, each counted for the time yt. Thus we can write

op= 2nat,

d,—d~ dp —d~
DB 10(dB/dp)7«

(Aa )
i

gt
&o, JfAoip 2'

1+do

n+P+V=1,
Combining statistical errors in the usual way, using

D =- /D etc and substitutin for d we can re rite and the error formula can be written as

this as

[1+do

(eo-,l)'(1—dpi/do)' Dp

P'+ (1 T)da/do j'(—1+do)T+ (1 T)da/do)}—

(eo,l)'(1—dii/dp)' 2n

LT+ (1 T)dpi/d p]f1+—do[&+ (1 T)dpi/do])—

t' 1 ) dii 1+dii

ET ) do 10'
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FIG. 9. Square of the relative statistical error times running
time vs sample length for various background ratios. The curves
are computed for sample-in, sample-out, and background counting
times to be in the ratio 7:2:1.

The problem now is to minimize the quantity
(Do. /io. ,)' «with respect to the four parameters mp. ,t, n, p,
and y for various conditions of background dii/dp and
detector-to-monitor ratio d'p. The resulting optimum is

fairly insensitive to dp, and in the calculations we let dp

be 0.5, which is typical of our experimental conditions.
We found the optimum parameters for various back-
ground ratios by first fixing the number of mean free
paths eo, l at 2 (on the basis of rough calculation) and

varying a, P, and y, where P = 1—n —p. This showed for
all the background ratios dii/dp ——0.01, 0.03, 0.05, and
0.10 that (6 / 0)'0«was a minimum near n=0.2,
P=0.7, and p=0.1 and that changing n and y by 50%
from their optima increased (Do. ,/o i)'at by only 10% or
less. Since the error function is so insensitive to the
exact values of n, P, and y (as long as they are approxi-
mately optimum), only this one set of optimum n, P, and

y was used in the next step, the calculation of optimum
No &l for fixed n, P, and y. The result of this calculation
is shown in Fig. 9. The plot shows that the optimum
sample length for moderate backgrounds (1 to 5%) is
close to 2.0 mean free paths. (We therefore did not re-
optimize n, P, and y.) The ordinate can be read as
proportional either to the square of the statistical error
for a given running time or to the running time for a
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in general,

A ) (e ' 'q (nl~ ' (o.(0) y

t.R,sL') E 2 ) &X) (2o.t)

where

I„=E P„f„(for0=1, 2, ),
R,'I.'

( nl) " 1 o.(0)
f-=

E A. ] ~z!'

ED and E, are the distances of the detector and the
sample, respectively, from the neutron source (see
Fig. 1), L the sample-to-detector distance, A the cross-
sectional area of the sample, l the sample length (which
is small relative to R~, R„and L), X the total mean free
path, o (0) the elastic scattering cross section per
steradian at 0', o-,~ the integrated elastic scattering
cross section, o. the ratio of elastic to total cross sections
(and is on the order of —,'), and E is some constant. P„is
the probability that a neutron will traverse the sample
and make just n elastic collisions; this expression as-
sumes that the elastic scattering pattern is peaked
su%ciently forward that the paths of the scattered
neutrons remain reasonably parallel to the beam axis.

"M. K. Rose and M. M. Shapiro, Phys. Rev. 74, 1853 (1948)."K. M. McMillan and D. C. Sevrell, U. S.Atomic Energy Com-
mission Report MDDC-1558, 1947 (unpublished).

given statistical error. For our background (1 to 2%), a
1-mean-free-path sample would have required twice the
running time as our 2-mean-free-path samples, for the
same relative statistical error in cross section.

If the background contains a systematic uncertainty,
the considerations are somewhat diferent, of course. In
our experiment we felt that the systematic uncertainties
in background were relatively unimportant.

Our conclusions on optimum sample length and rela-
tive counting times are very close to the results of Rose
and Shapiro"; their analysis, however, differed from
ours in that it did not include any statistical error due to
a monitor and did not lump together counts from more
than one run for the counts Do and D~.

Another factor that can inhuence the choice of sample
length is the inscattering effect, i.e., the increase in
detector counts due to those neutrons which have
scattered elastically one or more times in the sample and
are then counted in the detector. Following the method
of McMillan and Sewell, "we write the intensity of
neutrons striking the detector after having made just n
elastic collisions (m=0, 1, 2, ) as

(EqI,=/ - fe
—""

EgD'

(nip (o(0)y
tR'L') l X) ( o., )

This assumption is a reasonable one for our geometry
and neutron energies and, furthermore, is conservative
in the sense that it slightly overestimates the inscattered
contributions. f„ is the fraction of e-times-scattered
neutrons per steradian at zero degrees to the beam axis.
Since the width of the elastic pattern increases about as
n', the central intensity must decrease approximately
asm '.

The fraction by which the transmitted beam is
systematically increased by this inscattering eBect is
given by

AT 1 (ARns ) o (0) (nlrb 1

T Is a=I E LsR82 ) oat n=t ( 7t ) ~!~„i

The corresponding relative correction to the measured
total cross section is

1 (ARD'y o(0) (nl~" 1

o, mo, l EL'RPs) no, ~=r EX) e!n

(ARD'l o(0) (nil 1 (nil '
1+-:i —I+—

t
—

I

gLsR,.s) o, (lt) 1g(X)
n 1—

~ ~ ~ ~ ~ ~

~!~ E7, )
For reasonable sample lengths the series converges
rapidly. (For this reason one is not greatly concerned
about the crudeness of the approximations involved in
the higher order terms. )

Note that the inscattering correction to the measured
total cross section is almost independent of the sample
length. For example, the correction for a 2™mean-free-
path sample is only about 30% larger than for a
vanishingly thin sample. Since in our experiments this
inscattering correction was only on the order of 1%, we
would not have improved matters appreciably by using
smaller sample lengths.

Measured values of o (0) and o ~ exist for some elements
at a few energies in our range, but for our purposes they
are not complete enough. If one takes the theoretical
expressions" o (0)= (kR+1)'/4k' and o ~ 2s (R+X——)',
the ratio o (0)/o & can be written as (kR+1)'/Ssr. Here R
is the nuclear radius, and X=—1/k is the de Broglie
wavelength of the neutron times 1/2s. . For R we used
1.4 3"X10 ' cm. This theoretical ratio agrees quite well
with several measured values at 7 and 14 Mev, so that
we had con6dence in applying it to all of our inscattering
corrections.

Measured values of n=o, t/o. ~ are close to 0.5 (within
&20%) at both 7 and 14 Mev. Since in our typical
situation a 20% change in n causes only a 6% change in
the inscattering correction, we let n be 0.5 in this
correction.
"Feld, Feshbach, Goldberger, Goldstein, and Weisskopf,

U. S.Atomic Energy Commission Report NYO-636, 1951 (unpub-
lished).
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Putting X~=90 in. , L=30 in. , E,=60 in. , A=0.786
in. ', and l/)i=2, we get

)Ao, q pkR+1q '
=0.26X10 '(

~ & t ~ inscatter & g

To check this experimentally, we placed a detector just
outside the neutron cone (and near the normal detector

position) and compared its counting rate with and
without a 2X copper sample in the neutron beam. This
geometry was slightly, but not importantly, different
from the inscattering situation in our transmission

experiments. The measured inscattering agreed with the
theoretical (modified slightly for the changed geometry)
well within the statistics, which were only &40%.
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Possible Analogy between the Excitation Spectra of Nuclei and Those
of the Superconducting Metallic State

A. BQHR) B. R. MoTTELsoN) AND D. PINEs*

COPenhagen, Denmark

(Received January 7, 1958)

The evidence for an energy gap in the intrinsic excitation spectrum of nuclei is reviewed. A possible
analogy between this effect and the energy gap observed in the electronic excitation of a superconducting
metal is suggested.

HE nuclear structure exhibits many similarities
with the electron structure of metals. In both

cases, we are dealing with systems of fermions which

may be characterized in 6rst approximation in terms of
independent particle motion. For instance, the sta-
tistical level density, at not too low excitation energies,
is expected to resemble that of a Fermi gas. Still, in
both systems, important correlations in the particle
motion arise from the action of the forces between the
particles and, in the metallic case, from the interaction
with the lattice vibrations. These correlations decisively
infiuenc0 various speci6c properties of the system. We
here wish to suggest a possible analogy between the
correlation eIIfects responsible for the energy gaps found
in the excitation spectra of certain types of nuclei and
those responsible for the observed energy gaps in
superconducting metals.

We first briefly recall the evidence for an energy gap
in the spectra of nuclei, and shall especially consider
nuclei of spheroidal type. The single-particle level
spectra for such riuclei exhibit a particularly close
similarity to that of a Fermi gas, since the degeneracies
characterizing the particle motion in a spherical
potential are largely removed by the distortion in the
shape of the nuclear field. The levels remain doubly
degenerate, and their average spacing may be most
directly obtained from the observed spectra of odd-A

nuclei. These exhibit intrinsic states which may be
associated with the diferent orbits of the last particle,
and the observed single-particle level spacing is ap-

proximately'

6=50A ' Mev,

where A is the number of particles in the nucleus.
If the intrinsic structure could be adequately de-

scribed in terms of independent particle motion, we
would expect, for even-even nuclei, the 6rst intrinsic
excitation to have on the average an energy —,'5, when
we take into account the possibility of exciting neutrons
as well as protons. Empirically, however, the first
intrinsic excitation in heavy nuclei of the even-even
type is usually observed at an energy of about 1 Mev
(see Fig. 1). The only known examples of intrinsic
excitations with appreciably smaller energy are the
E=O—bands which occur in special regions of nuclei,
and which may possibly represent collective octupole
vibrations. '

Such an energy gap between the ground-state and
6rst intrinsic excitation indicates an important de-
parture from independent-particle motion, a departure
arising from the residual forces between the particles.
In lowest order, such forces give rise to a pairing eftect,
since the attractive interaction is expected to be
especially strong for a pair of particles in degenerate
orbits. This eftect implies a shift upwards, relative to
the ground state, of states involving the breaking of a
pair. However, to this order, one still expects that levels
corresponding to the simultaneous excitation of two
particles remaining as a pair will have an average
energy spacing of about 6. Such low-lying E=O bands

*National Science Foundation Senior Post-Doctoral Fellow on ' B.R. Mottelson and S. G. Nilsson (to be published); F. Bakke
leave of absence from Princeton University, Princeton, New (to bepublished).
Jersey, 195'?—1958. s See, e.g. , K. Alder ei al. , Revs. Modern Phys. 28, 432 (1956).


