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Schawlow and Townes have made a theoretical calculation of
the perturbing effect of the 6nite size of the nucleus on the
L»—Lzzz x-ray doublet splitting in heavy elements. Combined
with approximate calculations by Christy and Keller of the un-
perturbed splitting for the case of a point nucleus, comparison of
this theory with such experimental values of the splitting as were
then available led to an anomalously large value of nuclear radius,
R=rpd& with r0=2.1X10 " cm. Schawlow and Townes offered
the suggestion to account for this that quantum electrodynamic
effects probably modify the Gne structure in much the same way
as an oversize nucleus. The present investigation was undertaken
to improve on the precision of the x-ray measurements yielding
the Lzz-Lzzz lne structure splitting and to incorporate into a new
comparison between theory and experiment the recent vacuum
polarization correction of Wichmann and Kroll. The measure-
ments of the Lzz—Lzzz splitting for W, Pt, Bi, Th, U, and Pu are
based on two-crystal spectrometer determinations of the Bragg

angles of the Lo.2 and LP& x-ray lines of these elements, Techniques
of measurement and corrections for vertical divergence and crystal
diffraction pattern asymmetry leading to a relative precision
(relative standard deviation) in the splitting of about 50 parts
per million are described. A comparison is made with the data
used by Schawlow and Townes, and a discrepancy is.found in
several earlier wavelength values which may account partly for
the large value of ro obtained by them. A comparison of the
theoretical to the present experimental values of the splitting,
assuming no quantum electrodynamic effects, yields a value of
r0=1.08)(10 " cm. When corrections are made for vacuum
polarization and a nuclear radius of ro= 1.2&10 "cm, a compari-
son with experiment shows that a discrepancy remains which is
then used to evaluate an empirical correction term. The sign,
magnitude, and Z dependence of this term suggest that the re-
maining discrepancy might arise principally from the Lamb
shift effect.

I. INTRODUCTION

HE recent experiments in high-energy electron
scattering' and mesonic x-rays' have indicated

that the nuclear charge distribution probably consists
of a central region of uniform density with an extended
"tail" at the periphery of the latter and with a root-
mean-square radius of E=roA&, where A is the atomic
mass number and ro—1,.2)&10 " cm. ' Cooper and
Henley4 and Ford and Hill' have compared these and
other methods yielding information on the nuclear
charge distribution and find, with one exception, that
the results of the various experiments are consistent
with this value of ro.

*Work supported by the U. S. Atomic Energy Commission.
t Based on a Ph.D. thesis submitted by R. L. Shacklett, Cali-

fornia Institute of Technology, 1956 (unpublished).
f Present address: Department of Physics, Fresno State College,

Fresno, California.
'Hofstadter, Hahn, Knudsen, and McIntyre, Phys. Rev. 95,

512 {1954).
s V. L. Fitch and J. Rainwater, Phys. Rev. 92, 789 (1953).
3 Hill, Freeman, and Ford, Phys. Rev. 99, 649(A) (1955).
4 L. N. Cooper and E. M. Henley, Phys. Rev. 92, 801 (1953).' K. W. Ford and D. L. Hill, Phys. Rev, 94, 1630 (1954).

This exception is the value of ro obtained by Schaw-
low and Townes. ' Using the method of Broch, ' they
have calculated the change in the electronic energy
levels due to finite nuclear size. A correction term for
the 2Pi —2p, (Lii—Lzii) fine structure splitting was
evaluated and added to the splitting formula of Christy
and Keller' which had been derived by assuming a
point nucleus. A comparison of the theoretical fine
structure splitting (without the nuclear size correction)
with measured values obtained from the tables of
Cauchois and Hulubei' showed a systematic deviation
for large atomic number which had a direction and
order of magnitude predicted by the nuclear size eGect
theory. Under the assumption that the deviation was
due entirely to the 6nite nuclear size, Schawlow and

A. L. Schawlow and C. H. Townes, Phys. Rev. 100, 1273
(1955).We wish to thank the authors of this paper for providing
us with a copy of the unpublished manuscript which formed a
basis for planning portions of the present measurements.

r E. K. Broch, Arch. Math. Naturvindenskab 48, 25 (1945).
8 R. F. Christy and J. M. Keller, Phys. Rev. 61, 147 (1942).
Y. Cauchois and H. Hulubei, Longlelrs d'Onde des omissions

X et des Discontinuities d'Absorption X (Hermann et Cie, Paris,
1947).
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Townes evaluated the nuclear size correction parameter
by a least-squares 6t of theoretical and experimental
values and obtained a value of rp = (2.1+0.2) )&10 "cm.

Inasmuch as the evidence in favor of the smaller
value for rp (1.2X10 " cm) is now very strong, it has
been suggested"" that quantum electrodynamic ef-
fects such as vacuum polarization and the "Lamb
shift" probably modify the fine structure splitting to
such an extent that the correction in terms of a fictitious
nuclear size requires an unusually large value of ro. The
contribution of vacuum polarization to the Lir-Lire
x-ray level splitting has been calculated recently by
Wichmann and Kroll." It is possible, therefore, to
make a correction for this eGect and for the eGect of a
nuclear radius with ro ——1.2)&10 " cm. Any remaining
discrepancy between theoretical and measured values
of the Lrr —Lrrr splitting could therefore be attributed
to Lamb shift eGects and possibly small residual errors
in the point-nucleus expression of Christy and Keller.

The existing x-ray data used by Schawlow and
Townes evidently contain random errors of about
0.05/q as indicated by Fig. 5 of their paper. It is clear
that an increase in precision of the x-ray measurements

by a factor of ten would make possible more definitive
conclusions based on the fine structure anomaly. At the
suggestion of C. H. Townes, the present investigation
was undertaken to improve on the precision of the x-ray
data entering into the Schawlom-Townes theory.

The Lrr—Lrri energy level diGerence can be measured
in several diGerent ways, each having its own set of
experimental diKculties. A direct determination of the
energies of the two levels can be made by absorption
edge measurements. This method is not suitable for
high precision work, however, because of the uncer-
tainties in the exact position of the "edge" introduced

by solid-state effects. The diGerence in energies of the
two levels can be obtained from several pairs of x-ray
lines. The Eo~—Ea2 doublet could be used, but the
relatively large energy of these lines introduces several
complications into an experiment; also the fact that
these lines have a rather large energy width compared
to L-series lines places limitations on their usefulness
as a precision measure of the level splitting. Six diGerent

pairs of L-series lines might be used, but because Quo-

rescent sources were employed intensity considerations
were acutely important and hence only the LP& Ln2-
pair proved to be suitable for this type of mork.

Using tmo-crystal spectrometer techniques, we have
made precision measurements of the Bragg angles of
the LP& and Lu2 x-ray lines of the six heavy elements

W, Pt, Bi, Th, U, and Pu. The values of the Lri—Lire

6ne structure splitting calculated from these data have

an accuracy of about 50 parts per million, roughly ten

times the accuracy of previous measurements. A com-

parison of the transition energies of the lines calculated

"C.H. Townes, Phys. Rev. 94, 773 (1954)."E.H. Wichmann and N. M. Kroll, Phys. Rev. 101,843 (1956).

from the present data with those calculated from the
tabulated wavelengths' reveals a possible systematic
error in the earlier measurements of the Lo.2 wavelengths
for several elements of high Z. This error is in such a
direction as to yield a value of the 6ne structure split-
ting for these elements which is too small. Thus the
large value of ro obtained by Schawlom and Townes
may be due partly to this supposed error, since the
eGect of finite nuclear size is to decrease the level
splitting.

The improved precision of the measurements makes
it possible to evaluate an empirical correction term for
the Lamb shift effect under the assumption that the
point-nucleus expression contains no errors. Work is at
present under way by S. Cohen to recalculate the
Lrr —Lirr splitting to higher accuracy than mas attained
by Christy and Keller.

IL EXPERIMENTAL

X-Ray Sources

In view of the fact that commercial, sealed oG x-ray
tubes with targets of the requisite high atomic numbers
are either difBcult or impossible to obtain, it was de-
cided to use the Quorescent-type source. It was felt
that, for work of the high precision here required, de-
mountable x-ray tube sources would hardly aGord the
requisite stability of intensity. In any case, plutonium
could not have been made available to us for use as an
x-ray tube target. In an experiment similar in several
respects to the present one, Rogosa and Schwarz"
found that a Quorescent source gave sufhcient intensity
for precision measurements, and their success encour-
aged us to try it.

The six elements studied are all available in the
metallic state and hence are easily mounted in the form
of a Rat strip or plate on an aluminum holder. The
holder design is shown in Fig. 1 and has the feature that
the Quorescent radiation can be seen both by the spec-
trometer and by a monitoring Geiger counter positioned
oG to one side. The holder accommodates Rat strips of
metal about ~ in. &(2~ in. The plutonium source, "
because of its toxic properties, was "sandwiched"
between two aluminum protective plates. The top
plate was provided with a windom, covered with 6-mil
aluminum foil, whose opening was the size of the Pu
strip.

The exciting radiation mas obtained from a Machlett
type OEG—50T high-intensity tungsten-target x-ray
tube. The tube was positioned over the Quorescer so
that the tube window was parallel and as close as
practicable to it. X-ray tube power mas obtained from
a Phillips water-cooled diffraction unit with regulated
primary voltage.

'~ G. L. Rogosa and G. Schwarz, Phys. Rev. 92, 1434 (j.953).
"We wish to acknowledge the cooperation of Dr. Eric Jette at

the Los Alamos Scientific Laboratories under whose direction this
Pu sample was prepared.
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As a precaution against errors arising from variations
in intensity of the source during measurements on a
spectral line, counts from the monitoring Geiger counter
were fed into an electromechanical sealer which could
be preset to any given total number of counts. The
counting time interval was controlled by this sealer so
that if the source intensity dropped or rose slightly
during measurements at a particular spectrometer
setting, the time interval would be lengthened or
shortened to compensate for the change in intensity.

The source, x-ray tube, and monitor with its shielding
were mounted on a thick steel base plate and enclosed
in a lead-lined box. The box was provided with adjust-
able vertical and horizontal slits immediately in front
of the source holder. Pin-hole photographs of the
Quorescer indicated that its intensity was essentially
uniform in both the horizontal and vertical directions.

FROM
X-RAY TUSE

~o

Cp~

~ 7g

FIG 1 The fluorescent source holder The x ray tube window
is positioned just a few cm above the slanting surface so that the
exciting radiation is essentially normal to the source plane.

Spectrometer

The two-crystal spectrometer used in these investiga-
tions was designed by one of us and is described in some
detail elsewhere. '4 Additional discussion related to the
use of the instrument by W. J. West in a precision
determination of the wavelength of the %En~ line
may be found in a paper published in 1949."Briefly,
the instrument is provided with four independent mo-
tions of rotation actuated by worm wheel drives which
permit L(a) and (b)$ precision settings of the two crys-
tal tables to a few tenths of a second of arc, (c) angular
setting of the instrument as a whole about an axis
coincident with that of crystal A relative to the primary
x-ray beam, and (d) angular setting of the arm sup-
porting the x-ray detector about an axis coincident
with that of crystal B. The worm gears on which the
crystal tables are mounted have been specially lapped
and optically calibrated by methods described in an
earlier article. "

In the present investigation large calcite crystals
(2l in. on a side, 1 in. thick) were employed whose
reQecting surfaces were ground, polished, and etched
according to the technique of Manning. "The angular
widths of the parallel-position rocking curves obtained
with these crystals were found to increase approxi-
mately linearly with wavelength and with a width at a
given wavelength about 2 seconds of arc wider than
predicted by the theory for perfect calcite crystals.
Hence these crystals probably deviate slightly from
perfection because of a residual surface mosaic structure
produced by grinding which possibly could have been
removed by continued careful polishing and etching.
However, it was thought best not to attempt to achieve
a slight gain in resolving power with the attendant
decrease in luminosity when the usefulness of the

' J. W. M. DuMond and D. Marlow, Rev. Sci. Instr. 8, 112
(1937)."Watson, West, Lind, and DuMond, Phys. Rev. 75, SOS (1949)'.

'6 K. V. Manning, Rev. Sci. Instr. 5, 316 (1934).

crystals in precision wavelength determinations would
not be materially improved.

The temperature of the spectrometer and crystals
was maintained at a desired value to within about
0.2'C by means of electrical room heaters controlled by
a I enwal Thermoswitch. An aluminum isothermal heat
shield was placed over the crystals to prevent air cur-
rents from causing temperature changes in the grating
constant of that part of the lattice in the reQecting
surfaces. Windows in the heat shield covered with -„-mil

Mylar allowed passage of the x-ray beam with negli-
gible loss due to absorption.

Detector

The x-ray detector used in this work. was a NaI
scintillation crystal mounted in its holder on the face
of a DuMont 6292 photomultiplier tube. The detector
was fabricated by Robert Swank of the Argonne Na-
tional Laboratories and consists of a round, thin
(about 0.1 in. ) wafer of NaI which is mounted in a
holder having a beryllium window for the x-rays and a
glass window for the light output. The tube and crystal
were enclosed inside a brass cylindrical housing pro-
vided with a light-tight paper window for the x-rays.
On this same housing was mounted the detector slit
system consisting of a pair of horizontal and vertical
slits defining a rectangular aperture about —,

' in. wide
by —, in. high. The slit sizes were changed for dif'ferent
x-ray lines depending on the Bragg angle and the usable
height of the source. The whole assembly was mounted
on the detector support arm of the spectrometer which
also held a preampli6er for the photomultiplier tube
output.

Conventional electronics was used in the remainder
of the detecting system: a linear amplifier, a pulse-
height analyzer, and a sealer. The pulse-height analyzer
was used to eliminate background arising from photo-
tube and amplifier noise and from cosmic rays. With no
special techniques being used, it was possible to detect
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TABx.z I. Results of Mo En& Bragg angle measurements,
uncorrected for vertical divergence,

Run 180 +2e

Worm
wheel Temperature

correction correction
&MAL ~e&

Bragg angle
e

R1
Rg
L2
L3

193' 25' 14.9//

193' 25' 14.5//

193' 25' 17.1//

193' 25' 17.0//

193' 25' 19.1//

—4.3//

4 3//

—5.0//

—5.0//

—8.0//

1.6//

1.7//

1.6//

1.7//

1.7//

6' 42' 36.9//

6' 42' 36.8//

6' 42' 37.7//

6' 42' 37.7//

6' 42' 37.3//

x-rays of energy as low as about 8 kev with a minimum

of background.

Procedure

rhp+hpq

( 24L2 )
(2)

where h~ and h2 are the heights of the two slits limiting
the angle of vertical divergence of the beam and L is
the distance between them. The mean value of the 6ve
measurements with its standard deviation is

0=6' 42' 35.9&0.2".

or vice versa. The correction 68„ is added to 180'+28
while the temperature correction, ' 60&, is added to 8.
The vertical divergence correction is the same for all
runs and amounts to 1.4 seconds as computed from
Williams' formula'8:

The remarkable agreement between this and Compton's
value of 8 LEq. (1)) may be somewhat fortuitous, but

Inasmuch as the calibration of the two precision
worm wheels which drive the crystals had not been
checked for several years, it was decided to make a
preliminary measurement of the Bragg angle of the
Mo En~ x-ray line. This particular line has been meas-
ured by many investigators, and its wavelength is
essentially a standard for the x-ray scale. The Bragg
angle for calcite has been measured by Compton"
using two-crystal spectrometer techniques; when the
vertical divergence correction of Williams" is applied,
the resultant Bragg angle as obtained by Compton is

it indicates that the crystals, worm-wheel calibration,
and techniques do not give rise to large systematic
errors and are probably reliable for precision wave-
length measurements.

In the case of the L-line investigations, four inde-
pendent determinations of the Bragg angles of the
LP~ and Ln2 lines were made for each of the six elements

by using two different regions of the crystal 8 worm
wheel. Measurements were made in the usual way by
advancing the spectrometer one or two seconds of arc

8=6'42' 35.9g" (at 18'C). (1) at a time over the parallel curve and 6ve or ten seconds

By making measurements of this angle in several
diferent portions of the worm wheel of crystal 8, the
accuracy of calibration could be checked as well as the
grating space of the calcite used in the present work.

Using a Quorescent Mo source, five independent sets
of measurements of the Bragg angle were made, each
measurement consisting in the complete delineation of
a parallel (1, —1) and antiparallel (1,1) curve. The
angular displacement between the centers of the two
curves is equal to 180'+28, where 8 is the Bragg angle
uncorrected for worm-wheel errors, vertical divergence,
and temperature. In some of the measurements the
beam was deviated to the left by crystal 3, and in
others to the right. We shall denote runs of the former
type by the letter L and runs of the latter type by the
letter E. Subscripts appended to these .letters dis-
tinguish the three different portions of the worm wheel
of crystal 8 that were used.

The results of the preliminary measurements on
Mo Ee~ are shown in Table I.The worm-wheel readings
required correction for worm-wheel errors. These were
taken from the calibration curves which had been
prepared by optical tests when the instrument was erst
constructed. '4 The worm-wheel correction, 68„, is equal
to the diGerence between the parallel position correction
and the antiparallel position correction; the sign is
determined by whether the antiparaHel angle is sub-
tracted from the parallel angle to determine 180'+28

'~ A. H. Compton, Rev. Sci. Instr. 2, 365 (1931)."J.H. Williams, Phys. Rev. 40, 636 (1932).

at a time over the antiparallel curve. At each setting,
the x-ray intensity would be determined by accumulat-
ing counts over a sufhcient time interval to obtain good
counting statistics. The time interval, of course, was
essentially the same" for all the points on a given curve.

For all the Lu2 lines and for the Pu LP~ line, the
intensity was too low to get the desired number of
counts at the peak (about 8000) in just one run over
the line. Therefore two and sometimes three runs were
necessary in order to make the time per run of reason-
able length. For example, a total of twelve hours were
required for the three runs over the Pu Ln2 line. The
temperature was maintained at a constant value to
within one or two tenths of a degree during the course
of a series of runs. In the parallel position, the intensity
was high enough so that the x-ray tube could be run
at reduced power. Under these conditions the tube
current was stable enough so that the use of the monitor
to compensate for intensity variations was not war-
ranted. The counting time interval was controlled by
the 60-cycle power-line frequency in.stead.

III. CORRECTIONS

In attempting to compensate partly for the low in-
tensity of a Quorescent source by using as broad a
source as possible, the disturbing effects of large vertical

19 The time interval, - being controlled by the monitor sealer,
would be subject to slight variations from point to point because
of possible variations in x-ray intensity and monitor counting
statistics. The time was recorded for each point and the counting
data normalized to counts per unit time.
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divergence are introduced. These effects are the
broadening and distorting of a spectral line and the
shift of the center of the line to longer wavelengths. In
this section we shall describe the analysis of this aberra-
tion and the methods used to correct for it. We shall
also discuss a correction for a less significant eRect,
namely, the shift in the center of the line due to the
well-known crystal diffraction pattern asymmetry first
predicted in Darwin's dynamical theory. "The shifting
effect of absorption in the source and air path on the
position of a spectral line (because of the slight varia-
tion in absorption coefficient across the line profile)
was also analyzed but was found to be negligible and
will not be discussed further.

Vertical Divergence

In what follows we shall refer frequently to "the
center point of a spectral line profile. " By this we shall
mean the center of a horizontal chord drawn across the
line at half maximum height.

The problem of the correction for the displacement
of the center of a spectral line due to vertical divergence
has been investigated by others. Williams" and Spencer"
give correction formulas for the eGect; Spencer's for-
mulas are based on the assumption that the center of
the spectral line will be shifted the same amount as the
center of gravity of the "geometrical window curve'"'
of the spectrometer. Allison" has shown the effect of
vertical divergence on a hypothetical "monochromatic"
spectral line by numerical evaluation and integration
of the two-crystal Prins diffraction pattern.

Under the normal requirements of precision in x-ray
spectroscopy, it is usually sufFicient to draw a smooth
curve through the observed points on the spectral line,
locate the midpoint (usually at half-maximum inten-
sity), and correct the results for vertical divergence by
using the appropriate formula. It was believed, however,
that the data obtained in the present work required a
more refined treatment inasmuch as the desired pre-
cision was somewhat greater. The plan was to fit the
observed points to a theoretical curve which would

"C. G. Darwin, Phil. Mag. 24, 325, 675 (1914).See also A. H.
Compton and S. K. Allison, X-Rays in Theory and Experiment
(D. Van Nostrand Company, Inc. , New York, 1935),pp. 376—399."R.C. Spencer, Phys. Rev. 38, 618 (1931).

2~ We here use the term "geometrical window curve" in the
same limited sense as the term "geometrical rocking curve" used
by Compton and Allison in their text (reference 20, pp. 735—737).
In this sense the geometrical window curve of the two-crystal
spectrometer describes the finite spectral intensity distribution
which, at a fixed crystal setting, the combination of two successive
crystal reflections would select solely because of the finite vertical
divergence or "cross fire" of the x-rays, all other. eKects tending
to impair the resolution being excluded. The shape of this geo-
metrical window curve depends therefore on the distribution of
x-ray intensity over the various directions of vertical divergence
and is hence dependent on slit geometry and on the geometrical
distribution of intensity as emitted by the extended source. A
more complete discussion of this and related matters has been
given in the thesis of one of the authors, R. L. Shacklett, Cali-
fornia Institute of Technology, 1956 (unpublished)."S.K. Allison, Phys. Rev. 44, 63 (1933).

take into account not only the shift in wavelength of the
observed spectral line but also its broadening and dis-
tortion as well. The analytical fitting of the data to a
theoretical spectral line profile makes it possible to use
the data more efhciently, an important consideration
when intensity is at a premium.

Our derivation of the theoretical line shape as
modified by the two-crystal spectrometer with finite
vertical divergence is based primarily on three as-
sumptions. (1) The original spectral line (as emitted
by the source) is assumed to have the shape of a witch. "
(2) The two-crystal Prins diffraction pattern under
conditions of zero vertical divergence is also assumed to
be sufFiciently well approximated for our purpose by
the shape of a witch. (3) It is assumed that the spectral
line shape which the spectrometer would give for non-
zero vertical divergence is the fold of the geometrical
window curve and the spectrometer line shape for zero
vertical divergence.

Assumption (1) is well justified both in theory and
experiment. "The main justification for (2) is that it
greatly simplifies the calculations. Actual comparison
of Allison's monochromatic two-crystal diffraction pat-
tern" with a witch having the same amplitude and
half-width (for the case of calcite at 1.537 A) indicates
that although the witch is slightly wider at the base
than Allison's curve the disagreement is not serious
enough to invalidate the assumption. The simplification
lies in the fact that a fold of two witches is itself a
witch whose half-width is the sum of the half-widths of
the two original witches. Assumption (3) is based on
the fact that since the effects of vertical divergence are
known to be small, the geometrical window can be
separated from the true diffraction pattern without
introducing appreciable error.

The two-crystal spectrometer geometrical window

curve for point and uniform sources has been discussed
elsewhere. ""For the case of the uniform source the
curve may be represented by the function

G()~')=L2P (X—)i')] &—('AQ ) ',

GP, ') =0, )i'(X; X'&X.
(3)

Here ) is the antiparallel spectrometer setting corre--

sponding to the Bragg equation A, =2d& sin8, 0 being the

Bragg angle made by a ray with zero vertical divergence
angle. The angle of maximum divergence, g, is related
to ), the mieimgnz wavelength that is transmitted
through the system, by the equation

(4)
24 The witch (sometimes known as the Cauchy distribution) has

the formula y=A(1+x'/o') ', with a being the half-width at
half-maximum.

~~ A. Hoyt, Phys. Rev. 40, 477 (1932); G. Brogren, Arkiv I'ysik
8, 391 (1954).

2' J. W. M. DuMond and A. Hoyt, Phys. Rev. 36, 1702 (1930);
M. Schwarzchild, Phys. Rev. 32, 162 (1928).
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WINDOW
CURVE

-3

X'

X

Figure 2 shows the geometrical window curve along
with the spectral line profile which would be observed
under the conditions of zero vertical divergence. We
shall let this profile be represented by the function

J(X—X.) =C[1+P.—X,)'/a'j —', (5)

where ), is the wavelength of the axis of symmetry of
this unmodified line. "

The spectrometer output curve (the "modified line" )
is given by

F(X,X„)= G(X')J(X'—A.)O.'.
»m

(6)

We shall make the substitutions

x= (X'—X,)/a, t= (X—X,)/a,
k= (X ~ )~=~ 4' '/2~ (7)

which reduce (6) to

FIG. 2. Curves representing the shape of the spectral line
(under the condition of zero vertical divergence) and the geo-
metrical window curve. The spectrometer is set at a wavelength X
corresponding to the Bragg angle 0. The lower scale illustrates the
significance of the dimensionless quantities x, t, and k.

The evaluation of the integrals in (8) is straight-
forward, but the resulting expression is rather complex
and not very illuminating. In order to obtain quanti-
tative information from the results, it was necessary
to plot curves of F(t,k) for several values of k. The
evaluation of the function for values of t in the range
—5 &/&5 and for eleven values of k up to k= 1.5 was
done by electronic computer techniques. '~ Large scale
graphs were plotted and measurements were made of
the half-width at half-maximum and the shift of the
center at half maximum. Figure 3 serves to de6ne these
two quantities, 7- and 6. The unmodified line is also
shown in the figure so that the eGect of vertical diver-
gence is clearly seen.

Graphs of 100(~—1) and 8 as functions of k are shown
in Fig. 4. The quantity 100(r—1) is the percent in-
crease in half-width of the curve since the half-width
of the original curve is unity. An attempt was made to
find a simple analytic expression for ~ as a function of
k, but it was without success. The 6 graph may be
expressed quite accurately, however, by the equation
8=k/6. The corresponding shift in wavelength is ka/6,
and when this is combined with the differential of the
Bragg law we obtained a correction formula for the
angle to be subtracted from the observed Bragg angle
to correct for vertical divergence:

58„=(1/Q„)ka tan8= (1/12) P ' tan8.

This result agrees with Williams' formula (2) when the
slit heights are the same.

The eleven graphs of F(t,k), besides providing in-
formation on wavelength shift and increase in width
of the modified line, formed a basis for evaluating
F(t,k) for any value of k not equal to one of the original
11 values. It can easily be shown that

gF=(ik ' tan 'k[t(t —k)+1] '—iF(t,k))LB/k. (10)

F(t,k) = ',Cy k-' (t-—x)—:(1+x')-'Cx, l

—-', Cy„k-' (1+x') 'dx. (8)

The physical interpretation of the quantities x, t, and
k follows easily from (7). The half-width a of the un-
modified line is chosen as a unit of wavelength, and
deviations from the wavelength of the center of the
unmodified line are measured in terms of this unit.
The variable t represents the spectrometer setting,
with 1=0 corresponding to the center of the unmodified
line. The parameter k is the wavelength width of the
geometrical window in units of a. Figure 2 illustrates
the relation between these various quantities.

l

t2

FIG. 3.Plot of F (t,k) for k = 1.0 showing the significance of ~ and B.
The unmodified witch is shown by the dashed curve.

~7 The machine evaluation of F(t,k) was done by T. W. Layton
on a Datatron computer.
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The computer program was arranged to compute the
quantity in brackets and print out its value along with
F(t,k). In this way the experimental data could be
6tted to a theoretical curve having a k value slightly
different from one of the original values without having
to recompute Il by machine.

The value of k for a given spectral line depends on
the half-width, u, of the unmodified line which is
actually an unobservable quantity. An excellent ap-
proximation for k(=k') may be obtained, however, by
using the observed half-width a' and calculating a trial
value of k' from (7). This value of k' is then increased
by the percentage shown in the first graph of Fig. 4,
i.e.,

k=k'+ (r—1)k'= k'r.

Crystal Di6raction Pattern Asymmetry

lD-

8-

2-

0.3-

O.R o.e O.e O.S ~.O

SHIFT OF CENTER

Allison's" work on the evaluation of the two-crystal
Prins diGraction pattern with and without vertical
divergence shows clearly that the asymmetry in the
single-crystal diffraction pattern (predicted by the
"dynamical theory" with non-negligible absorption)
results in a slight shift of the center of a spectral line
toward smaller Bragg angles. We are here assuming
that this shift is the only aberration and that any other
distortions or asymmetries in the "unmodified line'"'
are negligible.

Because of the complexity of the Prins single-crystal
diGraction pattern formula, it is impractical to deter-
mine an analytic expression giving the shift of the
two-crystal diGraction pattern. If the function is
graphed, however, it is possible to obtain a sufficiently
accurate measure of the shift. Since the absorption in
the crystal is a function of wavelength, the asymmetry
being more pronounced for the longer wavelengths, the
shift would be expected to increase with ) in some regu-
lar manner. Allison's curve was evaluated for
= 1.537 A, and Parratt" has published numerical tables
for the single-crystal diffraction pattern at ) =2.299 A
from which it is possible to get the two-crystal diffrac-
tion pattern by numerical integration.

Measurements made on the 1.537 A curve show that
the shift (which we shall designate by the letter e),
when measured in units of rotation of crystal 8, is
about 0.5 sec. At X=2.299 A, &=1.1 sec. These two
values, plus the fact that e= 0 for ) =0, make it possible
to evaluate an empirical correction formula for this
eGect. Assuming a power law dependence, we obtain
the approximate result

e=0.2V seconds (X in A). (12)

Since e is measured in terms of the rotation of crystal
8, the actual correction to be added to the Bragg angle
is e/2 inasmuch as the dispersion of the instrument is

~83y the term "unmodified line" we mean the spectral line
shape which the spectrometer would give for vanishingly small
vertical divergence.

29 I.. G. Parratt, Phys. Rev. 41, 561 (1932).

0.2

O, l

02 04 06 08 !0
FIG. 4. Curves showing the quantities 100(r—1)

and 5 as functions of k

twice that given by the differential of the Bragg law.
The size of the correction varies from about 0.25 second
for W Lns to about 0.05 second for Pu LPt. For the
purposes of the present work it is more important to
know accurately the dhgererices between the various
corrections applied to the Lns and LPt angle measure-
ments rather than to know the absolute value of a
given correction with high accuracy.

IV. RESULTS

The raw data from the various antiparallel runs were
subjected to two minor corrections before being fitted
to the theoretical line profile F (t,k). The natural back-
ground count was subtracted off and also any further
background due to any extraneous x-ray lines in the
vicinity. This latter correction was made by assuming
that the unwanted line had the shape of a witch and
subtracting oH the intensity due to it in the region of
the desired line.

In fitting the data to the theoretical profile, a k-

value was first determined from the known vertical
divergence angle, P, and the half-width of the modified
line. A graph of F(1,k) was then drawn to a large scale
and the height and half-width determined. The ob-
served data were then normalized to the same height
and width as F(t,k). An arbitrary origin, t' =0, was
established near the center of the observed line profile,
and the various spectrometer settings were measured
from this origin in half-width units. The intensity at
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TABLE D. Typical Bragg angle calculations for Bi Ln2 and Bi Lp& lines.

Run Parallel position Antiparallel position

Worm-wheel
correction

lou
28

(uncorrected) 60t+ e/2
8 (corrected
Bragg angle)

R1
L2
R2

250'41' 9.2//

48' 44' 16.3//

296' 37' 42.5//

94' 40' 43.5//

(a) Bi Ln2 runs

48' 44' 32.6// —8.1//

250' 40' 53.8// —8, 1//

94'41' 8.2// 5 4//

296' 37' 16.4// —5.4//

Mean value of Bragg angle for Bi Ln2..

21' 56' 28.5//

21' 56' 29.4//

21' 56' 28.9//

21' 56' 27.5//

8= 10' 58' 18.2~0.2//

3 5//+0 1/I

3.6//+0. 1//

4.0//+0. 1//

1//+0 1//

10' 58' 17.9//

10' 58' 18.4//

10' 58' 18.5//

10' 58' 18.0//

RI
L2
R2

248' 44' 11.3//

50'41' 9.2//

294' 40' 47,2//

96' 37' 39 9"

(b) Bi LpI runs

50' 41' 28.4// —8.6// 18' 2'34.3//

248' 43' 53.0// 8 6/I 18' 2'35.2//

96'38' 6.6// —6.3// 18' 2'34.3//

294' 40' 21.7// —6.3// 18' 2'35.5//

Mean value of Bragg angle for Bi LpI. 8=9' 1' 20.6~0.2//

9//+Q j I/

2 9/I+p 1/I

3 2//+0 1/I

3.2"+0.1//

9' 1'202//
9' 1'20.6//

90 1/ 2Q 5//

9' 1' 21.0//

each point, designated as a y value, was used to locate
a corresponding t value on the large scale plot of F(t,k).
Ordinarily a difference would exist between this value
of t and the value of t' for the observed point. The size
of the difference was a measure of how far the arbitrary
origin was from the true origin t=0. If each of the
observed points fitted the theoretical curve exactly, the
diGerence t' —t would have the same value for each
point. However, statistical Quctuations and errors in
spectrometer setting cause a variation of the t' —t value
from one point to the next. If one assumes random
variations, the weighted average of the t' —t value for
each point would indicate the spectrometer setting
corresponding to the center of the unmodified line.
The weight function used was w= by'(3 y), w—here b

is an arbitrary constant and A is the amplitude of the
curve. It was derived assuming the main source of
variation in the t' —t values to be the statistical un-
certainty in the counts.

These various steps represent a considerable amount
of labor for 48 diBerent antiparallel runs. The extra
eGort is justified, however, since the method gives the
center of a line to better than 1/200 of its half-width.
A typical graph for Bi LPi, run Et, is shown in Fig. 5.

The centers of the parallel rocking curves were much
easier to locate because of their narrowness. Instead of

. I I I I I I I

~80 -70 -60 "50 -40 -30 -20 -lO 0 iO 20 30 40 50 60 70 80 (SEC)

FIG. 5. Typical antiparaliel curve (Bi Lp&, ii&) showing the fit of
the observed points to the theoretical line profile P(t,k).

drawing a smooth curve through the observed points
which were plotted on a large scale, the points were
connected by straight line segments. The midpoints of
several horizontal lines at different heights drawn from
one side of the curve to the other were averaged to
give the angle corresponding to the parallel position.

The calculations for the Bragg angle follow from the
antiparallel and parallel positions in the same way as
for the Mo Eo.~ case except now there is no explicit
vertical divergence correction. Typical angle calcula-
tions are shown in Table II for the Bi Ltrs and LPi
lines. Included in these calculations is the small cor-
rection, e/2, for crystal diGraction pattern asymmetry.

The Bragg angles for each of the measured lines are
given in Table III with their standard deviations. The
wavelengths were calculated from the Bragg law by
using the effective first-order grating space, d~= 3029.04
x units at 18'C. Values of sin8 were independently
checked to 8 decimal places by tables and by a power
series expansion. The transition energies are given in
Rydbergs and in volts with the necessary conversion
from g units to milliangstroms made using )I,,/X,
=1.002039, and with E.=109737.309 cm ', and &,
=12372.44 kev x unit. " Shown in Table IV are the
values of the fine structure splitting, hv/E, and their
relative errors in parts per million.

A comparison of the present experimental results to
the tabulated data' used by Schawlow and Townes
shows some interesting discrepancies. Figure 6 repre-
sents graphically the relative difference in parts per
million between the transition energy values computed
from the tabulated wavelengths and those listed in
Table III. Evidently the diGerences in the Ln2 values
for the higher-Z elements are larger than can be ac-
counted for on the basis of random experimental
errors, since the LPi differences are reasonably small.
The fact that the older v/R values for the Lns lines

for Bi, Th, and U are all /urger than the present values

"Cohen, DuMond, l,ayton, and Rollett, Revs. Modern Phys.
27, 363 (1955).
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TABLE III. Experimental results.

X-ray
line

W Ln:
W LPI
Pt Ln2
Pt LP&
Bi Lng
Bi LP1
Th Lng
Th LPg
U Ln2
U LPI
Pu Lng
Pu Lp1

Bragg angle
(calcite)

14' 10' 59.8&03"
12' 11' 23.9~0.1"
12'36' 2.6&0.2"
10' 37' 51.5&0.4"
10' 58' 18.2+0.2"
9' 1'20.6~0.2"
9' 10' 28.3~0.1"
7' 14' 30.2~0.2"
8' 44' 29.0&0.2"
6' 48' 41..3&0.1"
8' 20' 16.2~0.1"
6' 24' 35.4+0.2"

Wavelength
(x units)

1484.378&0.008
1279.186~0.003
1321.604&0.005
1117.611~0.010
1153.001+0.005
950.031+0.006
965.914+0.004
763.655+0.005
920.676~0.006
718.505~0.004
878.480~0.002
676.321~0.006

612.656+0.003
710.931&0.001
688.113&0.003
813.712~0.008
788.735+0.003
957.246~0.006
941.505&0.004

1190.868~0.007
987.767+0.006

1265.701&0.007
1035.2)2+0.002
1344.647+0.011

8335.12~0.05
9672,14~0.02
9361.71~0.04

11 070.47+0.10
10 730.66+0.04
13 023.24+0.08
12 809.08+0.05
16 201.64~0.10
13 438.47~0.08
17 219.74~0.10
14 083.96&0.03
18 293.79~0.15

Transition energy
Rydbergs Electron volts

Relative
error
(ppm)

a The relative error is the statistical standard deviation of the experimental measurements.

means that the values of hv/R for these elements as
used by Schawlow and Townes are small'er by several
hundred parts per million. It is not too dificult to
suggest a possible source of the discrepancy. The L0.2
line is just on the long-wavelength side of the intense
Ln& line, and unless special precautions were taken it
would be rather difficult to assign an accurate wave-
length to Ln2 because of the tendency of the nonuniform
background of the Ln~ line to shift the observed peak
of Ln2 toward shorter wavelength. It is doubtful,
however, whether this type of systematic error can
account for all the observed discrepancy.

V. COMPARISON' WITH THEORY

The theoretical expression for the L»—L&zi energy
level splitting including the Schawlow-Townes correc-
tion for the nuclear size eGect may be written"

constant. The quantity D appearing in the last term
of (13) may be regarded as the nuclear radius pa-
rameter; b is a number which depends rather insensi-
tively on the assumed nuclear charge distribution and
its radius. The Sommerfeld formula S(nZ) may be
calculated with arbitrary accuracy, but f(nZ), repre-
senting a first-order correction for electron interactions,
must be interpolated from a table in Christy and
Kellers' paper. It was found that logf(nZ), when ex-
pressed as a function of 1—(1—n'Z') &, is approximately
linear so that Lagrange interpolation is reasonably
accurate. The last term in (14) is a small correction
which Christy and Keller estimated to make up for the
omission of higher order terms in the interaction
Hamiltonian used to compute f(nZ)

ppM TABS 0
SD

t50

where

y(nZ) = 2n 'g(nZ) —2n'Z'f(nZ) —2(0.0178)n4Zs. (14)

The quantity P(nZ)+BZ' is the Christy-Keller' ex-
pression for the splitting assuming a point nucleus, e
being the fine structure constant; 8 is an undetermined

loo

50
Pt Th

TABLE IV. Fine structure splitting.

Element

74%
78Pt
838i
gpTh
g2U
g4Pu

Rydbergs

98.275&0.004
125.599&0.008
168.511&0.007
249.363&0.009
277.934&0.009
309.435W0.011

Electron volts

1337.02+0.05
1708.76~0.11
2292.58~0.10
3392.56~0..12
3781.27&0.13
4209.83~0.15

Relative
error a

(ppm)

37

42
34
33
36

"100
70 80 85 90

a The relative error is the relative standard deviation of the experimental
measurements.

3' See Schawlow and Townes' paper (reference 6) for a dis-
cussion of this equation.

FIG. 6. Graph showing the relative difference between the v/R
values based on tabulated values of X ("Tab") (reference 9) and
those in Table III ("SD") for both the Lns and LP& x-ray lines.
The lines between the points are for the purpose of distinguishing
one set from the other.
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Equal weighting is used in the least squares analysis
because the relative errors in the experimental measure-
ments are all about the same (see Table III). In Fig. 7
the results of this 6rst comparison are shown graphically
with the relative deviations in ppm plotted against Z.
The statistical error for the various points is the relative
standard deviation of the experimental measurements.
It is clear that the improved precision of the x-ray
measurements has made the systematic deviation be-
tween the point-nucleus theory and experiment at
large Z more pronounced than appears in Fig. 5 of
Schawlow and Townes' paper. It is to be noted, how-
ever, that the magnitude of the deviation for Z=90,
92 is significantly smaller in the present comparison.

When the nuclear size effect is included in the theory,
two approaches may be followed. We may assume that
the deviation between the point nucleus values of Dv
and the experimental values is due entirely to a fictitious
uniformly charged spherical nucleus of unknown radius.
The values of D and 8 in (13) may then be adjusted
by least squares to give best fit to the experimental
data, with the value of D thus obtained being a measure
of the nuclear radius. Another approach would be to
accept the results of other measurements on nuclear
size and charge distribution' ' and recompute the value
of D and b by extrapolating the Schawlow- Townes
calculations which were based on a uniformly charged
nucleus of radius ro=1.5&10 " cm. This calculation
would then permit a comparison of experiment with
theory from which the need for further corrections
might become apparent.

Ford and Hill' have shown that a nuclear charge
distribution with an extended tail has a slightly diGerent
eGect on the x-ray fine structure splitting then that
due to a uniformly charged nucleus; little error results,
however, from making the simplifying assumption
that the charge is uniformly distributed. We shall
assume further that the nuclear radius constant ro has
the value r0=1.2)&10 "cm and correct the Schawlow-
Townes results accordingly. We are thus led to the
expression

I

TH-EXP
EXP

0=0
8 = 4.7I 648 X lO "

600

400

X 200

0

I-

Ula -200

-400

-600

70 75 80 85 90

FIG. 7. Relative deviation of theory and experiment without
the nuclear size or quantum electrodynamic corrections. The
statistical error for the various points is the relative standard
deviation of the experimental measurements.

dE/MLv=De~&s ~= .05 4)&10 g ' + 60~, (16)

where DE is the change in fine structure splitting due
to this particular nuclear model.

H we now regard the value of D in (13) as unknown
and determine it and 8 by least squares, using the
value of b=0.0878, we shall be able to find the radius
of the fictitious nucleus whose finite extent gives rise
to the deviation between theory and experiment shown
in Fig. 7. The results of the comparison yield 8
=4.81722&10 ' and a=0.44&(10 ' with a root mean
square deviation of 60 parts per million remaining be-
tween theory and experiment. This value of D corre-
sponds to a nuclear radius with ro= 1.08&10 "cm and
is to be contrasted with r0=2.1&10 "cm obtained by
Schawlow and Townes in their comparison using al-
ready existing x-ray data. As was pointed out in IV,

Th —Exp (Av) Th
—(hr ) a„i,

(Av) p,Exp
z' ( y(nz) i

(»)
2 v/E(h v/RJ.

' This is the "Bethe-Longmire" correction briefly alluded to
by Schawlow and Townes. We wish to acknowledge clarification
of this point for us by Professor Townes in private correspondence.

It is necessary to make a correction for the eGect of
the anomalous electron moment which increases the
calculated fine structure by the factor 1+n/n. to first
order. "To make the comparison between theory and
experiment one may apply the correction factor to
either quantity; for convenience we shall modify the
experimental values of Av/R by the factor (1++/ir) '.

In making the comparison of theory and experiment
we shall proceed in a manner similar to that used by
Schawlow and Townes. We shall first assume a point
nucleus (D=O) and evaluate the constant j3 in (13) by
a least squares fit of the theoretical to the experimental
values of Av/R Lmodified by the factor (1+n/m-) '$.
The value of 8 thus determined is used to calculate the
relative deviation between theory (for point nucleus)
and experiment as follows:
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"()~"'/(6) /8) = Ve.(z—60) (17)

with U=1.73)&10 ' and c=0.0462. The expression cor-
responding to (15) which includes both nuclear size
and vacuum polarization corrections is

Th —Exp p
Z' i ( (t (nZ) i

E~ & (a./R) ) 0 (a./z) )
D&b(z 60)+ V—&c(z—60) (1g)

a portion of this discrepancy might be attributed to
uncertainties in the older wavelength measurements of
some of the Ln2 lines.

The value of D obtained above (0.44&&10 '), when
compared with that in (16), suggests that additional
correction terms are needed in order to maintain agree-
ment between theory and experiment when a nuclear
radius of r0=1.2)(10 " cm is assumed. One such cor-
rection is due to the effect of vacuum polarization.
Wichmann and Kroll" have made an accurate deter-
mination of the contribution of vacuum polarization
to the Lzz—Lzzz splitting. They have calculated the con-
tribution in Rydbergs for various values of Z and
present the results as 5„(') in Table I of their paper. It
was found that the fraction ()~")/(Di/R) could be
represented accurately by the formula
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FzG. 9. The effect of the various correction terms on the fine
structure splitting as given by the Christy-Keller point-nucleus
formula.
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FIG. 8. Relative deviation of theory and experiment when cor-
rections for vacuum polarization and a nuclear radius of r0=1.2
X 10 "cm are included. The statistical error for the various points
is the relative standard deviation of the experimental measure-
ments. The solid circles show the effect of the addition of the
empirical correction term.

With D fixed at 0.54X 10 4 (ro ——1.2)& 10 " cm) and 8
adjusted by least squares, the resulting relative devia-
tions (the points with open circles in Fig. 8) show that
still further corrections are needed in the theory.

It is generally known that the quantum electro-
dynamic effect commonly referred to as the "Lamb
shift" plays an important role in modifying the calcu-
lated fine structure splitting. Quantitative evaluations
of the correction for nZ=1 are very dBBcult and have
not been accomplished as yet. It is therefore of some
interest to determine from the remaining discrepancy
between theory and experiment shown in Fig. 8 the
magnitude and Z dependence of the correction required
to minimize the discrepancy. Whether or not the cor-
rection term thus obtained actually represents the
Lamb shift depends on the accuracy of the other
quantities entering into the theory. Probably the least
precise is the electron interaction correction term f(nZ)
However, the Z dependence of the quantum electro-
dynamic effects is more than likely strong enough to
override uncertainties in the magnitude of p(aZ).

We shall assume that the required correction term is
exponential in Z, having the form Le '~ ~) where both
L and u are to be determined by least squares. No
doubt other functional forms might be used with similar
Z dependence, but the one suggested is probably ade-
quate for the present purpose. The appropriateness of
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the choice of function can be tested by a comparison of
the resulting rms deviation between theory and experi-
ment to the size of the experimental errors.

We may therefore write

Th —Exp ( Z' ) ( y((rZ) )
L av/R) ( Av/R )

g7&b(z—6o)+ P&c(z 60) —I&a(z—60) (19)

and adjust 8, I., and u by least squares. The results are
8=4.76450X10 ', L=10.9)&10 ', and a=0.115.When
these values are resubstituted in (19) and the rms
deviation calculated, the result is 33 ppm which is to
be compared to the average experimental error of 41
ppm. The points (solid circles) are plotted in Fig. 8
so that the eQ'ect of the correction term may clearly be
seen. It may be concluded, therefore, that the assump-
tion of a single correction term of exponential form is
adequate in view of the present experimental accuracy.

The three corrections to the fine structure splitting,

nuclear size, vacuum polarization, and the empirical
"Lamb shift, "are shown in Fig. 9 with their sum. The
empirical term is in qualitative agreement with the
preliminary estimates of Wichmann" who suggests
that the Lamb shift correction is of opposite sign to
vacuum polarization and of about the same magnitude.
When the uncertainties in the theory are eventually
removed or reduced, this method might prove to be of
some value in obtaining an accurate value for n, the
6ne structure constant, using the techniques of Christy
and Keller.
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