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#### Abstract

The field at which the spins of a previously saturated ideal ferromagnetic particle cease to be aligned is defined as the nucleation field. This field is calculated, using calculus of variation, for an infinite cylinder and a sphere, assuming three mechanisms of magnetization reversal: spin rotation in unison, magnetization curling, and magnetization buckling. Theoretical treatment shows that, in fact, only curling and rotation in unison need be considered. The critical size for single-domain behavior, defined as the largest size at which magnetization reversal proceeds by rotation in unison, is calculated for the prolate ellipsoid and is found to be practically independent of magnetocrystalline anisotropy and elongation and approximately equal to $A \neq I_{s}$. Here $A$ is the exchange constant and $I_{s}$ is the saturation magnetization.

For cylinders larger than the critical size, the coercive force, for a field applied in the direction of the long axis, is found to be equal to the nucleation field, when magnetocrystalline anisotropy is neglected. The coercive force thus calculated decreases with the radius of the cylinder, $R$, according to $H_{c}=6.78 A / I_{s} R^{2}$.

Available experimental data are discussed and are generally found to be in a better agreement with this than with previous theory.


## 1. INTRODUCTION

IN the last decade, interest in powder magnets has increased appreciably. In particular the high-energy products promised by current theory ${ }^{1-6}$ for elongated iron fine-particle magnets promoted investigation in this field. This theory suggests that the magnetization changes in particles below a certain size (the critical size) occur by spin rotation in unison. ${ }^{1,7,8}$ The particles are assumed to be always saturated and are referred to as "single-domain particles." The coercive force depends on the various magnetic anisotropies, ${ }^{1,9}$ and thus is generally calculated to be quite high.

The critical size is calculated by comparing the energy of the single-domain configuration with the energy of configurations which tend towards flux closure. The calculation is carried out for zero external field. Figure 1 shows the flux closure arrangement (ring model) usually assumed for prolate ellipsoids which are thin compared to the wall thickness. ${ }^{8,10}$ The critical size in this case, as derived in Appendix I, is given by

$$
\begin{equation*}
N_{b} I_{\mathrm{s}}{ }^{2} R_{\mathrm{c}}{ }^{2} / 6 A=\ln \left(4 R_{c} / a\right)-1 \tag{1}
\end{equation*}
$$

where $I_{s}$ is the saturation magnetization, $R_{c}$-the critical radius, $a$-the lattice constant, $N_{b}$-the de-

[^0]magnetizing coefficient along the polar axis, ${ }^{11}$ and $A$ the exchange constant ${ }^{12}$ (which is also referred to as the stiffness constant, ${ }^{13}$ or the Bloch wall coefficient ${ }^{14}$ ). From (1) it is seen that for $N_{b} \rightarrow 0$ (an infinite cylinder), $R_{c} \rightarrow \infty$, since the self magnetostatic energy is zero.

In the current theory there are three points the validity of which must be questioned.
(1) The calculation is carried out by tacitly assuming that if the particle is a single domain at zero field, it will stay saturated under any field. This means that the changes of magnetization occur by rotation in unison. It will be shown that this assumption is not valid for many cases and leads to erroneous conclusions concerning the coercive force. ${ }^{15}$
(2) The second point to be questioned is the stability of the states compared in order to calculate the critical size. Any static physical state should be of minimum free energy (not necessarily an absolute minimum). It is shown in Appendix II that some of the configurations discussed do not obey this criterion. Although the states discussed are usually a good approximation to the minimum energy states, yet, in some cases, as in the evaluation of the remanence, they lead to erroneous conclusions.
(3) The method of comparing the energy of different configurations in order to find the actual state of magnetization should be questioned as it does not allow for the existence of hysteresis which is of fundamental importance in ferromagnetism. It is easy to see that if this method is followed consistently, the coercive force vanishes identically as all magnetic energies concerned are invariant to inversion of the magnetization except the energy of interaction with the external field which changes its sign.
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Fig. 1. Illustration of flux closure produced by a ring configuration in the equatorial plane of the prolate ellipsoidal particle.

In the following the behavior of ferromagnetic particles is analyzed avoiding the arbitrary assumptions discussed above. The calculations are based on the following model:
(1) The particle discussed is a single-crystal prolate ellipsoid, having no imperfections.
(2) The energies taken into account are $E_{K}$, the magnetocrystalline energy, $E_{m}$, the self-magnetostatic energy, $E_{x}$, the exchange energy, and $E_{H}$, the energy of interaction with the external field. All other energies are neglected.
(3) The exchange energy is represented by ${ }^{12}$

$$
\begin{equation*}
E_{x}=A \sum_{i}\left(\nabla \alpha_{i}\right)^{2} \tag{2}
\end{equation*}
$$

where $\alpha_{i}$ are the direction cosines of the magnetization vector, assumed to be continuous differentiable functions of the coordinates.
(4) No distinction is made between total energy and free energy, assuming the analysis to be valid only for temperatures far below the Curie temperature.
(5) The analysis assumes static ferromagnetism. ${ }^{16}$ All effects associated with the time rate of change of magnetization are not considered.

The magnetic state of the particle is completely described by the direction cosines $\alpha_{i}$ of the magnetization at every point, and these are found by minimizing the total energy $E$. The calculation will be best explained by going through some examples in detail. The magnetic behavior of the infinite cylinder is analyzed in paragraph 2. This is done by studying three different modes of magnetization change. The dependence of the coercive force of the infinite cylinder on its radius is found. The behavior of the sphere and the prolate ellipsoid are studied in paragraphs 3 and 4 respectively and the critical size for single-domain behavior is evaluated.
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Fig. 2. Modes of magnetization change for the infinite cylinder: (a) spin rotation in unison; (b) magnetization curling; (c) magnetization buckling.

## 2. THE INFINITE CYLINDER

Let an infinite cylinder of radius $R$ be defined in a cylindrical coordinate system ( $r, \varphi, z$ ). Let the $z$ axis coincide with the direction of the external field. If this field is strong enough, there is only one state of stable equilibrium; namely, all spins aligned in the direction of the field. (Crystal anisotropy $E_{K}$ is neglected for the time being.) Decreasing the field, a negative value is reached for which this state ceases to be a minimum energy state. To find the field dependence of the magnetization state, one should find the direction cosine functions, $\alpha_{i}(r, \varphi, z)$, that minimize the total energy. This is a rather complicated variational problem. To facilitate the calculation a bit of guesswork is done, guided by symmetry considerations and making use of known low-energy configurations. Along these lines, three ways of magnetization change, as illustrated in Fig. 2, are considered:
(1) spin rotation in unison;
(2) magnetization curling;
(3) magnetization buckling.

## A. Spin Rotation in Unison

This case has already been discussed in detail. ${ }^{1,9}$ The hysteresis loop is rectangular, and the coercive force is

$$
\begin{equation*}
h_{c}=1 \tag{3}
\end{equation*}
$$

in terms of the reduced field

$$
\begin{equation*}
h=H / 2 \pi I_{s} . \tag{4}
\end{equation*}
$$

## B. Magnetization Curling

In this case the magnetization changes occur by spin rotation from the $z$ axis in a plane perpendicular to the radius. The angle $\omega$ between the spin direction and the $z$ axis is independent of $\varphi$ and $z$, and thus a function of $r$ alone. The total energy $E$ consists of $E_{x}$ and $E_{H}$
only, since in this case $E_{m}=0$,

$$
\begin{equation*}
\bar{E}=\frac{1}{\pi R^{2}} \int_{a / 2}^{R}\left(E_{x}+E_{H}\right) 2 \pi r d r \tag{5}
\end{equation*}
$$

where $\bar{E}$ is the mean total energy per unit volume and $a$ is the lattice constant. Following Néel ${ }^{8}$ the lower limit of integration is taken as $a / 2$.

Substituting the direction cosines,

$$
\begin{equation*}
\alpha_{x}=\sin \omega \cos \varphi, \quad \alpha_{y}=\sin \omega \sin \varphi, \quad \alpha_{z}=\cos \omega, \tag{6}
\end{equation*}
$$

in Eq. (2), one gets

$$
\begin{equation*}
E_{x}=A\left[(d \omega / d r)^{2}+\left(1 / r^{2}\right) \sin ^{2} \omega\right] . \tag{7}
\end{equation*}
$$

The energy of interaction with the external field is given by

$$
\begin{equation*}
E_{H}=-H I_{s} \cos \omega . \tag{8}
\end{equation*}
$$

Using (4) and substituting

$$
\begin{equation*}
x=r / R, \quad R_{0}=A^{\frac{1}{2}} / I_{s}, \quad S=R / R_{0} \tag{9}
\end{equation*}
$$

in (5), one obtains

$$
\begin{equation*}
\bar{E}=\frac{2 A}{R^{2}} \int_{a / 2 R}^{1}\left[x\left(\frac{d \omega}{d x}\right)^{2}+\frac{\sin ^{2} \omega}{x}-2 \pi S^{2} h x \cos \omega\right] d x . \tag{10}
\end{equation*}
$$

The Euler differential equation ${ }^{17}$ which minimizes the integral (10) is

$$
\begin{equation*}
\frac{d^{2} \omega}{d x^{2}}+\frac{1 d \omega}{x d x}-\left(h \pi S^{2}+\frac{\cos \omega}{x^{2}}\right) \sin \omega=0 \tag{11}
\end{equation*}
$$

with the boundary conditions for mobile limits ${ }^{18}$ :

$$
\begin{equation*}
d \omega / d x=0, \text { for } x=a / 2 R \text { and } x=1 \tag{12}
\end{equation*}
$$

The trivial solution $\omega=0$ is readily verified to be valid for any value of $h$. However, this solution is a minimum only for a certain range of $h$. The value of $h$ where $\omega=0$ stops being a minimum is defined as the reduced nucleation field $h_{n}$.

In order to find $h_{n}$, only small angles need be considered, i.e.,

$$
\begin{equation*}
\omega \ll 1 . \tag{13}
\end{equation*}
$$

This simplification linearizes the differential equation (11) to the Bessel equation

$$
\begin{equation*}
d^{2} \omega / d x^{2}+x^{-1} d \omega / d x-\left(h \pi S^{2}+x^{-2}\right) \omega=0 \tag{14}
\end{equation*}
$$

the solution of which is

$$
\begin{equation*}
\omega=B J_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right]+C N_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right] . \tag{15}
\end{equation*}
$$

Here $B$ and $C$ are constants, and $J_{1}$ and $N_{1}$ are the Bessel and Neumann functions of the first order, respectively.

[^3]If $a / 2 R \ll 1$, a good approximation is obtained assuming $\omega=0$ for $x=0$, so that one obtains $C=0$. (The exact solution is given in Appendix III.) The boundary condition for $x=1$ is

$$
\begin{equation*}
B \frac{d}{d x} J_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right]=0, \tag{16}
\end{equation*}
$$

so that either $B=0$ or

$$
\begin{equation*}
\left\{\frac{d}{d x} J_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right]\right\}_{x=1}=0 . \tag{17}
\end{equation*}
$$

When $h=h_{i}$ is such that Eq. (17) is fulfilled, the second variation of $E$ at $\omega=0$ vanishes. The smallest $h_{i}$ will accordingly be the nucleation field. Now the first maximum ${ }^{19}$ of $J_{1}(y)$ is given by

$$
\begin{equation*}
y=1.841 \tag{18}
\end{equation*}
$$

so that

$$
\begin{equation*}
h_{n}=1.08 S^{-2} . \tag{19}
\end{equation*}
$$

In Appendix IV it is shown that at the nucleation field, $\omega$, changes discontinously. A graphical solution of (11) and an approximate solution using the Ritz method ${ }^{20}$ suggest that the magnetization reverses completely, coming to the second trivial solution of (11), $\omega=\pi$.

This means that here again the hysteresis loop is rectangular with $h_{n}=h_{c}$.

## C. Magnetization Buckling

In this case spin rotation occurs in the $x$ direction alone. The spin deviation is a periodic function of $z$, having a period of $2 T$. In order to calculate the nucleation field which will generally be defined as the field at which the spins cease to be aligned, let the angle $\omega$ between the spins direction and the $z$ axis be given by the Fourier expansion

$$
\begin{equation*}
\omega=\sum_{m=1}^{\infty} \omega_{2 m-1} \cos \left[(2 m-1) \frac{\pi}{T} z\right] . \tag{20}
\end{equation*}
$$

Substituting the direction cosines

$$
\alpha_{x}=\sin \omega, \quad \alpha_{y}=0, \quad \alpha_{z}=\cos \omega
$$

into Eq. (2), and using (20), one gets

$$
\begin{equation*}
\bar{E}_{x}=A \sum_{m=1}^{\infty} \frac{1}{2} \omega_{2 m-1}^{2}(2 m-1)^{2}(\pi / T)^{2} . \tag{21}
\end{equation*}
$$

To evaluate the self-magnetostatic energy, the surface and the volume charges are considered. However, the surface charges are proportional to $\omega$ while the volume charges are proportional to $\omega^{2}$ and can thus be neglected
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\[

$$
\begin{equation*}
\sigma=I_{s} \cos \varphi \sin \omega . \tag{22}
\end{equation*}
$$

\]

Since $\omega \ll 1$ is assumed, one obtains, using (20),

$$
\begin{equation*}
\sigma=I_{s} \cos \varphi \sum_{m=1}^{\infty} \omega_{2 m-1} \cos \left[(2 m-1) \frac{\pi}{T} z\right] . \tag{23}
\end{equation*}
$$

The energy associated with the surface charges is evaluated in Appendix V and is given by

$$
\begin{align*}
\bar{E}_{m}=\frac{1}{2} \sum_{m=1}^{\infty} \omega_{2 m-1}{ }^{2} \pi^{2} I_{s}{ }^{2} i J_{1}[ & \left.i(2 m-1) \frac{\pi}{T} R\right] \\
& \times H_{1}{ }^{(1)}\left[i(2 m-1) \frac{\pi}{T} R\right] \tag{24}
\end{align*}
$$

Using (8) and (20), one finds

$$
\begin{equation*}
\bar{E}_{H}=\frac{H I_{s}}{4} \sum_{m=1}^{\infty} \omega_{2 m-1}{ }^{2} \tag{25}
\end{equation*}
$$

Using (4), (23), (24), (25) and writing $\pi R / T=L$, the total energy is

$$
\begin{align*}
\bar{E}= & \frac{\pi}{2} I_{s}{ }^{2} \sum_{m=1}^{\infty} \omega_{2 m-1}{ }^{2}\left\{\frac{L^{2}(2 m-1)^{2}}{\pi S^{2}}\right. \\
& \left.\quad+\pi i J_{1}[i(2 m-1) L] H_{1}{ }^{(1)}[i(2 m-1) L]+h\right\} \tag{26}
\end{align*}
$$

A necessary condition for nucleation is that the Hessian ${ }^{21}|\mathscr{C}|$ of $\bar{E}$ with respect to the variables $\omega_{2 m-1}$ is zero. This implies that

$$
\begin{equation*}
|\mathfrak{F}| \equiv\left|\frac{\partial^{2} E}{\partial \omega_{i} \partial \omega_{k}}\right|=0 \tag{27}
\end{equation*}
$$

Since in this case $\mathfrak{H C}$ is diagonalized, (27) becomes

$$
\begin{equation*}
\prod_{m=1}^{\infty} \frac{\partial^{2} E}{\partial \omega_{2 m-1}^{2}}=0 \tag{28}
\end{equation*}
$$

The lowest value of $h$ satisfying (28) or explicitly

$$
\begin{align*}
& h+\frac{L^{2}(2 m-1)^{2}}{\pi S^{2}} \\
& \quad+\pi i J_{1}[i(2 m-1) L] H_{1}^{(1)}[i(2 m-1) L]=0 \tag{29}
\end{align*}
$$

is the nucleation field.
Since $h$ is a function of $L(2 m-1)$ only, $m=1$ is chosen for simplicity. Minimizing $h$ with respect to $i L$ yields

$$
\begin{equation*}
\frac{2 L}{\pi S^{2}}=\pi \frac{d}{d(i L)}\left[J_{1}(i L) H_{1}^{(1)}(i L)\right] . \tag{30}
\end{equation*}
$$
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Fig. 3. Theoretical plot of the nucleation wavelength $2 T$ for the buckling mechanism in an infinite cylinder versus its radius $R$. $R_{0}=A^{\frac{y}{z}} I_{s}$ is the characteristic radius of the material, $A$ is the exchange constant, and $I_{s}$ is the saturation magnetization.

From Eq. (30) the nucleation wave number $L_{n}(S)$ is calculated. By substituting it in (29), $h_{n}(S)$ is obtained. Figure 3 shows $2 T / R_{0}=f(S)$.

For $L_{n} \rightarrow 0, h_{n} \rightarrow 1$. This is found by using ${ }^{22}$

$$
\begin{equation*}
\lim _{x \rightarrow 0} i J_{1}(i x) H_{1}{ }^{(1)}(i x)=1 / \pi . \tag{31}
\end{equation*}
$$

The solution of (30) gives in this case $S \rightarrow 0$. This means that only in the limiting case $R=0$, does the buckling mechanism degenerate into rotation in unison. For $S \rightarrow \infty, L \rightarrow \infty$, and using ${ }^{23}$

$$
\begin{equation*}
\lim _{L \rightarrow \infty} i J_{1}(i L) H_{1}{ }^{(1)}(i L)=1 / \pi L \tag{32}
\end{equation*}
$$

and Eq. (30), the asymptotic relation for $S \rightarrow \infty$ is found to be

$$
\begin{equation*}
L_{n}=\left(\frac{1}{2} \pi S^{2}\right)^{\frac{1}{3}}=1.16 S^{\frac{2}{3}} . \tag{33}
\end{equation*}
$$

From (29), one calculates that, for large values of $S$,

$$
\begin{equation*}
h_{n}=-3 / 2 L_{n}=-(3 / 2)(2 / \pi)^{\frac{1}{3}} S^{-\frac{3}{2}}=-1.29 S^{-\frac{1}{3}} . \tag{34}
\end{equation*}
$$

In the intermediate region, Eqs. (29) and (30) are solved numerically with the help of the relations:

$$
\begin{align*}
d J_{1}(x) / d x & =J_{0}(x)-J_{1}(x) / x,  \tag{35}\\
d H_{1}^{(1)}(x) / d x & =H_{0}^{(1)}(x)-H^{(1)}(x) / x,
\end{align*}
$$

and tabulated Bessel functions. ${ }^{24}$
It is obvious that of the three mechanisms discussed, the physical system will choose the one yielding the most positive $h_{n}$. The results of the calculations are plotted in Fig. 4. It is seen that for $S>1.1$, the curling takes place and for $S<1.1$, buckling is the acting mechanism while rotation in unison is equivalent to buckling for $S \ll 1$.
It is believed that the transition from buckling to curling is not abrupt, and that in the neighborhood of $S=1$, a mixed mechanism takes place somewhat lowering the value of $\left|h_{n}\right|$ in that region. It should be noted
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Fig. 4. Theoretical plot of the nucleation field of an infinite cylinder versus its radius $R$ for magnetization curling and magnetization buckling. The field is applied along the axis of the cylinder. The nucleation field $H_{n}$ is given by $2 \pi I_{s} h_{n}$, where $I_{s}$ is the saturation magnetization. $R_{0}=A^{\frac{1}{2}} I_{s}$ is the characteristic length of the material, and $A$ is the exchange constant. The coercive force for rotation in unison is given for comparison.
that although not rigorously proved, it is believed that the hysteresis loop for the cylinder whose axis is parallel to the applied field, is always rectangular, thus identifying the nucleation field with the coercive force.

## 3. THE SPHERE

The nucleation field for the sphere is calculated under the assumption of the curling mechanism. The spherical coordinate system $(r, \varphi, \theta)$ is introduced. The direction of the external field is assumed to coincide with $\theta=0$. In the following calculations the angle $\omega$, as previously defined, depends on $r$ and $\theta$ only. When one substitutes (6) in (2) and writes the gradient in spherical coordinates, the exchange energy becomes

$$
\begin{equation*}
E_{x}=A\left[(\partial \omega / \partial r)^{2}+r^{-2}(\partial \omega / \partial \theta)^{2}+\sin ^{2} \omega /\left(r^{2} \sin ^{2} \theta\right)\right] . \tag{36}
\end{equation*}
$$

For this mechanism, when $\omega \ll 1$, the self-magnetostatic energy can be approximated by

$$
\begin{equation*}
E_{m}=\frac{2}{3} \pi I_{s}{ }^{2}-\frac{4}{3} \pi I_{s}{ }^{2} \omega^{2} / 2 \tag{37}
\end{equation*}
$$

The variable part of the total energy, if one neglects terms in powers higher than $\omega^{2}$ and assumes $E_{K}=0$, is given by

$$
\begin{align*}
\bar{E}= & \frac{3}{2} R^{-3} \int_{0}^{\pi} \int_{0}^{R}\left\{A \left[(\partial \omega / \partial r)^{2}+\left(1 / r^{2}\right)(\partial \omega / \partial \theta)^{2}\right.\right. \\
& \left.\left.+\omega^{2} /\left(r^{2} \sin ^{2} \theta\right)\right]-\left(4 \pi I_{s} / 3-H\right) I_{s}^{2} / 2\right\} r^{2} d r \sin \theta d \theta \tag{38}
\end{align*}
$$

The choice of the lower limit of $r$ is thought to be a good approximation in view of the results obtained in

Appendix III. When one uses (9), the energy becomes

$$
\begin{align*}
\bar{E}=\frac{3 A}{2 R^{2}} \int_{0}^{\pi} & \int_{0}^{1}\left[(\partial \omega / \partial x)^{2}+\left(1 / x^{2}\right)(\partial \omega / \partial \theta)^{2}\right. \\
& \left.+\omega^{2} /\left(x^{2} \sin ^{2} \theta\right)-\left(h-\frac{2}{3}\right) \pi S^{2}\right] x^{2} d x \sin \theta d \theta \tag{39}
\end{align*}
$$

The Euler equation ${ }^{25}$ is

$$
\begin{align*}
& \partial^{2} \omega / \partial x^{2}+(2 / x) \partial \omega / \partial x+\left(1 / x^{2}\right) \partial^{2} \omega / \partial \theta^{2} \\
& \quad+\left(1 / x^{2}\right) \cot \theta(\partial \omega / \partial \theta)-\left[\left(h-\frac{2}{3}\right) \pi S^{2}\right. \\
& \left.\quad+1 /\left(x^{2} \sin ^{2} \theta\right)\right] \omega=0, \tag{40}
\end{align*}
$$

with the boundary conditions ${ }^{26}$
$(\partial \omega / \partial x)_{x=1}=0$ and $\omega=0$, on the $\theta=0$ axis.
Equation (40) is solved by separation of variables. Substituting $\omega=\Theta(\theta) X(x)$, one gets the two differential equations

$$
\begin{align*}
& d^{2} X / d x^{2}+(2 / x) d X / d x \\
&-\left[\left(h-\frac{2}{3}\right) \pi S^{2}+b(b+1) / x^{2}\right] X=0,  \tag{42}\\
& d^{2} \Theta / d \theta^{2}+\cot \theta d \Theta / d \theta-\left[1 / \sin ^{2} \theta-b(b+1)\right] \Theta=0, \tag{43}
\end{align*}
$$

where $b$ is an integer. The solution of these equations ${ }^{27}$ leads to

$$
\omega=\sum_{b} C_{b} P_{b}{ }^{1}(\cos \theta) x^{-\frac{1}{2}} J_{b+\frac{1}{2}}\left\{S x\left[-\pi\left(h-\frac{2}{3}\right)\right]^{\frac{1}{2}}\right\}
$$

where $C_{b}$ are constants, $P_{b}{ }^{1}$ are Legendre's associated functions of the first kind, and $J_{b+\frac{1}{2}}$ are Bessel functions of half odd order. The condition at $\theta=0$ is identically fulfilled. However, in order that $\omega$ remains finite for $x=0$, one needs $b>0$. The lowest $h$ fulfilling the second boundary condition,

$$
\begin{equation*}
d\left\{x^{-\frac{1}{2}} J_{b+\frac{1}{2}}\left[S x\left(-\pi\left(h-\frac{2}{3}\right)\right)^{\frac{1}{2}}\right]\right\} / d x=0 \quad \text { for } \quad x=1 \tag{44}
\end{equation*}
$$

is $h_{n}$ and is given for $b=1$.
Substituting the relation ${ }^{28}$

$$
\begin{equation*}
(\pi y / 2)^{\frac{1}{2}} J_{\frac{3}{2}}(y)=\sin y / y-\cos y \tag{45}
\end{equation*}
$$

in (44), one gets

$$
\begin{equation*}
2 y \cot y-2+y^{2}=0, \tag{46}
\end{equation*}
$$

where

$$
\begin{equation*}
y=S\left[-\pi\left(h-\frac{2}{3}\right)\right]^{\frac{1}{2}} . \tag{47}
\end{equation*}
$$

The smallest solution of (46) is

$$
y^{2}=4.35
$$

and using this value one obtains from (47)

$$
\begin{equation*}
h_{n}=\frac{2}{3}-1.39 S^{-2} . \tag{48}
\end{equation*}
$$

Equation (48) is valid only for positive values of $h_{n}$. Negative values of $h_{n}$ have no physical significance as the coercive force for spin rotation in unison is zero in
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$$
S_{c}=1.44
$$

## 4. THE PROLATE ELLIPSOID

The first term in the right-hand side of Eq. (48) comes from the demagnetizing field. Analogously the nucleation field for the prolate ellipsoid with the external field along the polar axis is

$$
\begin{equation*}
h_{n}=N_{b} / 2 \pi-k S^{-2} . \tag{49}
\end{equation*}
$$

Here $k$ is a constant which varies from 1.08 for the cylinder to 1.39 for the sphere.

From Fig. 4 it is seen that a good approximation to the behavior of the cylinder can be made by neglecting the buckling mechanism and taking the rotation in unison instead.
If the coercive force $h_{c}$ for rotation in unison ${ }^{1}$ as given by

$$
\begin{equation*}
h_{c}=\left(N_{b}-N_{a}\right) / 2 \pi \tag{50}
\end{equation*}
$$

is larger than $h_{n}$ as defined in (49), rotation in unison takes place, and the particle will behave as a single domain. Here $N_{b}$ and $N_{a}$ are the demagnetizing factors along the polar axis and an axis perpendicular to it, respectively. Equating (49) and (50) gives the critical size,

$$
\begin{equation*}
S_{c}{ }^{2}=2 \pi k / N_{a} \tag{51}
\end{equation*}
$$

From the variation of $N_{a}$ and $k$, one finds that

$$
\begin{equation*}
1.04 \leqslant S_{c} \leqslant 1.44 \tag{52}
\end{equation*}
$$

The higher value of $S_{c}$ is for the sphere and the lower for the cylinder. This result shows that contrary to current belief, the critical size for single-domain behavior is practically independent of elongation, and is approximately equal to $R_{0}$. When anisotropy is taken into account, with the easy direction of magnetization coinciding with the polar axis, an equal term $K / \pi I_{s}{ }^{2}$ will be added to both $h_{n}$ and $h_{c}$, so that the critical radius will not be affected.

The fact that the critical size is independent of magnetocrystalline anisotropy can be best understood from the nature of the energies concerned. The exchange energy tends to keep the spins aligned while the self magnetostatic energy tends to minimize the free charges by forcing flux closure paths. On the other hand, the magnetocrystalline energy is a local effect and thus is independent of the form of nucleation. The exchange energy is caused by short-range forces and is predominant for small sizes, causing the single-domain behavior. The magnetostatic energy, being a long-range effect, predominates for large sizes, causing magnetization changes to occur by flux closure mechanisms and thus not allowing rotation in unison.

These speculations show that the critical size is a
function of $I_{s}$ and $A$ only. Following this idea, dimensional analysis shows that the critical size must be proportional ${ }^{29}$ to $A^{\frac{1}{2}} / I_{s}$ which equals $R_{0}$, the characteristic length of the material.

In this paper, only the nucleation field was calculated for the prolate ellipsoid. Brown ${ }^{30}$ had already pointed out in 1940 the way to find the exact hysteresis curve of an ideal ferromagnetic particle, by solving a set of nonlinear partial differential equations. However, this is a formidable problem and is not easily tackled.

## 5. DISCUSSION

The results of the above calculation show that below a certain size (the critical size) the ferromagnetic particle behaves approximately as a single domain. It is found, contrary to current belief, that the critical size is independent of crystal anisotropy and is almost independent of elongation.

It follows from previous theory that an abrupt decrease in the coercive force at the critical size should occur from the relatively high value given by the magnetic anisotropy to the low value associated with domain wall movements. Bertaut, ${ }^{31}$ Carman, ${ }^{5}$ and Meiklejohn ${ }^{32}$ found experimentally that the coercive force of iron powders is inversely proportional to the particle size. Similar behavior was reported by Néel ${ }^{33}$ as having been found by Gottshalk for magnetite powder. The calculations given in this paper suggest a gradual decrease of the coercive force with particle size in cases where shape anisotropy predominates.

The absolute value of the coercive force obtained experimentally for supposedly single-domain powders is usually considerably less than that predicted by the previous theory. ${ }^{2,3,10,32}$ Furthermore, Morrish and $\mathrm{Yu}^{34}$ remarked that there is in fact some evidence that the coercive force continues to increase for particles smaller than the supposed critical size. When one compares the conclusions of this paper with experiments, difficulties $^{35}$ are encountered in determining the value of $A$ needed to calculate $R_{0}$. Even for iron, which is the material most studied, the value suggested for $A$ varies considerably, starting from $A=0.3 \times 10^{-6} \mathrm{erg} / \mathrm{cm}$ (as given by Wohlfarth ${ }^{13}$ ) through $0.83 \times 10^{-6}\left(\right.$ Stoner $\left.^{35}\right)$, $1.16 \times 10^{-6}\left(\right.$ Néel $\left.^{8}\right)$, to $2 \times 10^{-6}$ (Kittel ${ }^{12}$ ). Choosing $A=10^{-6}$ with $I_{s}=1700$ gauss, one finds from (9) that $R_{0}=60 \mathrm{~A}$. For magnetite, choosing $A=10^{-6} \mathrm{erg} / \mathrm{cm}$ following Galt, ${ }^{36}$ and $I_{s}=500$, one finds $R_{0}=200 \mathrm{~A}$. One sees that the critical size, which is approximately

[^8]equal to $R_{0}$, is smaller than that expected by current theory. ${ }^{8,10}$ These rather low values of the critical size suggest that the above-mentioned effects might be explained by the fact that the critical size was not reached in these experiments.

One must also admit the possibility that upon decreasing the size the particles will become paramagnetic ${ }^{37}$ before reaching the size of single-domain behavior.

In cases where $K \gg I_{s}{ }^{2}$, as in MnBi and Ferroxdure, the theory disagrees completely with experiment ${ }^{38}$ since, according to theory, the coercive force is independent of particle size. This was already pointed out by Brown. ${ }^{39}$ Thus the model assumed does not apply in this case. It is possible that a model taking into account imperfections, might help in solving this discrepancy. ${ }^{40}$
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## APPENDIX I. CALCULATION OF THE CRITICAL SIZE OF THE PROLATE ELLIPSOID ACCORDING TO THE RING MODEL

The critical size for this model is calculated by comparing the magnetostatic energy to the exchange energy. Taking $\omega=\pi / 2$ in (7), one finds for the exchange energy density

$$
\begin{equation*}
E_{x}=A / r^{2} \tag{53}
\end{equation*}
$$

When one uses (53), the exchange energy $\bar{E}_{x}$ of the ellipsoid per unit volume is

$$
\begin{align*}
(4 / 3) \pi R^{2} b \bar{E}_{x}=\int_{a / 2}^{R} \int_{0}^{b\left[1-(r / R)^{2}\right]^{\frac{1}{2}}} 2 \pi r^{-1} d z d r \\
=4 \pi A b[\ln (4 R / a)-1] \tag{54}
\end{align*}
$$

where $2 R$ and $2 b$ are the short axis and the long axis of the ellipsoid, respectively.

The magnetostatic energy is

$$
\begin{equation*}
\bar{E}_{m}=\frac{1}{2} N_{b} I_{s}^{2} \tag{55}
\end{equation*}
$$

where $N_{b}$ is the demagnetizing coefficient along the polar axis. Comparison of (54) and (55) yields the critical size $R_{c}$ :

$$
\begin{equation*}
\left(N_{b} / 6 A\right) I_{s}{ }^{2} R_{c}{ }^{2}=\ln \left(4 R_{c} / a\right)-1 \tag{56}
\end{equation*}
$$

APPENDIX II. STABILITY OF THE RING MODEL FOR THE ZERO-FIELD STATE OF THE SPHERE

From symmetry considerations the ring model is an equilibrium state. However, in order that this equilibrium be stable, the Hessian of the energy function

[^9]with respect to any set of chosen functions describing a perturbation from this state must be positive.
Let the sphere be defined in a cylindrical coordinate system ( $r, \varphi, z$ ) and let $\epsilon$ be the angle between the magnetization vector and the horizontal plane. In order to facilitate the calculation of the self-magnetostatic energy, $\epsilon$ is assumed to be independent of $z$. From symmetry considerations, $\epsilon$ is also assumed to be independent of $\varphi$. In order to study the stability of the state $\epsilon=0$, only angles $\epsilon \ll 1$ are considered.

The surface charge $\sigma$ on the sphere is given by

$$
\begin{equation*}
\sigma=I_{s} \epsilon \cos \theta \tag{57}
\end{equation*}
$$

where $\theta$ is the polar angle. Let the angle $\epsilon$ be represented by the series

$$
\begin{equation*}
\epsilon=\sum_{n=1}^{\infty} B_{2 n-1} P_{2 n-1} / \cos \theta \tag{58}
\end{equation*}
$$

where $B_{2 n-1}$ are constants and $P_{2 n-1}$ are Legendre polynomials, ${ }^{41}$ so that $E_{m}$ can be readily calculated.
Only polynomials of odd order are taken in order to satisfy the symmetry relation

$$
\sigma(\theta)=-\sigma(\pi-\theta)
$$

Upon substituting from (58) into (57); the surface charge is

$$
\begin{equation*}
\sigma=I_{s} \sum_{n=1}^{\infty} B_{2 n-1} P_{2 n-1} \tag{59}
\end{equation*}
$$

and the associated energy $E_{m}$ is

$$
\begin{equation*}
E_{m}=\sum_{n=1}^{\infty} B_{2 n-1}{ }^{2} 8 \pi^{2} I_{s}{ }^{2} R^{3} /(4 n-1)^{2} \tag{60}
\end{equation*}
$$

and with the notation

$$
R_{0}=A^{\frac{1}{2}} / I_{s} \quad \text { and } \quad S=R / R_{0}
$$

one obtains

$$
\begin{equation*}
E_{m}=4 \pi A R \sum_{n=1}^{\infty} 2 B_{2 n-1}{ }^{2}(4 n-1)^{-2} S^{2} . \tag{61}
\end{equation*}
$$

The exchange energy derived from (7) is
$E_{x}=2 A \int_{a / 2}^{R} \int_{0}^{\left(R^{2}-r^{2}\right)^{\frac{1}{2}}}\left[(d \omega / d r)^{2}+\sin ^{2} \omega / r^{2}\right] 2 \pi r d z d r$.
Writing $x=\left[1-(r / R)^{2}\right]^{\frac{1}{2}}=\cos \theta$, and using

$$
\omega=90-\epsilon, \quad \epsilon \ll 1,
$$

one finds, upon integrating with respect to $z$, that

$$
\begin{align*}
& E_{x}=4 \pi A R \int_{0}^{1-a^{2} / 8 R^{2}}\left[\left(1-x^{2}\right)(d \epsilon / d x)^{2}\right. \\
&\left.-x^{2} \epsilon^{2} /\left(1-x^{2}\right)\right] d x . \tag{63}
\end{align*}
$$

Upon substituting (58) in (63), $E_{x}$ can be calculated

[^10]and will be in the form of
\[

$$
\begin{equation*}
E_{x}=\sum_{i j} E_{x}{ }^{i j} B_{i} B_{j} \tag{64}
\end{equation*}
$$

\]

In order that the state $\epsilon=0$ be a minimum energy
state, the Hessian of the total energy

$$
E=E_{x}+E_{m}
$$

with respect to the coefficients $B_{2 n-1}$ should be positive.
The calculation yields for the Hessian

$$
\frac{|\mathfrak{F}|}{8 \pi A R}=\left|\begin{array}{llll}
1-P+\frac{2 \pi}{9} S^{2} & \frac{11}{6}-P & \frac{137}{60}-P & \ldots  \tag{65}\\
\frac{11}{6}-P & \frac{31}{6}-P+\frac{2 \pi}{49} S^{2} & -\frac{23}{60}-P & \ldots \\
\frac{137}{60}-P & -\frac{23}{60}-P & \frac{697}{60}-P+\frac{2 \pi}{121} S^{2} & \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{array}\right|
$$

where

$$
P=\ln \left(4 R_{0} S / A\right)
$$

The Hessian as given above is an infinite determinant. One is forced to study its behavior by studying the series formed by its principal minors.

In the first approximation,

$$
\begin{equation*}
|\mathfrak{H}|_{1}=8 \pi A R\left[1-\ln \left(4 R_{0} S / A\right)+(2 \pi / 9) S^{2}\right] \tag{66}
\end{equation*}
$$

which is associated with

$$
x_{\epsilon}=B_{1} P_{1} .
$$

$|\mathscr{C}|_{1}$ is positive down to the critical size $S_{c 1}$, becoming negative below it. $S_{c 1}$ is identical with the critical size as usually calculated. ${ }^{8}$ For iron, $R_{c 1} \approx 110 \mathrm{~A}$.

This might indicate that for particles larger than $R_{c 1}$ the ring model is of stable equilibrium. However, examining the second and third approximations to the Hessian which are associated with $x \in=B_{1} P_{1}+B_{3} P_{3}$ and $x \epsilon=B_{1} P_{1}+B_{3} P_{3}+B_{5} P_{5}$, respectively, one finds that the critical radius increases to 220 A and 350 A respectively, hinting that taking more terms will push the critical radius always higher. This suggest that the ring model is never of stable equilibrium.

A second approach to this problem is to assume for the perturbation

$$
\begin{array}{ll}
\epsilon=k(b-r) & \text { for } r \leqslant b \\
\epsilon=0 & \text { for } r \geqslant b, \tag{67}
\end{array}
$$

where $b$ is a constant and $k$ is calculated to minimize the energy. The variable part of $E_{x}$ is

$$
\begin{align*}
& E_{x}=8 \pi A R \int_{a / 2}^{b}\left[(d \epsilon / d r)^{2}-\epsilon^{2} / r^{2}\right] r d r  \tag{68}\\
& E_{x}=8 \pi A R k^{2} b^{2}[2-a / b-\ln (2 b / a)]
\end{align*}
$$

The variable part of the magnetostatic energy is

$$
\begin{equation*}
E_{m}<\frac{1}{2} N\left(k b I_{s}\right)^{2} \pi b^{2} 2 R \tag{69}
\end{equation*}
$$

as the right-hand side is the energy of the region where $\epsilon \neq 0$ taken as that of an ellipsoid. Here $b \ll R$ is assumed. In this case, $N$ is given by

$$
\begin{equation*}
N=4 \pi b^{2} R^{-2} \ln (2 R / b) \tag{70}
\end{equation*}
$$

The total energy $E$ is

$$
\begin{align*}
E<k^{2} 8 \pi A R b^{2}[2-a / b- & \ln (2 b / a) \\
& \left.+\frac{1}{2} \pi b^{4} R^{-2} R_{0}{ }^{-2} \ln (2 R / b)\right] . \tag{71}
\end{align*}
$$

The condition for stability here is

$$
\begin{equation*}
\partial^{2} E / \partial k^{2}>0 \tag{72}
\end{equation*}
$$

Taking for iron $a \approx 3 \mathrm{~A}, R_{0} \approx 60 \mathrm{~A}$, and choosing $b=30 \mathrm{~A}$, one finds that

$$
\begin{equation*}
\partial^{2} E / \partial k^{2} \approx 16 \pi A R b^{2}\left(-1+1,6 x^{-2} \ln x\right) . \tag{73}
\end{equation*}
$$

Here $x=2 R / b$. Equation (73) shows that $\epsilon=0$ is never stable as $\partial^{2} E / \partial k^{2}<0$ for any value of $x$.

## APPENDIX III. THE HOLLOW CYLINDER

In Eq. (15) it is found that the angle $\omega$ varies with the radius according to the relation

$$
\begin{equation*}
\omega=B J_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right]+C N_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right] \tag{74}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
d \omega / d x=0 \quad \text { at } \quad x=1 \quad \text { and } \quad x=\alpha . \tag{75}
\end{equation*}
$$

Here $\alpha$ is the reduced inner radius.
When one uses (35), the two boundary conditions yield the equations

$$
\begin{align*}
& \quad B\left[J_{0}(\mu)-J_{1}(\mu) / \mu\right]+C\left[N_{0}(\mu)-N_{1}(\mu) / \mu\right]=0  \tag{76}\\
& B\left[J_{0}(\mu \alpha)-J_{1}(\mu \alpha) / \mu \alpha\right] \\
& \quad+C\left[N_{0}(\mu \alpha)-N_{1}(\mu \alpha) / \mu \alpha\right]=0 \tag{77}
\end{align*}
$$

where

$$
\begin{equation*}
\mu=(-h \pi)^{\frac{1}{2}} S \tag{78}
\end{equation*}
$$

The solutions

$$
\begin{equation*}
B=0, \quad C=0 \tag{79}
\end{equation*}
$$

hold before nucleation. At nucleation

$$
\begin{equation*}
B \neq 0, \quad C \neq 0, \tag{80}
\end{equation*}
$$

so that the determinant of the coefficients of $B$ and $C$ must vanish, yielding

$$
\begin{equation*}
\frac{J_{0}(\mu)-J_{1}(\mu) / \mu}{J_{0}(\mu \alpha)-J_{1}(\mu \alpha) / \mu \alpha}=\frac{N_{0}(\mu)-N_{1}(\mu) / \mu}{N_{0}(\mu \alpha)-N_{1}(\mu \alpha) / \mu \alpha} . \tag{81}
\end{equation*}
$$

This equation gives $\mu=\mu(\alpha)$, and with (78) the nucleation field $h_{n}$ is found as a function of the inner radius $\alpha$.

From (81), one finds that, for $\alpha \ll 1$,

$$
\begin{equation*}
h_{n}=h_{0}\left(1-4.2 \alpha^{2}\right), \tag{82}
\end{equation*}
$$

where $h_{0}$ is the nucleation field as given in (19). Following Neel, ${ }^{8}$ the value of the inner radius is taken to equal half a lattice constant. One has then

$$
\begin{equation*}
h_{n} \approx h_{0}\left[1-(a / R)^{2}\right], \tag{83}
\end{equation*}
$$

and as one considers only $R>R_{0}$ (Fig. 4) and $a / R_{0} \ll 1$, one sees that $h_{n}$ is essentially the same if one assumes the boundary conditions $\omega=0$ at $x=0$ or if one allows for a mobile limit at $x=a / 2 R$.

APPENDIX IV. DISCONTINUITY OF MAGNETIZATION at THE CURLING NUCLEATION IN THE CYLINDER

In Eq. (10), the total energy is found to be
$E=\frac{2 A}{R^{2}} \int_{a / 2 R}^{1}\left[x(d \omega / d x)^{2}+\sin ^{2} \omega / x-2 \pi S^{2} h x \cos \omega\right] d x$

$$
\begin{array}{r}
=\frac{2 A}{R^{2}} \int_{a / 2 R}^{1}\left\{x(d \omega / d x)^{2}+\omega^{2} / x-2 \pi S^{2} h x\left(1-\omega^{2} / 2\right)\right. \\
-2 \pi S^{2} h x\left[\omega^{4} / 4!-O\left(\omega^{6}\right)\right] \\
\left.-\left[(2 \omega)^{4} / 4!-O\left(\omega^{6}\right)\right] / 2 x\right\} d x . \tag{85}
\end{array}
$$

When one takes only terms up to $\omega^{2}$, the nucleation function is [according to (15)]

$$
\begin{equation*}
\omega=B Z_{1}\left[(-h \pi)^{\frac{1}{2}} S x\right], \tag{86}
\end{equation*}
$$

where $Z_{1}$ is a linear combination of Bessel and Neumann functions.
At nucleation,

$$
\begin{array}{r}
\int_{a / 2 R}^{1}\left[x(d \omega / d x)^{2}+\omega^{2} / x-2 \pi S^{2} h_{n} x\left(1-\omega^{2} / 2\right)\right] d x \\
=\mathrm{constant} \tag{87}
\end{array}
$$

so that

$$
\begin{equation*}
E=\mathrm{constant}-\frac{2 A}{R^{2}} \int_{a / 2 \boldsymbol{R}}^{1} \omega^{4} x^{-1}\left(\pi S^{2} h_{n} x^{2} / 12+\frac{1}{3}\right) d x . \tag{88}
\end{equation*}
$$

For small values of $\omega$,

$$
\begin{equation*}
E<\mathrm{const}-\frac{2 A}{R^{2}} \int_{a / 2 R}^{1} \omega^{4} x^{-1}\left(-3.39 / 12+\frac{1}{3}\right) d x, \tag{89}
\end{equation*}
$$

where $\pi S^{2} h_{n}=-3.39$ is taken from (19).
It is seen that $E$ decreases with $\omega$, thus assuring a discontinuous change of the magnetization at nucleation.

## APPENDIX V. SELF-MAGNETOSTATIC ENERGY ASSOCIATED WITH THE BUCKLING CONFIGURATION

According to (23), the surface charge $\sigma$ on the cylinder is given by

$$
\begin{equation*}
\sigma=\sum_{m=1}^{\infty} \sigma_{2 m-1}=I_{s} \cos \varphi \sum_{m=1}^{\infty} \omega_{2 m-1} \cos \left[(2 m-1) \frac{\pi}{T} z\right] \tag{90}
\end{equation*}
$$

The corresponding solution of the Laplace equation for the magnetostatic potential $F$ yields

$$
\begin{align*}
& F=\sum_{m=1}^{\infty} A_{2 m-1} J_{1}\left[i(2 m-1) \frac{\pi}{T} r\right. \\
& \times \cos \varphi \cos \left[(2 m-1) \frac{\pi}{T} z\right] \tag{91}
\end{align*}
$$

for $r \leqslant R$, and

$$
\begin{align*}
& F=\sum_{m=1}^{\infty} B_{2 m-1} H_{1}{ }^{(1)}\left[i(2 m-1) \frac{\pi}{T}\right] \\
& \times \cos \varphi \cos \left[(2 m-1) \frac{\pi}{T} z\right] \tag{92}
\end{align*}
$$

for $r \geqslant R$. Here $A_{2 m-1}$ and $B_{2 m-1}$ are constants.
Equating the potential at $r=R$ yields

$$
\begin{align*}
B_{2 m-1}=A_{2 m-1} J_{1}\left[i(2 m-1) \frac{\pi}{T} R\right] & / \\
& H_{1}{ }^{(1)}\left[i(2 m-1) \frac{\pi}{T} R\right] \tag{93}
\end{align*}
$$

The divergence of $H$ equals $4 \pi \sigma$, and is found by using $H=\operatorname{grad} F$ and (91), (92) so that

$$
\begin{align*}
& A_{2 m-1} \frac{d}{d r} J_{1}\left[i(2 m-1) \frac{\pi}{T} r\right] \\
& -B_{2 m-1} \frac{d}{d r} H_{1}{ }^{(1)}\left[i(2 m-1) \frac{\pi}{T} r\right]=4 \pi I_{s} \omega_{2 m-1} \tag{94}
\end{align*}
$$

at $r=R$.
From (93) and (94), one finds that

$$
\begin{equation*}
A_{2 m-1}=2 \pi^{2} \omega_{2 m-1} i R I_{s} H_{1}{ }^{(1)}\left[i(2 m-1) \frac{\pi}{T} R\right] . \tag{95}
\end{equation*}
$$

The energy per unit volume of the cylinder is

$$
\begin{equation*}
\bar{E}=\pi R^{2} 8 \pi\left(16 \pi^{2} R^{2} T\right)^{-1} \int_{0}^{2 T} \int_{0}^{2 \pi} 4 \pi F \sigma R d \varphi d z \tag{96}
\end{equation*}
$$

Using this and (90), (91), and (95), one obtains after
integration

$$
\begin{align*}
\bar{E}=\sum_{m=1}^{\infty} \frac{1}{2} \pi^{2} I_{s}{ }^{2} \omega_{2 m-1}{ }^{2} i H_{1}{ }^{(1)}[ & \left.i(2 m-1) \frac{\pi}{T} R\right] \\
& \times J_{1}\left[i(2 m-1) \frac{\pi}{T} R\right] \tag{97}
\end{align*}
$$
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#### Abstract

Interface states are found in the upper half of the energy gap of silicon and germanium. On weakly oxidized surfaces, they lie 0.42 and 0.13 ev above the intrinsic position of the gap with approximate densities $10^{11}$ to $10^{12}$ and $10^{10}$ to $10^{11}$ for silicon and germanium, respectively. On well-oxidized surfaces, interface states are found approximately 0.44 to 0.48 ev and 0.18 ev above the intrinsic position of the gap with densities of around $10^{12}$ and $10^{11}$ to $10^{12}$ for silicon and germanium, respectively. At large bias voltages, high electric fields exist in the oxide film. Changes in the structure of the interface states in the upper half of the gap of silicon are found. A model is given which can account for the experimental observation.


## INTRODUCTION

IN a previous paper, ${ }^{1}$ measurements of inversion layers on $n$-type germanium and silicon have been reported. This paper represents an extension of reference 1 to measurements of inversion layers on $p$-type germanium and silicon. Essentially, the same notation and terminology will be used. From the steady state and nonsteady state measurements, it has been deduced previously that on both germanium and silicon there is a very high density of surface states on or near the surface of the oxide film (outer surface states) and a much smaller density at the interface of the semiconductor and the semiconductor oxide film (interface states). The outer surface states appear to result from adsorbed atoms of the surrounding ambient gas. The measurements of the interface states have been interpreted in terms of one localized state 0.138 ev and 0.455 ev below the middle of the gap for germanium and silicon, respectively. The densities were approximately $10^{11}$ states $/ \mathrm{cm}^{2}$ for germanium and $10^{12}$ states $/ \mathrm{cm}^{2}$ for silicon.

In the meantime, other contributions from workers in the field have appeared in the literature which deal directly or indirectly with a determination of the interface states. ${ }^{2-8}$ The work of Bardeen et al. ${ }^{3}$

[^11]essentially confirmed the previous finding for interface states in the lower half of the gap of germanium. It appears, however, that in addition to these localized states there is a continuous distribution of surface states near the middle of the forbidden gap. The total number of these distributed states is considerably smaller than that of the localized ones. ${ }^{3}$ Measurements of interface states by conduction measurements of inversion layers are difficult and sometimes even impossible for states lying close to the center of the forbidden gap. In such measurements, the charge in the interface states as a function of the quasi-Fermi level for holes or electrons is deduced from "pulsed" conductance measurements as a function of bias voltage. If the quasi-Fermi level describing the distribution of the majority carriers in the surface layer is close to the middle of the gap, then the conductance of the inversion layer is very small. The saturation current flowing across the junction between the inversion layer and the bulk of the material gives rise to an ohmic drop in the inversion layer so that the bias voltage between the bulk of the semiconductor and the inversion layer is not constant along the base region of the $n-p-n$ and $p-n-p$ type semiconductor bars. The inversion layer technique is, therefore, not easily applicable for states near the middle of the band gap. In addition, as will be shown, the occupancy of the interface states may not be described by the quasi-Fermi level for majority carriers if the ratio of the capture cross for electrons and holes is unfavorable.
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