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with 0 J' taken to be constant, there results

rt&(ti —stth, )& exp( —tis)dst
~et,hr1~o= &O.y'&th. g~h. '

st'* exp (—tl') dst

The denominator is readily integrated to yield sI'(e).
However, the integral in the numerator must be
approximated. Putting $=rt rtth„—the numerator be-
comes

f
std(rt stth, )—b exp( tl')—dst

the integral occurs for values of g in the range

rtthr +st $rtthr+ 1/2stthrq

and the approximations

exp( —e)=1, (i+0th, )'=5th, ',

were used. This is completely adequate for the present
purpose.

Using the values of the integrals indicated, and
recalling that)t, =E)srrpsc, there results for the increase
in positronium formation I in the present approximation

XpI=
)tp+)t

=exp( —rtth, s)
4o

(5+v h.)'&' em( —2n h.k
—8)d5,

1.3X10sttth, & exp( —tith, s)

1.3X10'stth, & exp( —st@„')+()/(re )(Et»/ry) &

= tith
-' exp( —

st th, ')I'(e)/2V2, with O.y' in units of m'ap. Figure 5 shows this result
plotted vs the dimensionless field parameter 6=gth, —'

where it may be noted that the major contribution to for a number of different values of (ay/))(Zt»/ry) .
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The density effect on the ionization produced by electrons has been observed by comparing their speci6c
ionization in He and H2 gases at one and ten atmospheres pressure. The measurements were made by
sending primary electrons of energy variable from 2—35 Mev through an ionization chamber into a Faraday
cup. No density effect is observed or expected at one atmosphere pressure at these energies, but at ten
atmospheres pressure, the results indicate the onset of the density effect at about 10 Mev in H2 and 20 Mev
in He. At 35 Mev, the percentage reduction in ionization from that expected without density effect amounts
to (8.0~1) in Hs and (3.5&1.3) in He. These results are in near agreement with the calculations of
Sternheimer.

I. INTRODUCTION

OR some time, it has been known" that the mass

stopping power of any material for charged par-
ticles should be dependent on the density of the ma-

terial. This dependence arises when the particle velocity
approaches c and the relativistic extension of the
particle's transverse field is affected by the polarization
of the surrounding material. This eGect has been
demonstrated as inQuencing the energy loss of particles
in solids, ' the ionization produced in gases, 4 ' the grain
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density in nuclear emulsions, ' and the light output of
scintillators. ~

In gases at atmospheric pressure, the density effect
begins to occur when the kinetic energy of the charged
particle is about 100 times its rest energy. In order to
demonstrate the effect at lower particle energy, it is
necessary to increase the gas pressure. The theory of
the effect' ' indicates that the correction to the rate of
energy loss depends on the gas pressure I' and particle
momentum p only as a function of the product (pP&).

The measurements described in this paper were made
with an ionization chamber at 10 atmospheres pressure
using electrons of up to 35-Mev energy. The observed
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~ Theodore Bowen, Phys. Rev. 96, 754 (1954).
8 R. M. Sternheimer, Phys. Rev. 88, 85i (1952).
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Fzo. i. Schematic drawing of the Faraday-cup beam collector
showing the high-pressure ion chamber in front of the cup.

density effects should be the same as would attain at
atmospheric pressure with electrons of up to 100 Mev.

II. APPARATUS

8.7

The methods and apparatus used were essentially
the same as described in an earlier paper on specific
ionization by electrons. " The primary electrons were
accelerated in the Stanford 35-Mev linear accelerator,
then formed into an energy-analyzed beam of —,'-in. by
1-in. rectangular cross section. This beam was then
passed through an ionization chamber into a Faraday
cup. (Figure 1 shows the configuration employed. ) The
ratio of the collected ionic charge to the charge collected
in the Faraday cup is then proportional to the specific
ionization. The details concerning the primary energy
calibration, the method of measuring the accumulated
charges, the tests indicating the reliable performance of
the Faraday cup, and the various corrections to the
observed data are given in reference 10. The only im-
portant change in the apparatus was the use of thicker
windows, capable of withstanding the higher pressure,
in the ionization chamber. These windows (0.0075-in.

stainless steel, 4 in. in diameter at the exit) resulted in
appreciable scattering or absorption of the low-energy
primary particles. An experimental evaluation of this
eGect was made by measuring at atmospheric pressure
with the thick window chamber and comparing these
results with the previous atmospheric pressure measure-
ments made with the same ion chamber fitted with thin
windows.

The recombination of ions in the gas was an im-
portant effect which limited the precision of the experi-
ment. In order to minimize this effect, the ion density
was kept as low as possible by employing gases of low
electronic density (H, and He) and primary beams of
large cross-sectional area and low intensity. A correction
for the recombination was evaluated by observing the
ratio of ion charge to Faraday cup charge as a function
of primary beam intensity and extrapolating the result-
ing curves (straight lines) to zero hearn intensity.
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Fzo. 3. Relative specific ionization in H~ at one and ten atmos-
pheres pressure as measured with the thick-window ion chamber
shown in Fig. i. The data were normalized to give agreement in
the region from 2 to 6 Mev.
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FIG. 2. Ratio of the collected ion charge to collected Faraday-
cup charge (in arbitrary units) as a function of the average
primary beam intensity.

"W. C. Barber, Phys. Rev. 97, 10'l1 (1955),

Figure 2 shows a few of these curves as measured under
the best conditions. The extrapolations from the
measured points of lowest intensity amount to 2 or 3%%u~

with possible errors of about 1%.
The necessity of avoiding gas "breakdown" inside

the chamber limited the voltage which could be applied
to 10 kv in the case of H2 and 5 kv in the case of He.
It was found that the long-term reproducibility of the
measurement on H2 was better than on He.

All measurements were made with the gases Rowing
through the ion chamber at about 1 cc/sec. The HE gas
was electrolytic Hz (supplied by the Stuart Oxygen
Company) which was passed through a liquid N& trap
to remove condensable vapors. The He gas had been
mass spectrometer checked to be 99.99 jo pure. No
further trapping or purification was used.

The gas pressure was measured with a barometer
and a calibrated gauge. The experiments were all con-
ducted at a uniform temperature of 23'C. The 10-
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atmosphere data were taken at 145 psi (gauge) which,
to 1%%uq accuracy, gave the same number of atoms/cm'
as at O'C and 10 atmospheres absolute pressure.

III. RESULTS

Figures 3 and 4 show experimental data taken with
H2 and He by using the thick window chamber at both
one and ten atmospheres pressure. The ordinate scales
are arbitrary and the high- and low-pressure data have
been normalized to correspond in the region from
2—6 Mev. The errors indicated on the figures are
standard deviations calculated from the reproducibility
of the measurements. Because the large beam cross
section made the effect of the fringing fields of the ion
chamber rather uncertain, and because the control on
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FIG. 5. Illustration of the effect of the thick windows on the
specific ionization in H2 observed with the apparatus shown in
Fig. 1. The data were arbitrarily normalized at high energies.
A window correction proportional to 1/Ea' was applied to give
the agreement indicated at low energies.

Figures 7 and 8 show a comparison of the specific
ionization with theoretical curves of the expected rate
of energy loss due to ionization and excitation. The
theoretical curves show the expected density eQ'ect at
10 atmospheres pressure as given by Sternheimer. '
The so-called "probable" energy loss

1 ('dE) 27ree' 2mtlsTo
ln —P' —6, (1)

p E dg ) probable rNrlsp ls(1 —Ps)

which is Eq. (43) of reference 9, has been used for
comparison with the ionization chamber measurements

Fzo. 4. Relative specific ionization in He at one and ten atmos-
pheres pressure as measured with the thick-window ion chamber.
The data were arbitrarily normalized to give the best average
agreement in the region from 2 to 9 Mev. 7.5
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gas purity was not particularly good, absolute specific-
ionization measurements were not attempted. However,
the observed increase with pressure agreed with that
theoretically calculated from the ratio of gas density
and the change in secondary cut-off energy, To, to
about 5%.

Figures 5 and 6 show data used to evaluate the effect
of the thick windows. The effect of the windows is
chiefly due to single scattering whose cross section is
nearly proportional to 1/EII'. Therefore, the measured
values of the thick-window ionization were multiplied
by a factor A(1—8/Eo'), with A and 8 empirically
chosen to give agreement with the thin-window data.
With Eo measured in Mev, the chosen value for 8 was
0.28. The value of A was near unity and was chosen
to give agreement with the specific ionization measure-
ments reported in reference 10.
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FIG. 6. Comparison of the measurements on He with thick and
thin windows on the ion chamber. The same window correction
was used as in the case of Hq (Fig. 5).
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Pro. 7. Comparison of the specific ionization measurements in
ten atmospheres of H~ (crosses and circles) with the theoretically
expected energy loss in H& (solid curve). The lower branch of the
solid curve takes into account the expected density e8ect at ten
atmospheres pressure while the upper branch is the expected
energy loss without density e8ect. The points were arbitrarily
normalized to fit the solid curve in the region from 2.8 to 6 Mev.

because the size and gas content of the chamber
electively impose a cut-off energy, To, on the secondary
electrons which are fully detected. Equation (1) repre-
sents the rate of energy loss not including the losses in
collisions where energies greater than To are given to
the secondary electron. It is valid for all particles,
provided To is su%.ciently less than the primary energy.
The 8 represents the density eGect and depends on the
dielectric properties of the medium. It depends on
primary momentum and pressure only through the
product (pI"). In evaluating expression (1), I was
taken as 18 ev for H~ and 27 ev for He. The values of To
were calculated to be 56 kev for the chamber filled with
10 atmospheres of H2 and 57 kev with He.
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FIQ. g. Comparison (analogous to Fig. 'I) of the measurements
in ten atmospheres of He with the theoretically expected energy
loss in He.

IV. CONCLUSIONS

The direct comparison of the one- and ten-atmosphere
data (Figs. 3 and 4) shows clear evidence for a leveling
oG in the relativistic rise in ionization as is predicted by
the density eGect. This result is independent of possible
errors in the window correction discussed above. The
density eGect is observed at lower energies in H& than
in He, a result which is expected as a consequence of
the tighter binding of the electrons in He. Comparisons
of the data with the theory of energy loss (Figs. 7 and 8)
show agreement within experimental error in the case
of He and nearly so in the case of H2. At 35 Mev the
calculations of Sternheimer predict a reduction in
energy loss due to the density effect of 6.5% and 3% in
H2 and He, respectively. The corresponding experi-
mentally observed reductions are (8&1)% in Hs and
(3.5+1.3)% in He.


