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#### Abstract

An analysis is given of the determination of additive functions of the frequencies of the normal mode vibrations of a lattice. The method is applied to the problem of calculating the self-energies and interaction energies of defects in lattices of any dimension. In particular results are derived for the self-energies and interaction energies of isotopes, holes, and "source" defects in simple cubic monatomic and diatomic lattices. For example it is shown that two holes in a simple cubic lattice attract each other, the energy of interaction being inversely proportional to the cube of the distance of separation. The general method is also applied to the problem of the interaction of lattice defects with the boundaries of the lattice. Finally, if the lattice approaches the limit of a continuum, it is shown that the energy of interaction between two holes is just that obtained by Wentzel for the interaction between two fixed nucleons according to the scalar meson pair theory.


## INTRODUCTION

THE influence of defects such as impurities and holes on the physical properties of crystals has been one of the most studied phases of solid state physics in recent years. This paper is the third report of a detailed mathematical investigation of the effect of localized irregularities on lattice vibrations ${ }^{1}$ (the first report will be referred to as D-1 and the second as $\mathrm{D}-2$ ). Although the authors are interested in the general defect problem, they have decided that various suitable mathematical techniques can more easily be applied to perturbations of lattice vibrations than to other degrees of freedom in a solid and have elected to examine that problem first. The work of Koster and Slater ${ }^{2}$ on the theory of semiconductors via Wannier wave functions parallels our analysis to some extent (as do the brief remarks of Lax and Smith ${ }^{3}$ on lattice vibrations). Work is now in progress on the influence of defects on the spin wave, Ising, and spherical models of magnetic materials.
D-1 is mostly concerned with those vibrational modes which are localized around lattice defects. It is shown that under certain conditions discrete normal modes exist which are diplaced out of the continuum of modes of the unperturbed lattice. Only a few atoms in the immediate neighborhood of a defect participate in these modes. Generally motions of all atoms in a perfect monatomic crystal contribute equally to the energy in each normal mode. However, the atoms which participate in localized modes are responsible for more than their normal share of the internal energy of the crystal. Hence the region around a defect is equivalent to a "hot spot" in the lattice. A localized mode (either in the

[^0]interior or on the surface of a crystal) might catalyze physical and chemical processes which would not normally occur at the existing temperature of the crystal. D-2 is concerned with localized modes in linear diatomic lattices.
It was also pointed out in D-1 that at low temperatures an attraction exists between "like" defects (for example a pair of isotopic impurities of the same mass) and a repulsion between "unlike" defects (for example, two isotopes of different mass, one heavier than a normal atom in the crystal and one lighter). This interaction is greatest at absolute zero. A consequence of the attraction between like defects would be a clustering tendency between atoms of like atomic weight in a mixed crystal of two isotopic species. Indeed one would expect a separation into two isotopic phases at $T=0$ (actually the equilibrium time for such a process might be very long). This effect has been discussed by Prigogine, Bingen, and Jeener. ${ }^{4}$ It will be shown in Sec. 6 that light isotopes and holes are attracted to the free boundary of a crystal.

This paper is mainly concerned with the development of a formalism for the discussion of the effect of the interaction of defects on additive functions of the normal mode frequencies. The formalism will be applied to the calculation of the interaction energy between defects (as determined from the change in zero-point energy) and of that between defects and surfaces. Although thermodynamic quantities are additive functions of the frequencies, we shall postpone a discussion of their behavior until part 4 of this series. Detailed calculations are made here on simple cubic lattices with interactions (described through both central and noncentral forces) between nearest neighbors only. Both one- and two-component systems are analyzed.

Some remarks will be made concerning continuum field theory by letting our crystalline lattice spacings vanish. It was pointed out to the authors by Professor

[^1]T. D. Lee that our methods are similar to those used by Wentzel ${ }^{5}$ in his investigation of the meson pair theory of forces between nucleous. We show that pair theory is mathematically equivalent to the continuum limit of the theory of the interactions of holes in a crystal lattice.
The reader is referred to D-1 for a detailed discussion of the model ${ }^{6}$ used here.

## 1. GENERAL FORMULAS FOR CALCULATION OF ADDITIVE FUNCTIONS OF NORMAL MODE FREQUENCIES

Let us suppose that the normal mode frequencies of a lattice are $\omega_{1}, \omega_{2}, \cdots$. Many quantities of interest can be expressed as sums of functions of the normal mode frequencies

$$
\begin{equation*}
S=\sum_{j} g\left(\omega_{j}\right) . \tag{1.1}
\end{equation*}
$$

For example, the zero-point energy of the lattice is given by $S$ if $g(z)=\frac{1}{2} \hbar z$. The characteristic function, $E\left(\exp i \alpha \omega^{2}\right)$, whose Fourier transform is the frequency distribution function, corresponds to

$$
g(z)=N^{-1} \exp \left(i \alpha z^{2}\right)
$$

where $N$ is the number of degrees of freedom of the lattice. Thermodynamic quantities are generally of the form of (1.1).

Let us also assume that the frequencies are roots of a characteristic equation

$$
D(\omega)=0 .
$$

It was pointed out in D-1 that if $g(z)$ is an analytic function inside of a closed counter-clockwise contour $C$ and if $D(z)$ has all of its zeros but no poles inside the contour, then ${ }^{7}$

$$
\begin{equation*}
S=\sum_{j} g\left(\omega_{j}\right)=\frac{1}{2 \pi i} \int_{C} g(z) \frac{d}{d z}\{\log D(z)\} d z . \tag{1.2}
\end{equation*}
$$

We represent the function whose zeros are normal mode frequencies of a perfect lattice by $D_{0}(z)$, and represent the corresponding function associated with a lattice with defects enumerated by $\alpha, \beta, \cdots$ by $D(\alpha, \beta, \cdots ; z)$.

The change in an additive function $S$ which results from a single defect, $\alpha$, is

$$
\begin{align*}
\Delta S_{\alpha} & =\frac{1}{2 \pi i} \int_{C} g(z) \frac{d}{d z}\left\{\log D(\alpha ; z)-\log D_{0}(z)\right\} d z \\
& =\frac{1}{2 \pi i} \int_{C} g(z) \frac{d}{d z} \log \left\{D(\alpha ; z) / D_{0}(z)\right\} d z . \tag{1.3}
\end{align*}
$$

This quantity might be referred to as the self- $S$ of the

[^2]lattice. The "interaction- $S$ " of a defect pair $(\alpha, \beta)$ is defined as the difference between the $S$ of a system of two interacting defects and that of a pair of isolated defects and is given by
\[

$$
\begin{align*}
\Delta S_{\alpha, \beta}= & \frac{1}{2 \pi i} \int_{C} g(z) \frac{d}{d z} \\
& \times \log \left\{D(\alpha, \beta ; z) D_{0}(z) / D(\alpha ; z) D(\beta ; z)\right\} d z . \tag{1.4}
\end{align*}
$$
\]

If $\epsilon_{\alpha}, \epsilon_{\beta}, \cdots$ are the parameters which characterize defects $\alpha, \beta, \cdots$, and $D(\alpha ; z)$ is of the form

$$
\begin{equation*}
D(\alpha ; z)=D_{0}(z)\left[1+\epsilon_{\alpha} h_{\alpha}(z)\right] \tag{1.5a}
\end{equation*}
$$

(as we shall show to be the case in a wide variety of situations), and

$$
\begin{align*}
D(\alpha, \beta ; z)=D_{0}(z)\left[1+\epsilon_{\alpha} h_{\alpha}(z)+\right. & \epsilon_{\beta} h_{\beta}(z) \\
& \left.+\epsilon_{\alpha} \epsilon_{\beta} h_{\alpha \beta}(z)\right] \tag{1.5b}
\end{align*}
$$

we find

$$
\begin{equation*}
\Delta S_{\alpha}=\frac{\epsilon_{\alpha}}{2 \pi i} \int_{C} \frac{h_{\alpha}^{\prime}(z) g(z) d z}{1+\epsilon_{\alpha} h_{\alpha}(z)} \tag{1.6a}
\end{equation*}
$$

where the prime denotes the derivative with respect to the argument. Also
$\Delta S_{\alpha \beta}=\frac{1}{2 \pi i} \int_{C} g(z) \frac{d}{d z} \log \left\{1+\frac{\epsilon_{\alpha} \epsilon_{\beta}\left(h_{\alpha \beta}-h_{\alpha} h_{\beta}\right)}{\left(1+\epsilon_{\alpha} h_{\alpha}\right)\left(1+\epsilon_{\beta} h \beta\right)}\right\} d z$,
so that as $\epsilon_{\alpha}$ and $\epsilon_{\beta} \longrightarrow 0$

$$
\Delta S_{\alpha \beta} \sim-\frac{\epsilon_{\alpha} \epsilon_{\beta}}{2 \pi i} \int_{C} g(z)\left[h_{\alpha}(z) h_{\beta}(z)-h_{\alpha \beta}(z)\right]^{\prime} d z
$$

and the interaction $S$ is of second order in $\boldsymbol{\epsilon}_{\alpha}, \boldsymbol{\epsilon}_{\beta}$ in the limit of "weak defects."
The total interaction $S$ due to a large number of defects is $\sum \Delta S_{\alpha \beta}$ over all defect pairs and is a quadratic form in $\epsilon_{\alpha}, \epsilon_{\beta}, \cdots$ in the limit of weak defects, but cubic and higher order terms occur when "strong" defects (large $\epsilon$ 's) exist.

## 2. ON THE GENERAL FORM OF THE CHARACTERISTIC EQUATIONS OF NORMAL MODE FREQUENCIES

The normal mode frequencies $\left\{\omega_{j}\right\}$ of a set of coupled harmonic oscillators are zeros of the characteristic determinant
$D_{0}(\omega)=\left|\begin{array}{cccc}a_{11}+M_{1} \omega^{2} & a_{12} & a_{13} & \cdots \\ a_{21} & a_{22}+M_{2 \omega^{2}} & a_{23} & \cdots \\ a_{31} & a_{32} & a_{33}+M_{3} \omega^{2} & \cdots \\ \cdots & \cdots & \cdots & \cdots\end{array}\right|$.
Here the $M_{j}$ 's are particle masses and the $a_{i j}$ 's are related to the force constants of the "springs." We shall assume that defects in a lattice alter the determinant through the introduction of a set of parameters $\delta_{\alpha}, \delta_{\beta}, \cdots$ at the $\alpha$ th, $\beta$ th, $\cdots$ elements along the main
diagonal so that these elements become $a_{\alpha \alpha}+M_{\alpha} \omega^{2}+\delta_{\alpha}$, etc. (Although it is sometimes necessary to perturb off-diagonal terms as well, the analysis of such cases is essentially the same as that given below.)

In the case of a single defect, the determinant can be expanded by the $\alpha$ th row in the usual manner to yield

$$
\begin{equation*}
D(\alpha ; \omega)=D_{0}(\omega)+\delta_{\alpha} A_{\alpha \alpha} \tag{2.2a}
\end{equation*}
$$

where $A_{\alpha \alpha}$ is the cofactor of $a_{\alpha \alpha}+\omega^{2} M_{\alpha}$ in the determinant $D_{0}(\omega)$. It is well known that if $\left\{a_{i j}{ }^{(-1)}(\omega)\right\}$ is the set of elements of the inverse of the matrix of $D_{0}(\omega)$, then

$$
\begin{equation*}
A_{\alpha \alpha}=D_{0}(\omega) a_{\alpha \alpha}{ }^{(-1)}(\omega) \tag{2.2b}
\end{equation*}
$$

and

$$
\begin{equation*}
D(\alpha ; \omega)=D_{0}(\omega)\left[1+\delta_{\alpha} a_{\alpha \alpha}^{(-1)}(\omega)\right] \tag{2.3}
\end{equation*}
$$

which is of the form (1.5a) where $h_{\alpha}$ is to be identified with $a_{\alpha \alpha}{ }^{(-1)}$.

Now let there be two defects, one at $\alpha$ and the other at $\beta$. Then, if we expand $D(\alpha, \beta ; \omega)$ with respect to the $\beta$ th row, we find

$$
D(\alpha, \beta ; \omega)=D(\alpha ; \omega)+\delta_{\beta} A_{\beta \beta}(\alpha),
$$

where $A_{\beta \beta}$ is the cofactor of the $\beta$ th diagonal element of

$$
D(\alpha, \beta, \gamma ; \omega)=D_{0}(\omega) \left\lvert\, \begin{aligned}
& 1+\delta_{\alpha} a_{\alpha \alpha}(-1) \\
& \left(\delta_{\beta} \delta_{\alpha} \frac{1}{2} a_{\beta \alpha}(-1)\right. \\
& \left(\delta_{\gamma} \delta_{\alpha}\right)^{\frac{1}{2}} a_{\gamma \alpha}(-1)
\end{aligned}\right.
$$

and may generalize these results to any given" ${ }^{\text {" }}$ number of defects.

Since the elements of the inverse matrices appear in all formulas independently of the specific nature of the defects, we derive formulas for these elements in the next section.

## 3. ELEMENTS OF INVERSE MATRIX FOR CERTAIN MODELS

We shall now find the elements of the inverse of the matrix $D_{0}$ which corresponds to one-component, $n$-dimensional simple cubic lattices with interactions between nearest neighbors only (and both central and noncentral forces). We assume the lattices to be cubes containing $N^{n}$ lattice points. At the end of this section we discuss the case of a diatomic lattice.

The mechanics of these systems are discussed in detail in D-1 and in reference 6. A mathematically convenient (but physically somewhat unreal) feature of this model is the independence of the $x, y$, and $z$ components of the motions of the lattice particles.

The equation of motion of the $x$ component of the displacement of a particle at lattice point ( $m_{1}, m_{2}, \cdots, m_{n}$ ) is

$$
\begin{align*}
& M \ddot{x}\left(m_{1}, \cdots, m_{n}\right)=\sum_{j=1}^{n} \gamma_{j}\left[x\left(m_{1}, \cdots, m_{j}-1, \cdots, m_{n}\right)\right. \\
& \left.\quad-2 x\left(m_{1}, \cdots, m_{n}\right)+x\left(m_{1}, \cdots, m_{j}+1, \cdots, m_{n}\right)\right], \tag{3.1a}
\end{align*}
$$

where $\gamma_{j}$ is the force constant associated with displace-
the determinant $D(\alpha ; \omega)$. This is, however,

$$
A_{\beta \beta}(\alpha)=A_{\beta \beta}+A\left\{\begin{array}{l}
\alpha \alpha \\
\beta \beta
\end{array}\right\},
$$

where $A\left\{\begin{array}{l}\alpha \alpha \\ \beta \beta\end{array}\right\}$ is the second-order cofactor obtained by striking out the $\alpha$ th and $\beta$ th rows and columns of $D_{0}(\omega)$. Since this cofactor is

$$
A\left\{\begin{array}{l}
\alpha \alpha \\
\beta \beta
\end{array}\right\}=D_{0}(\omega)\left|\begin{array}{ll}
a_{\alpha \alpha}^{(-1)} & a_{\alpha \beta}^{(-1)} \\
a_{\beta \alpha}^{(-1)} & a_{\beta \beta}(-1)
\end{array}\right|
$$

we have

$$
\begin{align*}
D(\alpha, \beta ; \omega) & =D_{0}(\omega)\left\{\begin{array}{r}
1+\delta_{\alpha} a_{\alpha \alpha}{ }^{(-1)}(\omega)+\delta_{\beta} a_{\beta \beta}{ }^{(-1)}(\omega) \\
+\delta_{\alpha} \delta_{\beta}\left|\begin{array}{cc}
a_{\alpha \alpha}(-1) & a_{\alpha \beta}(-1) \\
a_{\beta \alpha}(-1) & a_{\beta \beta}(-1)
\end{array}\right|
\end{array}\right\} \\
& =D_{0}(\omega)\left|\begin{array}{cc}
1+\delta_{\alpha} a_{\alpha \alpha}(-1) & \left(\delta_{\alpha} \delta_{\beta}\right)^{\frac{1}{2}} a_{\alpha \beta}{ }^{(-1)} \\
\left(\delta_{\alpha} \delta_{\beta}\right)^{\frac{1}{2}} a_{\beta \alpha}{ }^{(-1)} & 1+\delta_{\beta} a_{\beta \beta}{ }^{(-1)}
\end{array}\right| .
\end{align*}
$$

The reader can verify the three-defect formula,

$$
\begin{array}{ll}
\left(\delta_{\alpha} \delta_{\beta}\right)^{\frac{1}{2}} a_{\alpha \beta}(-1) & \left(\delta_{\alpha} \delta_{\gamma}\right)^{\frac{1}{2}} a_{\alpha \gamma}(-1)  \tag{2.5}\\
1+\delta_{\beta} a_{\beta \beta}(-1) & \left(\delta_{\beta} \delta_{\gamma} \frac{1}{2} a_{\beta \gamma}(-1)\right. \\
\left(\delta_{\gamma} \delta_{\beta}\right)^{\frac{1}{2}} a_{\gamma \beta}{ }^{(-1)} & 1+\delta_{\gamma} a_{\gamma \gamma}{ }^{(-1)}
\end{array},
$$

ments parallel to the $j$ th coordinate axis. Similar equations exist for the other components of the displacement. We choose solutions of the form

$$
\begin{equation*}
x\left(m_{1}, \cdots, m_{n}\right)=e^{i \omega t} u\left(m_{1}, m_{2}, \cdots\right) \tag{3.1b}
\end{equation*}
$$

and find $D_{0}$ to be the determinant of the coefficients of the $u$ 's in

$$
\begin{align*}
& \omega^{2} M u\left(m_{1}, m_{2}, \cdots\right)+\sum_{j=1}^{n} \gamma_{j}\left[u\left(\cdots, m_{j}-1, \cdots\right)\right. \\
& \left.\quad-2 u\left(\cdots, m_{j}, \cdots\right)+u\left(\cdots, m_{j}+1, \cdots\right)\right]=0 . \tag{3.2a}
\end{align*}
$$

We first assume the existence of periodic boundary conditions; later we discuss the cases of free and rigid boundaries. The characteristic vectors of the matrix of the coefficients of $u(m)$ are of the form

$$
\begin{equation*}
u_{s}(m)=N^{-\frac{1}{2} n} \exp (2 \pi i \mathbf{s} \cdot \mathbf{m} / N) \tag{3.2b}
\end{equation*}
$$

where

$$
\mathbf{s}=\left(s_{1}, \cdots, s_{n}\right), \quad \mathbf{m}=\left(m_{1}, m_{2}, \cdots, m_{n}\right)
$$

and the characteristic values

$$
\begin{align*}
& \lambda\left(s_{1}, s_{2}, \cdots\right)=M \omega^{2}-2 \sum_{j=1}^{n} \gamma_{j}\left(1-\cos \varphi_{j}\right) \\
& \qquad \varphi_{j}=2 \pi s_{j} / N . \tag{3.3}
\end{align*}
$$

The elements of our determinant can be expressed as

$$
\begin{align*}
a\left(\mathbf{m} ; \mathbf{m}^{\prime}\right)=N^{-n} \sum_{s_{1}, s_{2}, \cdots=1}^{N} & \lambda\left(s_{1}, s_{2}, \cdots\right) \\
& \times \exp \left\{2 \pi i \mathbf{s} \cdot\left(\mathbf{m}-\mathbf{m}^{\prime}\right) / N\right\} \tag{3.4}
\end{align*}
$$

while those of the inverse are

$$
\begin{align*}
& a^{(-1)}\left(\mathbf{m} ; \mathbf{m}^{\prime}\right)=N^{-n} \sum_{s} \lambda^{-1}(\mathbf{s}) \\
& \times \exp \left\{2 \pi i \mathbf{s} \cdot\left(\mathbf{m}-\mathbf{m}^{\prime}\right) / N\right\} \tag{3.5}
\end{align*}
$$

In the limit as $N \rightarrow \infty$,

$$
\begin{align*}
a^{(-1)}\left(\mathbf{m} ; \mathbf{m}^{\prime}\right)= & \left(\frac{1}{2 \pi}\right)^{n} \int_{0}^{2 \pi} \cdots \\
& \times \frac{\exp \left[i\left(\mathbf{m}-\mathbf{m}^{\prime}\right) \cdot \varphi\right] d^{n} \varphi}{\left[M \omega^{2}-2 \sum_{1^{n}} \gamma_{j}\left(1-\cos \varphi_{j}\right)\right]} . \tag{3.6a}
\end{align*}
$$

These integrals are essentially the Green's functions discussed in D-1. In that notation,

$$
\begin{equation*}
\boldsymbol{a}^{(-1)}\left(\mathbf{m} ; \mathbf{m}^{\prime}\right)=\left(\gamma_{1}+\gamma_{2}+\cdots+\gamma_{n}\right)^{-1} g\left(m-m^{\prime}\right) . \tag{3.6b}
\end{equation*}
$$

In the one-dimensional case,
$g(j)=\left\{\begin{array}{lll}-\frac{1}{2} \operatorname{csch} y \exp (-|j| y) & \text { if } & f^{2}<0 \\ \frac{1}{2} \operatorname{csch} y \exp \{-|j|(y+\pi i)\} & \text { if } \quad f^{2}>1,\end{array}\right.$
where $f=\omega / \omega_{L}$ and

$$
\begin{equation*}
\cosh y=\left|2 f^{2}-1\right| \tag{3.7a}
\end{equation*}
$$

The case $0<f^{2}<1$ corresponds to scattering problems and will not interest us here.

The elements of the inverse of the matrix for a twodimensional square lattice has the form
$a^{(-1)}\left(\mathbf{s}_{1}, \mathbf{s}_{2}\right)=\frac{\mu_{s t}}{(2 \pi)^{2}} \int_{0}^{2 \pi} \int_{0} \frac{\exp (i \mathbf{s} \cdot \varphi) d \varphi_{1} d \varphi_{2}}{4 b^{2}+2 \gamma_{1} \cos \varphi_{1}+2 \gamma_{2} \cos \varphi_{2}}$,
where

$$
\begin{align*}
\mu_{s t} & =\left\{\begin{array}{lll}
-1 & \text { if } & f^{2}=\left(\omega / \omega_{L}\right)^{2}<0 \\
(-1)^{s+t} & \text { if } & f^{2}>1,
\end{array}\right.  \tag{3.8}\\
4 b^{2} & =\left|M \omega^{2}-2\left(\gamma_{1}+\gamma_{2}\right)\right| .
\end{align*}
$$

This integral can be expressed in terms of generalized hypergeometric functions of two variables. ${ }^{6}$ This form is not particularly useful for our purpose. However, when $s_{1}=s_{2}=s$ a relatively simple expression exists for $a^{(-1)}(s, s)$ :

$$
\begin{aligned}
a^{(-1)}(s, s)= & \frac{\mu_{s s}}{(2 \pi)^{2}} \int_{0}^{\infty} d x \int_{0}^{2 \pi} \int_{0} \\
& \times \exp \left(-4 b^{2} x-2 x \gamma_{1} \cos \varphi_{1}-2 x \gamma_{2} \cos \varphi_{2}\right) \\
& \times \exp (i \mathbf{s} \cdot \varphi) d \varphi_{1} d \varphi_{2} \\
= & \frac{\mu_{s s}}{(2 \pi)^{2}} \int_{0}^{\infty} \exp \left(-4 b^{2} x\right) I_{s}\left(2 x \gamma_{1}\right) I_{s}\left(2 x \gamma_{2}\right) d x \\
= & \frac{\beta \mu_{s s}}{\left(\gamma_{1}+\gamma_{2}\right) \pi} Q_{s-\frac{1}{2}}\left(1+2 \beta^{2} f^{2}\left[f^{2}-1\right]\right),
\end{aligned}
$$

where $Q_{n}(z)$ is the $n$th Legendre function of the second kind and

$$
\begin{equation*}
\beta=\left(\gamma_{1}+\gamma_{2}\right) /\left(\gamma_{1} \gamma_{2}\right)^{\frac{1}{2}} . \tag{3.9b}
\end{equation*}
$$

An asymptotic expression for $a^{(-1)}\left(s_{1}, s_{2}\right)$ can be obtained when

$$
s_{1}{ }^{2} \gamma_{1}^{-1}+s_{2}^{2} \gamma_{2}^{-1}
$$

is very large. However, since in the general case $a^{(-1)}\left(s_{1}, s_{2}, \cdots, s_{n}\right)$ can be considered as simply $a^{(-1)}\left(s_{1}, s_{2}\right)$, we proceed with the general case to find the asymptotic expression for $a^{(-1)}\left(s_{1}, s_{2}, \cdots, s_{n}\right)$ when

$$
\begin{equation*}
S=\left[s_{1}^{2} \gamma_{1}{ }^{-1}+\cdots+s_{n}^{2} \gamma_{n}{ }^{-1}\right]^{\frac{1}{2}} \tag{3.10}
\end{equation*}
$$

is very large.
First let $\omega^{2}<0$. Then

$$
\begin{align*}
& a^{(-1)}\left(s_{1}, s_{2}, \cdots\right)=-\frac{1}{(2 \pi)^{n}} \int_{-\pi}^{\pi} \cdots \int_{-\pi} \\
& \quad \times \frac{\exp (i \mathbf{s} \cdot \varphi) d^{n} \varphi}{-M \omega^{2}+2\left(\gamma_{1}+\cdots\right)-2 \gamma_{1} \cos \varphi_{1}-\cdots} \tag{3.11}
\end{align*}
$$

When $S$ is large, the integrand oscillates very rapidly except in the region of $|\varphi|$ close to the origin. Hence we can expand each of the cosines as a power series in $\varphi$ and retain only the first few terms. Also, since the remote regions in $\varphi$ space contribute practically nothing to the integral, after this expansion is made we can integrate over the entire $\varphi$ space without significantly changing the integral (in the limit as $S \rightarrow \infty$ ). Hence

$$
\begin{align*}
a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) & \simeq-\frac{1}{(2 \pi)^{n}} \int \cdots \int \\
& \times \frac{\exp i\left[\left(s_{1} \gamma_{1}{ }^{-\frac{1}{2}} \cdot \varphi_{1} \gamma_{1}^{\frac{1}{2}}\right)+\cdots\right] d \varphi_{1} \cdots d \varphi_{n}}{-M \omega^{2}+\gamma_{1} \varphi_{1}^{2}+\cdots+\gamma_{n} \varphi_{n}^{2}} . \tag{3.12}
\end{align*}
$$

If we introduce new coordinates $x_{j}=\varphi_{j} \gamma^{\frac{1}{2}}$, the integral becomes an $n$-fold Fourier transform of a function of $r^{2}=x_{1}{ }^{2}+\cdots+x_{n}{ }^{2}$. Such integrals have been discussed by Bochner ${ }^{8}$ and lead to the following result after a transformation to polar coordinates:

$$
\begin{align*}
& a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) \simeq-\frac{(2 \pi)^{\frac{1}{2} n}}{(2 \pi)^{n}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)^{\frac{1}{2}} S^{\frac{1}{2}(n-2)}} \\
& \quad \times \int_{0}^{\infty} r^{\frac{1}{2} n}\left[r^{2}+\left(-M \omega^{2}\right)\right]^{-1} J_{\frac{1}{2}(n-2)}(S r) d r . \tag{3.13}
\end{align*}
$$

Here the $J$ function is a Bessel function of order $\frac{1}{2}(n-2)$, while the integral is a Hankel transform which

[^3]is well known. ${ }^{9}$ One finds
\[

$$
\begin{align*}
& a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) \simeq-\frac{\left(-M \omega^{2}\right)^{\frac{1}{2}(n-2)}}{\left(\gamma_{1} \cdots \gamma_{n}\right)^{\frac{1}{2}}(2 \pi)^{\frac{1}{2} n} S^{\frac{1}{2}(n-2)}} \\
& \times K_{\frac{1}{2}(n-2)}\left(\left[-M \omega^{2}\right]^{\frac{1}{2}} S\right) \tag{3.14}
\end{align*}
$$
\]

where $K_{\nu}(z)$ is that Bessel function which is commonly referred to as the $K$ function. In particular,

$$
K_{\frac{1}{2}}(z)=(\pi / 2 z)^{\frac{1}{2}} e^{-z},
$$

while as $z \rightarrow \infty$

$$
K_{\nu}(z) \sim(\pi / 2 z)^{\frac{1}{2}} e^{-z}
$$

for all positive $\nu$ if $|\arg z|<\frac{3}{2} \pi$. Finally as $S \rightarrow \infty$ (with $\omega^{2}<0$ ), we have, when $n \geqslant 3$,

$$
\begin{array}{r}
a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) \sim-\frac{\left(-M \omega^{2}\right)^{\frac{1}{4}(n-3)}}{(2 \pi)^{\frac{1}{2} n}\left(\gamma_{1} \cdots \gamma_{n}\right)^{\frac{1}{2}}} \frac{\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}}{S^{\frac{1}{2}(n-1)}} \\
\times \exp \left\{-\left(-M \omega^{2}\right)^{\frac{1}{2}} S\right\} . \tag{3.15}
\end{array}
$$

One can determine $a^{(-1)}\left(s_{1}, s_{2}, \cdots\right)$ in a similar manner when $\left(2 f^{2}-1\right)>1$. We replace the $\varphi_{j}$ 's by $\varphi_{j}+\pi$ to obtain

$$
\begin{aligned}
a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) & =\frac{(-1)^{s_{1}+\cdots+s_{n}}}{(2 \pi)^{n}} \int_{-\pi}^{\pi} \cdots \int_{-\pi} \\
& \times \frac{\exp (i \varphi \cdot \mathbf{s}) d^{n} \varphi}{M \omega^{2}-2\left(\gamma_{1}+\gamma_{2}+\cdots\right)-2 \gamma_{1} \cos \varphi_{1}+\cdots}
\end{aligned}
$$

and (when $\omega^{2}>\omega_{L}{ }^{2}$ )

$$
\left.\begin{array}{rl}
a^{(-1)}\left(s_{1}, s_{2}, \cdots\right) \sim & {\left[M\left(\omega^{2}-\omega_{L}^{2}\right)\right]^{\frac{1}{2}(n-2)}} \\
\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)^{\frac{1}{2}}(2 \pi)^{\frac{1}{2} n} S^{\frac{1}{2}(n-2)} \tag{3.16}
\end{array}\right]
$$

by using the arguments given in the foregoing.
It is to be noted that if we let

$$
a s=r, \quad k=\varphi / a,
$$

$a$ being the lattice spacing, (3.11) becomes

$$
\begin{aligned}
a^{(-1)}\left(r_{1}, r_{2}, \cdots\right)= & -\frac{a^{n}}{(2 \pi)^{n}} \iint_{-\pi / a}^{\pi / a} \\
& \times \frac{\exp (i \mathbf{r} \cdot \mathbf{k}) d^{n} k}{-M \omega^{2}+2\left(\gamma_{1}+\cdots\right)-\sum 2 \gamma_{j} \cos a k_{j}},
\end{aligned}
$$

so that, as $a \rightarrow 0$ in the continuum limit, (3.14) corresponds to an exact rather than asymptotic expression

[^4]and
\[

$$
\begin{align*}
a^{(-1)}\left(r_{1}, \cdots, r_{n}\right)= & -\frac{a^{\frac{1}{2}(n-2)}\left(-M \omega^{2} / \gamma_{1}\right)^{+\frac{1}{2}(n-2)} \gamma_{1}^{n / 2}}{\left(\gamma_{1} \cdots \gamma_{n}\right)^{\frac{1}{2}} R^{\frac{1}{2}(n-2)}(2 \pi)^{\frac{1}{2} n}} \\
& \times K_{\frac{1}{2}(n-2)}\left(\left[-M \omega^{2} / \gamma_{1}\right]^{\frac{1}{2}} R / a\right), \tag{3.17a}
\end{align*}
$$
\]

where now we define $R$ (with units of length) by

$$
\begin{equation*}
R=\left[r_{1}^{2}+r_{2}^{2}\left(\gamma_{1} / \gamma_{2}\right)+\cdots+r_{n}{ }^{2}\left(\gamma_{1} / \gamma_{n}\right)\right]^{\frac{1}{2}} . \tag{3.17b}
\end{equation*}
$$

Section 6 will be devoted to a discussion of the interaction of defects with crystal boundaries. For this purpose we shall record the inverses $a^{(-1)}\left(m, m^{\prime}\right)$ which correspond to rigid and free boundaries. We shall sketch the manner in which results were obtained by examining one-dimensional chains.
Let us consider a chain of $N+2$ masses with the end two held fixed at their equilibrium positions (the rigid boundary case). This corresponds to boundary conditions of (3.2a) (with $n=1$ ):

$$
u(0)=u(N+1)=0 .
$$

The components of the $j$ th characteristic vector of the matrix whose elements are the coefficients of the $u$ 's in (3.2a) are

$$
u_{j}(m)=[2 /(N+1)]^{\frac{1}{2}} \sin [m j \pi /(N+1)],
$$

the associated characteristic value being

$$
\lambda_{j}=M \omega^{2}-2 \gamma\{1-\cos [j \pi /(N+1)]\} .
$$

Hence the elements of the required inverse matrix are
$a^{(-1)}\left(m ; m^{\prime}\right)$
$=\frac{2}{N+1} \sum_{j=1}^{N} \frac{\sin [m j \pi /(N+1)] \sin \left[m^{\prime} j \pi /(N+1)\right]}{M \omega^{2}-2 \gamma\{1-\cos [j \pi /(N+1)]\}}$.
The $n$-dimensional "rigid boundary" inverse is

$$
\begin{align*}
& a^{(-1)}\left(m ; m^{\prime}\right)= \\
& \left(\frac{2}{N+1}\right)^{n} \sum_{s_{1}=1}^{N} \cdots \sum_{s_{n}=1}^{N} \\
& \times \frac{\prod_{k=1}^{n}\left\{\sin \frac{m_{k} s_{k} \pi}{N+1} \sin \frac{m_{k}^{\prime} s_{k} \pi}{N+1}\right\}}{M \omega^{2}-2 \sum_{1}{ }^{n} \gamma_{k}\left\{1-\cos \left[s_{k} \pi /(N+1)\right]\right\}} \tag{3.18b}
\end{align*}
$$

The boundary conditions at a free boundary are

$$
u(1)-u(0)=u(N) u-(N+1)=0 .
$$

This is obtained by noting that the equation appropriate for an end-particle displacement $u(1)$ is

$$
u(1)\left[M \omega^{2}-\gamma\right]+\gamma u(2)=0
$$

or

$$
u(1)\left[M \omega^{2}-2 \gamma\right]+\gamma u(2)+\gamma u(0)=0,
$$

the standard form if

$$
u(1)-u(0)=0
$$

The characteristic vectors which satisfy the boundary The elements of the required inverse are conditions have components

$$
\begin{gathered}
u_{0}(m)=(1 / N)^{\frac{1}{2}} \\
u_{j}(m)=(2 / N)^{\frac{1}{2}} \cos [(2 m-1) \pi j / 2 N] \\
\text { if } j=1,2, \cdots, N-1 .
\end{gathered}
$$

with characteristic values
$\lambda_{j}=M \omega^{2}-2 \gamma[1-\cos (\pi j / N)], \quad j=0,1, \cdots, N-1$.

$$
\begin{align*}
& a^{(-1)}\left(m ; m^{\prime}\right)=\frac{2}{N} \sum_{j=1}^{N-1} \\
& \times \frac{\cos [(2 m-1) \pi j / 2 N] \cos \left[\left(2 m^{\prime}-1\right) \pi j / 2 N\right]}{M \omega^{2}-2 \gamma[1-\cos (\pi j / N)]}+\frac{1}{N M \omega^{2}}, \tag{3.19a}
\end{align*}
$$

with an $n$-dimensional generalization

$$
\begin{equation*}
a^{(-1)}\left(m ; m^{\prime}\right)=\left(\frac{2}{N}\right)^{n} \sum_{s_{1}=1}^{N-1} \sum_{s_{1}=1}^{N-1} \frac{\Pi_{1}{ }^{n}\left\{\cos \left[\left(2 m_{k}-1\right) \pi s_{k} / 2 N\right] \cos \left[\left(2 m_{k}^{\prime}-1\right) \pi s_{k} / 2 N\right]\right\}}{M \omega^{2}-2 \sum_{1}{ }^{n} \gamma_{k}\left[1-\cos \left(\pi s_{k} / N\right)\right]}+O\left(\frac{1}{N}\right) . \tag{3.19b}
\end{equation*}
$$

The elements of the inverse matrix $a^{(-1)}\left(m ; m^{\prime}\right)$ associated with a two-component system with nearestneighbor interactions only can be discussed in a similar manner. The one-dimensional case will be developed in detail and the results merely stated for the general $n$-dimensional lattice. We postulate the even-numbered particles on our chain to be of mass $M$ and the oddnumbered ones of mass $m$. Then the analog of (3.2a) is two sets of equation

$$
\begin{align*}
\gamma u(2 j+1)+\left(M \omega^{2}-2 \gamma\right) u(2 j)+\gamma u(2 j-1) & =0,  \tag{3.20a}\\
\gamma u(2 j+2)+\left(m \omega^{2}-2 \gamma\right) u(2 j+1)+\gamma u(2 j) & =0 . \tag{3.20b}
\end{align*}
$$

If we let

$$
\begin{align*}
v(2 j) & =\left(M \omega^{2}-2 \gamma\right)^{\frac{1}{2}} u(2 j),  \tag{3.21}\\
v(2 j+1) & =\left(m \omega^{2}-2 \gamma\right)^{\frac{1}{2}} u(2 j+1), \tag{3.22}
\end{align*}
$$

we obtain the more compact single set of equations:

$$
\begin{equation*}
\gamma v(j-1)+\left(M^{*} \omega^{2}-2 \gamma\right) v(j)+\gamma v(j+1)=0, \tag{3.23}
\end{equation*}
$$

where the mass $M^{*}$ is defined by

$$
\begin{equation*}
\omega^{2} M^{*}=2 \gamma+\left[\left(M \omega^{2}-2 \gamma\right)\left(m \omega^{2}-2 \gamma\right)\right]^{\frac{1}{2}} \tag{3.24}
\end{equation*}
$$

Clearly, if $m=M$ these equations reduce to the onecomponent ones and $M^{*}=M$.

It can be shown that in the $n$-dimensional case the new single set of equations is the same form as (3.2a) with the mass replaced by $M^{*}$, with
$\omega^{2} M^{*}=2\left(\gamma_{1}+\cdots+\gamma_{n}\right)+\left[\left(M \omega^{2}-2 \gamma_{1}-\cdots-2 \gamma_{n}\right)\right.$

$$
\begin{equation*}
\left.\times\left(m \omega^{2}-2 \gamma_{1}-\cdots-2 \gamma_{n}\right)\right]^{\frac{1}{2}} . \tag{3.25}
\end{equation*}
$$

The normal mode frequencies of an $n$-dimensional monatomic lattice are

$$
M \omega^{2}=2 \sum \gamma_{j}\left(1-\cos \varphi_{j}\right), \quad \varphi_{j}=2 \pi s_{j} / N
$$

the $s_{j}$ 's being integers. In our diatomic lattice

$$
\begin{equation*}
M^{*} \omega^{2}=2 \sum \gamma_{j}\left(1-\cos \varphi_{j}\right) . \tag{3.26}
\end{equation*}
$$

If we substitute (3.22) into this equation and solve for $\omega^{2}$, we find two branches:

$$
\begin{align*}
& \omega^{2}=\left(\gamma_{1}+\cdots+\gamma_{n}\right)(M+m) / M m \\
& \quad \pm(m M)^{-1}\left[\left(\gamma_{1}+\cdots+\gamma_{n}\right)^{2}(M-m)^{2}\right. \\
& \left.\quad+4 m M\left(\sum_{j} \gamma_{j} \cos \varphi_{j}\right)^{2}\right]^{\frac{1}{2}} \tag{3.27}
\end{align*}
$$

If $M>m$, the largest frequency $\omega_{L}{ }^{2}$ is given by

$$
\begin{equation*}
\omega_{L}^{2}=2\left(\gamma_{1}+\cdots+\gamma_{n}\right)(M+m) / M m \tag{3.28a}
\end{equation*}
$$

The top edge of the lower band is at

$$
\begin{equation*}
\omega_{1}^{2}=2\left(\gamma_{1}+\cdots+\gamma_{n}\right) / M \tag{3.28b}
\end{equation*}
$$

while the lower edge of the top band is at

$$
\begin{equation*}
\omega_{2}^{2}=2\left(\gamma_{1}+\cdots+\gamma_{n}\right) / m . \tag{3.28c}
\end{equation*}
$$

The Green's function (3.15) is valid for the diatomic lattice if $\omega^{2}<0$ and $M$ is replaced by $M^{*}$.

## 4. CHARACTERIZATION OF DEFECTS

As in D-1, we shall be concerned mainly with changes in masses and force constants but not in equilibrium positions. If the mass of the particle at lattice point $\alpha=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ is changed from $M$ to $M_{\alpha}$, Eq. (3.2a) with $m=\alpha$ can be put in the appropriate form by adding the term

$$
\omega^{2}\left(M_{\alpha}-M\right) u\left(\alpha_{1}, \alpha_{2}, \cdots\right)
$$

to the left-hand side. Then, we set (see 2.2a)

$$
\begin{equation*}
\delta_{\alpha}=-\omega^{2} M \epsilon_{\alpha}, \tag{4.1}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\epsilon_{\alpha}=1-\left(M_{\alpha} / M\right) . \tag{4.2}
\end{equation*}
$$

The single mass defect function $D(\alpha ; \omega)$ is then

$$
\begin{equation*}
D(\alpha ; \omega)=D_{0}(\omega)\left\{1-\omega^{2} M \epsilon_{\alpha} a^{(-1)}(\alpha, \alpha)\right\} . \tag{4.3}
\end{equation*}
$$

The characterization of a mass defect in a diatomic lattice is obtained from (3.20). Let the heavy mass $M$ be replaced by $M_{\alpha}$. Then Eq. (3.20a) has a correction term

$$
\omega^{2}\left(M_{\alpha}-M\right) u(\alpha) .
$$

After the transformation (3.21) is made the new equation in $v(\alpha)$ has the term

$$
-M \omega^{2} \epsilon_{\alpha}\left(m \omega^{2}-2 \gamma\right)^{\frac{1}{2}} /\left(M \omega^{2}-2 \gamma\right)^{\frac{1}{2}}
$$

added to the left-hand side of (3.23).
In general, the mass defect function is

$$
\begin{align*}
D(\alpha ; \omega)=D_{0}(\omega) & \left\{1-\omega^{2} a^{(-1)}(\alpha ; \alpha)\right. \\
& \left.\times M \epsilon_{\alpha}\left[\left(m \omega^{2}-2 \gamma\right) /\left(M \omega^{2}-2 \gamma\right)\right]^{\frac{1}{2}}\right\} \tag{4.4}
\end{align*}
$$

if $M$ is normal mass at $\alpha$, and

$$
\begin{align*}
D(\alpha ; \omega)=D_{0}(\omega) & \left\{1-\omega^{2} a^{(-1)}(\alpha ; \alpha)\right. \\
& \left.\times m \epsilon_{\alpha}\left[\left(M \omega^{2}-2 \gamma\right) /\left(m \omega^{2}-2 \gamma\right)\right]^{\frac{1}{2}}\right\} \tag{4.5}
\end{align*}
$$

if $m$ is normally at $\alpha$. Generally,

$$
\begin{equation*}
\epsilon_{\alpha}=\left(1-\frac{\text { defect mass at } \alpha}{\text { normal mass at } \alpha}\right) . \tag{4.6}
\end{equation*}
$$

The defect in force constant as well as mass is first discussed in the one-dimensional monatomic case. Let the force constant associated with the interaction of $\alpha$ with $\alpha+1$ and $\alpha-1$ be changed from $\gamma$ to $\gamma^{\prime}$. Then (3.2a) becomes (in the cases $m=\alpha-1, \alpha, \alpha+1$ ):

$$
\begin{aligned}
{\left[\omega^{2} M-\left(\gamma^{\prime}+\gamma\right)\right] u(\alpha-1)+\gamma^{\prime} u(\alpha)+\gamma u(\alpha-2) } & =0, \\
{\left[\omega^{2} M_{\alpha}-2 \gamma^{\prime}\right] u(\alpha)+\gamma^{\prime} u(\alpha-1)+\gamma^{\prime} u(\alpha+1) } & =0, \\
{\left[\omega^{2} M-\left(\gamma^{\prime}+\gamma\right)\right] u(\alpha+1)+\gamma^{\prime} u(\alpha)+\gamma u(\alpha+2) } & =0 .
\end{aligned}
$$

If we replace $u(\alpha)$ by a new variable $\left(\gamma / \gamma^{\prime}\right) v(\alpha)$, the determinant of the coefficients of the $u$ 's and $v$ is of the form (2.1) with additions to elements along the main diagonal:

$$
\begin{align*}
\delta_{\alpha-1} & =\delta_{\alpha+1}=-\gamma \tau_{\alpha} /\left(1-\tau_{\alpha}\right),  \tag{4.7a}\\
\delta_{\alpha} & =M \omega^{2}\left[\left(1-\epsilon_{\alpha}\right)\left(1-\tau_{\alpha}\right)^{2}-1\right]+2 \gamma \tau_{\alpha} \tag{4.7b}
\end{align*}
$$

where

$$
\begin{equation*}
\tau_{\alpha}=1-\left(\gamma / \gamma^{\prime}\right) \tag{4.8}
\end{equation*}
$$

If both the mass and the force constant are changed, three consecutive diagonal elements are changed in $D_{0}$.
If defects exist at $\alpha, \beta, \cdots$, the appropriate value of the new $M$ 's and $\gamma$ 's are substituted into (4.1-4.5) at the appropriate diagonal elements in (2.1).
Equation (4.7) is still valid in the $n$-dimensional case when $\gamma_{1}=\gamma_{2}=\gamma_{3}=\cdots$ and when the force constants between the $\alpha$ th particle and its nearest neighbors are all changed to $\gamma^{\prime}$. However, if $\gamma_{1} \neq \gamma_{2}, \gamma_{3}, \cdots$, and only force constants in the $m_{1}$ direction are changed, the normal mode determinant (2.1) is changed in several off-diagonal elements as well as along the main diagonal. The functions (2.4) and (2.5) are somewhat more complicated but can be easily found.
In the $n$-dimensional case, with $\gamma_{1}=\gamma_{2}=\cdots$, a defect at $(\alpha, \beta, \cdots)$ yields

$$
\begin{align*}
& \delta_{\alpha, \beta}, \ldots=M \omega^{2}\left[\left(1-\epsilon_{\alpha, \beta} \ldots\right)\left(1-\tau_{\alpha, \beta \ldots}\right)^{2}-1\right] \\
&  \tag{4.9}\\
& +2 n \gamma \tau_{\alpha, \beta \ldots},  \tag{4.10}\\
& \delta_{\alpha \pm 1, \beta} \ldots=\delta_{\alpha, \beta \pm 1 \ldots} \ldots=\cdots=-\gamma \tau_{\alpha \beta \ldots} /\left(1-\tau_{\alpha \beta \ldots} \ldots\right)
\end{align*}
$$

where the defect mass at $(\alpha, \beta, \cdots)$ is $M_{\alpha, \beta, \ldots}$ and

$$
\begin{equation*}
\epsilon_{\alpha, \beta}, \ldots=\left(1-M^{-1} M_{\alpha, \beta}, \ldots\right) \tag{4.11}
\end{equation*}
$$

while a change of the force constant to $\gamma_{\alpha, \beta} \ldots$ between $(\alpha, \beta, \cdots)$ and its nearest neighbor yields

$$
\begin{equation*}
\tau_{\alpha, \beta, \ldots}=\left(1-\gamma \gamma_{\alpha, \beta} \ldots \ldots^{-1}\right) . \tag{4.12}
\end{equation*}
$$

A defect which we shall discuss later, but which corresponds to neither a mass nor force constant change,
is the defect "source" at $\alpha$ which we characterize by

$$
\delta_{\alpha}=\kappa \gamma=\text { constant independent of } \omega .
$$

## 5. SELF-ENERGY AND INTERACTION ENERGY OF DEFECTS

In this section, the formulas derived above will be applied to the calculation of the self-energy and interaction energies of various defects in monatomic and and diatomic lattices.
The simplest type of defect is the source defect described by (4.13). Although it does not correspond to any attainable defect in a crystal lattice, we shall discuss it first to demonstrate the ideas involved in making more complicated calculations. We shall show at the end of this section that source defects are mathematically equivalent to holes in lattices if one is concerned with the interaction of holes separated by many lattice spacings.
The self-energy of a source defect of strength $\kappa \gamma$ is given by

$$
\begin{equation*}
\Delta E_{S}=\frac{\hbar}{4 \pi i} \int_{C} \omega d \log \left[1+\kappa \gamma a^{(-1)}(\alpha, \alpha ; \omega)\right] \tag{5.1}
\end{equation*}
$$

where use has been made of (1.6a) and (4.13). From (3.6a),
$a^{(-1)}(\alpha, \alpha ; \omega)$

$$
=\frac{1}{(2 \pi)^{n}} \int_{0}^{2 \pi} \cdots \int_{0}^{2 \pi} \frac{d^{n} \varphi}{M \omega^{2}-2 \sum_{1}^{n} \gamma_{j}\left(1-\cos \varphi_{j}\right)} .
$$

The contour $C$ has to contain the positive real axis of $\omega$ since the frequencies of interest are positive real numbers; it may be chosen to be the counter-clockwise contour about the right half-plane. Then the only nonvanishing contribution to (5.1) is the integration down the imaginary axis. Since the integrand is an even function, the logarithmic term being a function of $\omega^{2}$, the integral reduces to

$$
\Delta E_{S}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left[1+\kappa \gamma a^{(-1)}(\alpha, \alpha ; i \omega)\right]
$$

In the case of the one-dimensional lattice, this integral can be evaluated in terms of elementary functions. The inverse $a^{(-1)}(\alpha, \alpha ; i \omega)$ is given by $-1 /\left\{4 \gamma f\left(1-f^{2}\right)^{\frac{1}{2}}\right\}$ (where $f=\omega / \omega_{L}$ ), so that

$$
\Delta E_{S}=-\frac{\hbar \omega_{L}}{2 \pi} \int_{0}^{\infty} f d \log \left\{1-\frac{1}{4} \kappa\left[1 / f\left(1-f^{2}\right)^{\frac{1}{2}}\right]\right\}
$$

If we let $f=\tan \vartheta$, we obtain after some manipulation:
$\Delta E_{S}=-\frac{\hbar \omega_{L}}{2 \pi}\left\{\frac{\pi}{2}-\alpha \int_{0}^{\pi / 2} \frac{d \vartheta}{\alpha-\sin \vartheta}-\int_{0}^{\pi / 2} \frac{d \vartheta}{1+\alpha \sin \vartheta}\right\}$,
where $\alpha$ is related to $\kappa$ by

$$
\begin{equation*}
\kappa=4 \alpha /\left(1-\alpha^{2}\right), \quad-1<\alpha<1, \tag{5.2b}
\end{equation*}
$$

so that by letting $\alpha$ range from -1 to $+1, \kappa$ ranges from $-\infty$ to $+\infty$. Hence

$$
\begin{align*}
\Delta E_{S}=-\frac{\hbar \omega_{L}}{2 \pi}\left\{\frac{\pi}{2}+\frac{\alpha}{\left(1-\alpha^{2}\right)^{\frac{1}{2}}}\right. & \log \left|\frac{1+\left(1-\alpha^{2}\right)^{\frac{1}{2}}}{\alpha}\right| \\
& \left.-\left(1-\alpha^{2}\right)^{-\frac{1}{2}} \cos ^{-1} \alpha\right\} \tag{5.3a}
\end{align*}
$$

The interaction energy between two source defects separated by a great distance can be obtained as follows for all numbers of dimensions $\geqslant 3$. The case $n<3$ must be handled in a slightly different manner and will be omitted here. We consider the special case $\gamma_{1}+\gamma_{2}=\cdots$ $=\gamma$. If one defect of strength $\kappa$ is at $m=\left(m_{1}, m_{2}, \cdots\right)$ and the other $\kappa^{\prime}$ at $m^{\prime}=\left(m_{1}{ }^{\prime}, m_{2}{ }^{\prime}, \cdots\right)$ we find

$$
\begin{equation*}
\Delta E_{I}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left\{1-\frac{\kappa \kappa^{\prime} \gamma^{2} a^{(-1)}\left(m, m^{\prime} ; i \omega\right) a^{(-1)}\left(m^{\prime}, m ; i \omega\right)}{\left[1+\gamma \kappa a^{(-1)}(m, m ; i \omega)\right]\left[1+\gamma \kappa^{\prime} a^{(-1)}\left(m^{\prime}, m^{\prime} ; i \omega\right)\right]}\right\} \tag{5.3b}
\end{equation*}
$$

As $\left|m-m^{\prime}\right| \rightarrow \infty, a^{(-1)}\left(m, m^{\prime} ; i \omega\right) \rightarrow 0$ so that at great distances we obtain (after integrating by parts), in the weak defect limit as $\kappa$ and $\kappa^{\prime} \rightarrow 0$,
$\Delta E_{I} \simeq-\frac{\hbar \kappa \kappa^{\prime}}{2 \pi} \int_{0}^{\infty} \gamma^{2} a^{(-1)}\left(m, m^{\prime} ; i \omega\right) a^{(-1)}\left(m^{\prime}, m ; i \omega\right) d \omega$.
Since
$a^{(-1)}\left(m, m^{\prime} ; i \omega\right)=a^{(-1)}\left(m^{\prime}, m ; i \omega\right) \sim\left(M \omega_{L}^{2}\right)^{\frac{1}{亡}(n-3)}$

$$
\times f^{\frac{1}{2}(n-3)}\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}(2 \pi \gamma)^{-\frac{1}{2} n} S^{\frac{1}{2}(n-1)} \exp \left\{-\left(M \omega_{L}\right)^{\frac{1}{2}} f S\right\}
$$

where

$$
\begin{gathered}
S=\gamma^{-\frac{1}{2}}\left[s_{1}{ }^{2}+s_{2}{ }^{2}+\cdots+s_{n}{ }^{2}\right]^{\frac{1}{2}}, \\
s_{j}=m_{j}^{\prime}-m_{j}, \quad \text { and } \quad M \omega_{L}{ }^{2}=4 n \gamma
\end{gathered}
$$

we find

$$
\begin{align*}
\Delta E_{I} & \sim-\frac{\hbar \kappa \kappa^{\prime} \gamma^{2}}{4(2 \pi \gamma)^{n}} \frac{M^{\frac{1}{2}(n-3)} \omega_{L}^{n-2}}{s^{n-1}} \int_{0}^{\infty} f^{n-3}  \tag{5.8}\\
& \times \exp \left(-2 M^{\frac{1}{2}} \omega_{L} S f\right) d f  \tag{5.4}\\
& =-\frac{\hbar \omega_{L} \kappa \kappa^{\prime}(n-3)!}{2(4 \pi)^{n} n^{\frac{1}{2}}\left|m^{\prime}-m\right|^{2 n-3}}
\end{align*}
$$

In particular, if $n=3$,

$$
\begin{equation*}
\Delta E_{I} \simeq-\hbar \omega_{L K \kappa^{\prime}} / 2(4 \pi)^{3} \sqrt{3}\left|m^{\prime}-m\right|^{3} ; \tag{5.5}
\end{equation*}
$$

or, if we let $a$ be our lattice spacing and $R=a\left|m^{\prime}-m\right|$, then

$$
\begin{equation*}
\Delta E_{I} \simeq-\hbar \omega_{L} \kappa \kappa^{\prime} a^{3} / 2(4 \pi)^{3} \sqrt{3} R^{3} \tag{5.6}
\end{equation*}
$$

Two sources or "sinks" (we call the case $\kappa<0$ a sink)
attract each other, while a source and sink repel each other, with an energy of interaction inversely proportional to $R^{3}$.
A more realistic example is that of the isotopic defects in a lattice. We examine the behavior of such defects in both monatomic and diatomic lattices.
(a) Monatomic Lattice

The self-energy of an isotope of mass $\left(1-\epsilon_{\alpha}\right) M$ is given by

$$
\begin{equation*}
\Delta E_{S}=\frac{\hbar}{4 \pi i} \int_{C} \omega d \log \left[1-\epsilon_{\alpha} M \omega^{2} a^{(-1)}(\alpha, \alpha ; \omega)\right] \tag{5.7}
\end{equation*}
$$

As in the previous case, our integration can be carried from 0 to $\infty$ :

$$
\Delta E_{S}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left[1+\epsilon_{\alpha} M \omega^{2} a^{(-1)}(\alpha, \alpha ; i \omega)\right]
$$

In the case of the one-dimensional lattice, this integral can be evaluated explicitly; in fact using (3.7), (5.8) becomes

$$
\begin{align*}
\frac{\Delta E_{S}}{\frac{1}{2} \hbar \omega_{L}} & =-\frac{1}{\pi} \int_{0}^{\infty} f d \log \left[1-\epsilon f\left(1+f^{2}\right)^{-\frac{1}{2}}\right]  \tag{5.9a}\\
& =\frac{1}{2}\left[\left(1-\epsilon^{2}\right)^{-\frac{1}{2}}-1\right]+\pi^{-1}\left(1-\epsilon^{2}\right)^{-\frac{1}{2}} \sin ^{-1} \epsilon \tag{5.9b}
\end{align*}
$$

in agreement with D-1, Eq. (4.15).
A similar analysis gives for the more interesting case of the interaction of two isotopes the formula

$$
\begin{equation*}
\Delta E_{I}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left[1-\epsilon_{\alpha} \epsilon_{\beta} M^{2} \omega^{4}\left\{\frac{a^{(-1)}(\beta, \alpha ; i \omega) a^{(-1)}(\alpha, \beta ; i \omega)}{\left[1+\epsilon_{\alpha} M \omega^{2} a^{(-1)}(\alpha, \alpha ; i \omega)\right]\left[1+\epsilon_{\beta} M \omega^{2} a^{(-1)}(\beta, \beta ; i \omega)\right]}\right\}\right] \tag{5.10}
\end{equation*}
$$

or, for $\epsilon_{\alpha}, \epsilon_{\beta} \rightarrow 0$ (in the general case the integration is more difficult but can be carried out either numerically or through various series expansions),

$$
\Delta E_{I} \simeq \frac{\hbar \epsilon_{\alpha} \epsilon_{\beta}}{2 \pi} \int_{0}^{\infty} \omega d\left[M^{2} \omega^{4} a^{(-1)}(\alpha, \beta ; i \omega) a^{(-1)}(\beta, \alpha ; i \omega)\right]
$$

which after integrating by parts simplies to

$$
\Delta E_{I} \approx-\frac{\hbar \epsilon_{\alpha} \epsilon_{\beta}}{2 \pi} \int_{0}^{\infty} M^{2} \omega^{4} a^{(-1)}(\alpha, \beta ; i \omega) a^{(-1)}(\beta, \alpha ; i \omega) d \omega
$$

For the one-dimensional lattice, (5.12) gives

$$
\begin{array}{r}
\frac{\Delta E_{I}}{\frac{1}{2} \hbar \omega_{L}} \approx-\frac{\epsilon_{\alpha} \epsilon_{\beta}}{\pi} \int_{0}^{\infty} \frac{\left[\left(1+f^{2}\right)^{\frac{1}{2}}-f\right]^{2|\alpha-\beta|}}{f^{2}\left(1+f^{2}\right)} \\
=-\frac{\epsilon_{\alpha} \epsilon_{\beta}}{2 \pi}\left\{\frac{4|\alpha-\beta|}{16(\alpha-\beta)^{2}-\frac{1}{4}}-\psi\left(\frac{3}{4}+2|\alpha-\beta|\right)\right. \\
\left.+\psi\left(\left.\frac{1}{4}+2 \right\rvert\, \alpha-\beta 1\right)\right\} \tag{5.14}
\end{array}
$$

in agreement with $\mathrm{D}-1$ (5.31).

Of more interest is the expression for the interaction energy for large distances. Then (3.15) may be inserted in (5.12) to yield

$$
\begin{align*}
& \Delta E_{I} \sim \frac{\hbar \epsilon_{\alpha} \epsilon_{\beta}}{2 \pi} \int_{0}^{\infty} M^{2} \omega^{4} \frac{\left(M \omega^{2}\right)^{\frac{1}{3}(n-8)}}{(2 \pi)^{n}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)}-\frac{\pi}{2} S^{1-n} \\
& \quad \times \exp \left(-2 \omega M^{\frac{1}{2}} S\right) d \omega \tag{5.15}
\end{align*}
$$

$$
\begin{array}{r}
\frac{\Delta E_{I}}{\frac{1}{2} \hbar \omega_{L}} \sim \frac{-\epsilon_{\alpha} \epsilon_{\beta}}{4\left(\gamma_{1}+\cdots+\gamma_{n}\right)^{\frac{1}{2}}(2 \pi)^{n}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right) S^{n-1}} \\
\times \int_{0}^{\infty} k^{n+1} e^{-2 k S} d k \\
=\frac{-\epsilon_{\alpha} \epsilon_{\beta}(n+1)!S^{-(2 n+1)}}{16\left(\gamma_{1}+\cdots+\gamma_{n}\right)^{\frac{1}{2}}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)(4 \pi)^{n}} . \tag{5.16}
\end{array}
$$

For the case $\gamma_{1}=\gamma_{2}=\cdots=\gamma_{n}=\gamma$,

$$
\gamma^{\frac{1}{2}} S=\left(s_{1}{ }^{2}+s_{2}{ }^{2}+\cdots+s_{n}{ }^{2}\right)^{\frac{1}{2}}=R / a
$$

and the energy of interaction is given by

$$
\begin{equation*}
\frac{\Delta E_{I}}{\frac{1}{2} \hbar \omega_{L}} \sim-\frac{\epsilon_{\alpha} \epsilon_{\beta}(n+1)!a^{2 n+1}}{16 n^{\frac{1}{2}}(4 \pi)^{n} R^{2 n+1}} . \tag{5.17}
\end{equation*}
$$

For one dimension, $\Delta E_{1} \propto R^{-3}$ as derived in D-1. For two dimensions $\Delta E_{1} \propto R^{-5}$ and for three dimensions $\Delta E_{1} \propto R^{-7}$.

An attraction exists when both $M_{\alpha}$ and $M_{\beta}$ are larger or smaller than $M$ (like defects), while a repulsion appears when $M_{\alpha}>M>M_{\beta}$ or $M_{\alpha}<M<M_{\beta}$ (unlike defects).

## (b) Diatomic Lattice

The self-energy of an isotopic defect in a diatomic lattice of alternating masses $m$ and $M$ is given (by a derivation similar to that for the monatomic lattice) by
$\Delta E_{S}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left[1-D(\alpha ; i \omega) a^{(-1)}(\alpha, \alpha ; i \omega)\right]$,
where $D$ is given by (4.4) or (4.5) and for the onedimensional lattice
$a^{(-1)}(\alpha, \alpha ; i \omega)=-\left[\left(m \omega^{2}+2 \gamma\right)\left(M \omega^{2}+2 \gamma\right)-4 \gamma^{2}\right]^{\frac{1}{2}}$.
For an isotope of mass $\left(1-\epsilon_{\alpha}\right) m$, this integral becomes
$\frac{\Delta E_{S}}{\frac{1}{2} \hbar \omega_{L}}=-\frac{1}{\pi \omega_{L}} \int_{0}^{\infty} \omega d$
$\times \log \left[1-\frac{\epsilon m \omega^{2}\left\{\left(m \omega^{2}+2 \gamma\right)\left(M \omega^{2}+2 \gamma\right)\right\}^{\frac{1}{2}}}{\left(m \omega^{2}+2 \gamma\right)\left\{\left(m \omega^{2}+2 \gamma\right)\left(M \omega^{2}+2 \gamma\right)-4 \gamma^{2}\right\}^{\frac{1}{2}}}\right]$.

This integral has been evaluated in D-2 for two special cases, namely, when $M=m(1+\eta), \eta$ small and $M=\zeta^{2} m$, $\zeta$ small. In the first case,

$$
\begin{align*}
& \frac{\Delta E_{S}}{\frac{1}{2} \hbar(4 \gamma / m)^{\frac{1}{2}}}=-\frac{1}{2}+\frac{1}{\pi\left(1-\epsilon^{2}\right)^{2}}\left[\frac{1}{2} \pi+\sin ^{-1} \epsilon\right] \\
& +\frac{\epsilon \eta}{4 \pi}\left[\frac{\sqrt{2}}{1+\epsilon^{2}} \log (1+\sqrt{2})-\frac{\epsilon \pi \sqrt{2}}{2\left(1+\epsilon^{2}\right)}+\frac{\pi}{2 \epsilon}\right. \\
&  \tag{5.21}\\
& \left.\quad-\frac{\left(1-\epsilon^{2}\right)^{\frac{1}{2}}}{\epsilon\left(1+\epsilon^{2}\right)}\left\{\frac{1}{2} \pi+\sin ^{-1} \epsilon\right\}\right]+O\left(\eta^{2}\right)
\end{align*}
$$

and in the second case,

$$
\begin{align*}
& \frac{\Delta E_{S}}{\frac{1}{2} \hbar(2 \gamma / m)^{\frac{1}{2}}}=-\frac{1}{2}+\frac{1}{\pi\left(1-\epsilon^{2}\right)^{\frac{1}{2}}}\left\{\frac{1}{2} \pi+\sin ^{-1} \epsilon\right\}+\frac{\zeta \epsilon}{4(1-\epsilon)} \\
& -\zeta^{2}\left[\frac{\epsilon}{2 \pi\left(1-\epsilon^{2}\right)^{\frac{1}{2}}}+\frac{\epsilon^{2}}{2 \pi\left(1-\epsilon^{2}\right)^{\frac{3}{2}}}\left\{\frac{1}{2} \pi+\sin ^{-1} \epsilon\right\}\right]+O\left(\zeta^{3}\right) . \tag{5.22}
\end{align*}
$$

For the interaction energy between two isotopes,
$\Delta E_{I} \approx-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \delta_{\alpha}(i \omega) \delta_{\beta}(i \omega)\left[a^{(-1)}(\alpha, \beta ; i \omega)\right]^{2} d \omega$,
where $\delta_{\alpha}$ and $\delta_{\beta}$ are given by (4.4) or (4.5).
If

$$
\begin{equation*}
u^{2}=\left[\left(m \omega^{2}+2 \gamma\right)\left(M \omega^{2}+2 \gamma\right)\right]^{\frac{1}{2}}-2 \gamma, \tag{5.24}
\end{equation*}
$$

then the asymptotic expression for the element of the inverse matrix can be inserted in (5.23), giving

$$
\begin{align*}
& \Delta E_{I} \simeq-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \delta_{\alpha}(i \omega) \delta_{\beta}(i \omega) \frac{\pi}{2(2 \pi)^{n}} \\
& \times \frac{u^{n-3} \exp (-2 u S)}{\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right) S^{n-1}} \frac{d \omega}{d u} d u \tag{5.25}
\end{align*}
$$

But, from (5.24),

$$
\begin{equation*}
\omega^{2}=\frac{2}{m+M} u^{2}+O\left(u^{4}\right) \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\alpha}(i \omega) \delta_{\beta}(i \omega)=\frac{4 \sigma_{\alpha} \sigma_{\beta}}{(m+M)^{2}} u^{4}+O\left(u^{6}\right), \tag{5.27}
\end{equation*}
$$

where $\sigma=\epsilon m$ or $\epsilon M$ is the change in mass of the isotope from the normal mass. As above, the integration can be carried out with the final result:

$$
\begin{align*}
\frac{\Delta E_{I}}{\frac{1}{2} \hbar \omega_{L}} \simeq & -\frac{\sigma_{\alpha} \sigma_{\beta}(m M)^{\frac{1}{2}}}{2(m+M)^{3}} \\
& \times \frac{(n+1)!S^{-(2 n+1)}}{(4 \pi)^{n}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)\left(\gamma_{1}+\gamma_{2}+\cdots+\gamma_{n}\right)^{\frac{1}{2}}} . \tag{5.28}
\end{align*}
$$

If $m=M$, then

$$
\begin{equation*}
\sigma_{\alpha} \sigma_{\beta}(m M)^{\frac{1}{2}} / 2(m+M)^{3}=\epsilon_{1} \epsilon_{2} / 16 \tag{5.29}
\end{equation*}
$$

and (5.28) is obtained.

$$
\begin{align*}
& \text { For } \gamma_{1}= \gamma_{2}=\cdots=\gamma_{n}, \gamma^{\frac{1}{2}} S=R / a, \text { (5.24) becomes } \\
& \frac{\Delta E_{I}}{\frac{1}{2} \hbar \omega_{L}} \simeq-\frac{\sigma_{\alpha} \sigma_{\beta}(m M)^{\frac{1}{2}}}{2(m+1)!} \frac{(n+1)^{3}}{(4 \pi)^{n} n^{\frac{1}{2}}} \frac{a^{2 n+1}}{R^{2 n+1}} . \tag{5.30}
\end{align*}
$$

In particular, when $n=3$ our interaction energy varies inversely as the 7th power of the distance.

An interesting consequence of (5.30) is obtained if we consider a pair of defects whose masses lie between $M$ and $m$. If these defects move on the same sublattice (the lattice of $M$ 's or $m$ 's), an attraction between the defects results; whereas, if in their motion one defect remains on one sublattice and one on the other sublattice, a continuing repulsion exists.

The interaction of two impurities (or holes) which do not distort the lattice equilibrium positions can be discussed in the same manner as that of the isotopic defects. We examine for simplicity the special case $\gamma_{1}=\gamma_{2}=\cdots=\gamma$ which corresponds to equal central and noncentral force constants.

Consider two similar defects, one at lattice point $(0,0,0)$ and the other at $(l, m, n)$, characterized by a mass $M^{\prime}$ and springs with force constants $\gamma^{\prime}$ connecting these lattice points to their nearest neighbors. The determinant $D(\omega)$ is changed by the addition of

$$
\begin{equation*}
\delta_{1}=\gamma-\gamma^{\prime} \tag{5.31}
\end{equation*}
$$

to the diagonal elements $(-1,0,0),(1,0,0),(0,-1,0)$, $(0,1,0),(0,0,-1),(0,0,1),(l-1, m, n),(l+1, m, n)$, $(l, m-1, n),(l, m+1, n),(l, m, n-1),(l, m, n+1)$ and by the addition of

$$
\begin{equation*}
\delta_{2}=\left(\omega / \gamma^{\prime}\right)^{2}\left(M^{\prime} \gamma^{2}-\gamma^{\prime 2}\right)+\left(6 \gamma / \gamma^{\prime}\right)\left(\gamma^{\prime}-\gamma\right) \tag{5.32}
\end{equation*}
$$

to diagonal elements $(0,0,0)$ and $(l, m, n)$. The energy of interaction between two defects is

$$
\Delta E_{I}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \log \left\{\left|\begin{array}{ll}
A & B  \tag{5.33}\\
B & A
\end{array}\right||A|^{-2}\right\}
$$

where $A$ and $B$ are $7 \times 7$ matrices given in Appendix I. The product of the determinants can be simply expressed as

$$
\left|I-\left(A^{-1} B\right)^{2}\right|
$$

and this can be easily evaluated by taking account of the symmetry of $A$ and $B$. However, the resulting expression is rather complicated and will not be exhibited here. It simplifies considerably if only the first term in the expansion in inverse powers of the distance $r$ between the defects is required. In this approximation, $A$ can be taken as the unit matrix and (5.33) becomes

$$
\begin{equation*}
\Delta E_{I}=-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \operatorname{Trace} B^{2} d \omega \tag{5.34}
\end{equation*}
$$

The first term in $\operatorname{Tr}\left(B^{2}\right)$ is

$$
\begin{equation*}
\left[\left(6 / \gamma^{\prime}\right)\left(\gamma^{\prime}-\gamma^{2}\right)\right]^{2}\left[a^{(-1)}(0, l ; i \omega)\right]^{2} \tag{5.35}
\end{equation*}
$$

so that $E_{I}$ is precisely the expression (5.36) obtained for the interaction energy between two source defects with

$$
\begin{equation*}
\kappa=\left(6 / \gamma \gamma^{\prime}\right)\left(\gamma^{\prime}-\gamma\right)^{2} \tag{5.36}
\end{equation*}
$$

We have used the invariance relation $a^{(-1)}\left(m, m^{\prime} ; i \omega\right)$ $=a^{(-1)}(0, l ; i \omega)$ if $l=m-m^{\prime}$. It is to be noted that to this first order of approximation the interaction energy is independent of $M^{\prime}$. When we set $M^{\prime}=0$, our defects become holes in the lattice. We then find that the interaction energy of two holes is attractive and varies as the inverse third power of the separation distance (5.5). Furthermore, the discussion of the interaction of a pair of holes is equivalent to that between a pair of source defects when the source strength $\kappa$ is defined by (5.36).

## 6. INTERACTION OF DEFECTS WITH BOUNDARIES

As a first example of the interaction of a defect with a boundary, we consider an isotopic impurity $m$ lattice spacings from the end of a chain. In the case of a rigid boundary (end of chain held fixed) the characteristic determinant for normal modes is obtained by combining (4.3), (3.18a), and (2.3):

$$
\begin{aligned}
& D(m ; \omega)=D_{0}(\omega) {\left[1-2 \omega^{2} M \epsilon N^{-1} \sum_{j=1}^{N}\left\{\sin ^{2}\left(\frac{m \pi j}{N+1}\right)\right\} /\right.} \\
&\left.\left\{M \omega^{2}-2 \gamma\left[1-\cos \left(\frac{\pi j}{N+1}\right)\right]\right\}\right]
\end{aligned}
$$

which, in the limit as $N \rightarrow \infty$, becomes for the case $f^{2}<0$ :
$D(m ; \omega)=D_{0}(\omega)\left\{1-\epsilon\left(\tanh \frac{1}{2} z\right)\left(1-e^{-2 m z}\right)\right\}$, rigid boundary,
with $\cosh z=1-2 f^{2}$. As usual, $\epsilon=1-\left(M^{\prime} / M\right)$ with $M^{\prime}$ being the impurity mass. The corresponding determinant in the case of a free boundary is obtained by combining (3.19a) with (2.3) and (4.3)
$D(m ; \omega)=D_{0}(\omega)\left\{1-\epsilon\left(\tanh \frac{1}{2} z\right)\left(1+e^{-(2 m-1) z}\right)\right\}$, free boundary.

It is to be noted that as the defect recedes from the boundary the $m$ dependent exponentials vanish and (6.1) and (6.2) reduce to the ordinary single-defect result:

$$
\begin{equation*}
D(\infty ; \omega)=D_{0}(\omega)\left[1-\epsilon \tanh \frac{1}{2} z\right] \tag{6.3}
\end{equation*}
$$

Furthermore, the sign of the interaction terms are such that if a defect is attracted to a free boundary it is repelled from a rigid boundary and vice versa. The interaction is of $O(\epsilon)$ rather than $\epsilon^{2}$; hence interactions of isotopes with boundaries are not of the "image" type
which exist in electrostatics and hydrodynamics. The ratio $D(m ; \omega) / D(\infty ; \omega)$, which is to be substituted into (1.3) to find the interaction, is then
$\frac{D(m ; \omega)}{D(\infty ; \omega)}= \begin{cases}1+\frac{\epsilon e^{-2 m z} \tanh \frac{1}{2} z}{1-\epsilon \tanh \frac{1}{2} z}, & \text { rigid boundary } \\ 1-\frac{\epsilon e^{-(2 m+1) z} \tanh \frac{1}{2} z}{1-\epsilon \tanh \frac{1}{2} z}, & \text { free boundary. }\end{cases}$
Then the interaction with a free boundary is
$\Delta E_{\mathrm{FB}}=-\frac{\hbar \omega_{L}}{2 \pi} \int_{0}^{\infty} f d \log \left\{1-\frac{\epsilon e^{-(2 m+1) z} \tanh \frac{1}{2} z}{1-\epsilon \tanh \frac{1}{2} z}\right\}$,
while that with a rigid boundary is

$$
\begin{equation*}
\Delta E_{\mathrm{RB}}=-\frac{\hbar \omega_{L}}{2 \pi} \int_{0}^{\infty} f d \log \left\{1+\frac{\epsilon \epsilon^{-2 m z} \tanh \frac{1}{2} z}{1-\epsilon \tanh \frac{1}{2} z}\right\} \tag{6.5b}
\end{equation*}
$$

If we integrate by parts in the rigid boundary case, we find

$$
\begin{align*}
\Delta E_{\mathrm{RB}} & =\frac{\hbar \omega_{L}}{4 \pi} \int_{0}^{\infty}\left(\cosh \frac{1}{2} z\right) \log \left[1+\frac{\epsilon e^{-2 m z} \tanh \frac{1}{2} z}{1-\epsilon \tanh \frac{1}{2} z}\right] d z \\
& \simeq \epsilon \frac{\hbar \omega_{L}}{4 \pi} \int_{0}^{\infty} e^{-2 m z} \sinh \frac{1}{2} z d z \text { as } m \rightarrow \infty  \tag{6.6a}\\
& =\epsilon \hbar \omega_{L} / 32 \pi m^{2}
\end{align*}
$$

while as $m \rightarrow \infty$ in the free boundary case

$$
\begin{equation*}
\Delta E_{\mathrm{FB}} \sim-\epsilon \hbar \omega_{L} / 32 \pi m^{2} . \tag{6.6b}
\end{equation*}
$$

Hence, in both the free boundary and rigid boundary cases, the interaction energy is inversely proportional to the square of the distance of the defect from the boundary. The interaction is one of attraction if

$$
\begin{aligned}
M<M^{\prime}<\infty & \text { for rigid boundary } \\
0<M^{\prime}<M & \text { for free boundary }
\end{aligned}
$$

while it is repulsive if

$$
\begin{array}{cl}
0<M^{\prime}<M & \text { for rigid boundary } \\
M<M^{\prime}<\infty & \text { for free boundary. }
\end{array}
$$

This is qualitatively expected. An interaction of an isotope with a rigid boundary is equivalent to that between the isotope and a particle of infinite mass. If both are heavier than a normal lattice atom, an attraction exists; when the isotopic defect is lighter, it interacts with the "infinite mass" boundary and a repulsion ensues. On the other hand, a free boundary is equivalent to a very light impurity at the end of the chain. Our above results are consistent with Eq. (5.16).

These qualitative results are valid in three dimensions as well. Without any extra difficulty we can discuss the isotopic defect in an $n$-dimensional lattice. We postulate
it to be $m$ lattice spacings in the $m_{1}$ direction ( $x$ direction when $n=3$ ) from a rigid surface. It is easy to show from (3.18b) by choosing $m_{1}=m, m_{2}=m_{3}=\cdots=\frac{1}{2}(N+1)$ and letting $N \rightarrow \infty$, that the generalization of the rigid boundary equation (6.4) becomes (after replacing $\omega$ by $i \omega$ )

$$
\begin{equation*}
\frac{D(m, i \omega)}{D(\infty, i \omega)}=1-\frac{\omega^{2} M \epsilon I(m, i \omega)}{1+M \epsilon \omega^{2} I(\infty, i \omega)} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{gathered}
I(m, i \omega)=-\left(\frac{1}{2 \pi}\right)^{n} \int_{-\pi}^{\pi} \cdots \int \frac{\operatorname{expis} \cdot \boldsymbol{\varphi} d \varphi_{1} \cdots d \varphi_{n}}{M \omega^{2}+2 \sum \gamma_{k}\left(1-\cos \varphi_{k}\right)}, \\
S=\gamma_{1}^{-\frac{1}{2}}(2 m, 0,0 \cdots, 0)
\end{gathered}
$$

When $m$ is fairly large, (3.15) is applicable with $\omega$ replaced by $i \omega$. Then the analog of ( 6.5 b ) which is appropriate here yields

$$
\begin{align*}
& \Delta E_{\mathrm{RB}} \simeq-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \\
& \times \log \left\{1+\frac{\epsilon\left(M \omega^{2}\right)^{\frac{1}{2}(n+1)}\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} \exp \left[-S\left(M \omega^{2}\right)^{\frac{1}{2}}\right]}{(2 \pi)^{\frac{1}{2} n}\left(\gamma_{1} \cdots \gamma_{n}\right)^{\frac{1}{2} S^{\frac{1}{2}(n-1)}}}\right\} \\
&  \tag{6.8}\\
& \sim \frac{\hbar \omega_{L} \epsilon\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}\left[\frac{1}{2}(n+1)\right]!}{\left.\left(\gamma_{1} \cdots \gamma_{n}\right)^{\frac{1}{2}} S^{n+1}(2 \pi)^{\frac{2}{2}(n+2)}\left(M \omega_{L}\right)^{\frac{1}{2}}\right)^{\frac{1}{2}}},
\end{align*}
$$

with $S=2 m / \gamma_{1}^{\frac{1}{2}}$. It is easily verified that the case $n=1$ is exactly the same as (6.6a).

The isotopic defect in a three-dimensional lattice is repelled from a rigid boundary when $\epsilon>0$ (light isotopic defect) and

$$
\begin{equation*}
\Delta E_{\mathrm{RB}} \sim \frac{\hbar \omega_{L} \epsilon\left(\gamma_{1} / m \omega_{L}^{2}\right)^{\frac{1}{2}}}{\left(\gamma_{2} \gamma_{3} / \gamma_{1}{ }^{2}\right)^{\frac{1}{2}}(2 \pi)^{2}(2 m)^{4}} . \tag{6.9}
\end{equation*}
$$

A free boundary attracts a light isotopic defect with a force of the same magnitude but opposite in sign.

We therefore find that not only should an ordering process exist at absolute zero ${ }^{1,4}$ temperature but that a coating or "frosting" of light isotope should develop in a solid isotopic mixture, leaving the heavier atomic species inside. It would be interesting to leave a hydro-gen-deuterium mixture in a liquid helium bath at low temperatures for a long period to observe whether the separation process would require days or years. Note that the energy of the boundary attraction diminishes as the inverse fourth power of the distance while the interatomic attraction energy [Eq. (5.17)] varies as the inverse seventh power.

If the state of perfect order is to exist at low temperatures, we should expect holes in a lattice to be attracted to a free boundary and hence expelled from a crystal. A repulsion from a rigid boundary should also exist. We consider these effects by using the source defect model. This defect was shown in the last section
to be equivalent to a hole when one deals with the interaction of a pair of holes separated by a distance large compared to a lattice spacing. We can also expect the model to apply to the interaction of a hole with a distant boundary. We restrict our discussion to the case $\gamma_{1}=\gamma_{2}=\cdots=\gamma$ and first analyze the effect of a rigid boundary.

We recall from (4.13) that a source defect is characterized by $\delta=\kappa \gamma$ and an isotopic defect by $\delta=-\omega^{2} M \epsilon$. If $\omega \rightarrow i \omega$, this becomes $\omega^{2} M \epsilon$ so that the expression equivalent to (6.7) for a source defect is

$$
\frac{D(m, i \omega)}{D(\infty, i \omega)}=1-\frac{\kappa \gamma I(m, i \omega)}{1+\kappa \gamma I(\infty, i \omega)} .
$$

The analog of (6.8) is

$$
\begin{aligned}
& \Delta E_{\mathrm{RB}} \simeq-\frac{\hbar}{2 \pi} \int_{0}^{\infty} \omega d \\
& \times \log \left\{1+\frac{\kappa \gamma\left(M \omega^{2}\right)^{\frac{1}{2}(n-3)}\left(\frac{1}{2} \pi\right)^{\frac{1}{2}} \exp \left[-S\left(M \omega^{2}\right)^{\frac{1}{2}}\right]}{(2 \pi \gamma)^{\frac{1}{2} n} S^{\frac{1}{2}(n-1)}}\right\} \\
& \sim \frac{\hbar}{2 \pi} \frac{\kappa \gamma\left(\frac{1}{2} \pi\right)^{\frac{1}{2}}}{(2 \pi \gamma)^{\frac{1}{2} n} S^{\frac{1}{2}(n-1)}} \int_{0}^{\infty}\left(M \omega^{2}\right)^{\frac{1}{2}(n-3)} \exp \left[-\left(M \omega^{2}\right)^{\frac{1}{2}} S\right] d \omega \\
& \quad=\frac{\hbar \kappa \gamma(\pi / 2 M)^{\frac{1}{2}}\left[\frac{1}{2}(n-3)\right]!}{2 \pi(2 \pi \gamma)^{\frac{1}{2} n} S^{n-1}},
\end{aligned}
$$

with $S=2 m \gamma^{-\frac{1}{2}}$ and $M \omega_{L}{ }^{2}=4 n \gamma$. The sign is changed when the interaction is with a free boundary. In the three-dimensional case,

$$
\Delta E= \begin{cases}+3^{-\frac{s}{s} \hbar \omega_{L} K /(8 \pi m)^{2}}, & \text { rigid boundary }  \tag{6.11}\\ -3^{-\frac{1}{\delta}} \hbar \omega_{L} K /(8 \pi m)^{2}, & \text { free boundary }\end{cases}
$$

The hole corresponds to $\kappa \gamma=6\left(\gamma^{\prime}-\gamma\right)^{2} / \gamma^{\prime}$ and is attracted to a free boundary as was expected.

## 7. REMARKS ON THE CONTINUUM LIMIT AND ANALOGIES WITH QUANTUM FIELD THEORY

We shall now observe some consequences of letting our lattice spacings vanish and show the similarity of the continuum limit of a lattice with holes to Wentzel's ${ }^{5}$ pair theory of the interaction of neutrons and protons.

One generally starts an analysis of a quantum field with the introduction of the proper Hamiltonian. Let us consider the Hamiltonian of a continuous medium of density $\rho$ with propagation velocity $c$ and a set of fixed point source defects of strength $\lambda_{1}, \lambda_{2}, \cdots$ at $r_{1}, r_{2}, \cdots$.

$$
\begin{align*}
H=\frac{1}{2} \rho \int \dot{\varphi}^{2} d \tau+\frac{1}{2} \rho c^{2} & \int(\nabla \varphi)^{2} d \tau+\frac{1}{2} \frac{m^{2} e^{4}}{\hbar^{2}} \rho \int \varphi^{2} d \tau \\
& +\stackrel{1}{2} c^{2} \sum_{\alpha=1}^{n} \lambda_{\alpha} \int \delta\left(r-r_{\alpha}\right) \varphi^{2}(r) d \tau \tag{7.1}
\end{align*}
$$

Here a mass $m$ is associated with quanta propagated from one source to another. The $\lambda_{\alpha}$ 's (which have units of length) represent the coupling strengths of the defects with the medium in which they are immersed. The $\delta$ function is defined by the property

$$
\int \delta(r) f(r) d \tau=\rho f(0)
$$

If we divide our continuum into a simple cubic lattice with unit cell cube edges $a$, introduce a mass $M$ with a single degree of freedom into the center of each cell, couple it to its nearest neighbors by a spring of spring constant $\gamma$, associate each coupling constant $\gamma_{\alpha}$ to a dimensionless constant $\kappa_{\alpha}$, and finally relate $\gamma, M$, and $\kappa_{\alpha}$ to the constants of the medium and sources $\rho, c$, and $\lambda_{\alpha}$ by

$$
\begin{equation*}
\rho=M / a^{3}, \quad c^{2}=\gamma a^{2} / M, \quad \text { and } \quad \lambda_{\alpha}=\kappa_{\alpha} a, \tag{7.2}
\end{equation*}
$$

we obtain

$$
\begin{align*}
H= & \frac{1}{2} M \sum \dot{\varphi}^{2}(l, m, n) \\
& +\frac{1}{2} \gamma a^{2} \sum\left\{[\varphi(l+1, m, n)-\varphi(l, m, n)]^{2} / a^{2}+\cdots\right\} \\
& +\frac{1}{2} \frac{m^{2} c^{4}}{\hbar^{2}} M \sum \varphi^{2}(l, m, n)+\frac{\gamma}{2} \sum_{\alpha} \kappa_{\alpha} u^{2}\left(l_{\alpha}, m_{\alpha}, n_{\alpha}\right), \tag{7.3}
\end{align*}
$$

where all summations except the last extend over all lattice points. Once the conjugate momentum

$$
p(l, m, n)=M \dot{\varphi}(l, m, n)
$$

is associated with $\varphi(l, m, n)$, the application of Hamilton's equations of motion yield

$$
\begin{align*}
& M \ddot{\varphi}(l, m, n)+\frac{m^{2} c^{4}}{\hbar^{2}} M \varphi(l, m, n) \\
& = \\
& =-\gamma \sum_{\substack{\epsilon_{1}, \epsilon_{2}, \epsilon_{3}=0,1 \\
\epsilon_{1}+\epsilon_{2}+\epsilon_{3}=1}}\left[\varphi\left(l+\epsilon_{1}, m+\epsilon_{2}, n+\epsilon_{3}\right)\right.  \tag{7.4}\\
& \\
& \left.\quad-2 \varphi(l, m, n)+\varphi\left(l-\epsilon_{1}, m-\epsilon_{2}, n-\epsilon_{3}\right)\right]
\end{align*}
$$

except at $(l, m, n)=\left(l_{\alpha}, m_{\alpha}, n_{\alpha}\right)$ in which case the terms $\gamma \kappa_{\alpha} \varphi\left(l_{\alpha}, m_{\alpha}, n_{\alpha}\right)$ are added to right-hand side.

If we let

$$
\begin{equation*}
\varphi(l, m, n)=u(l, m, n) e^{i \omega t} \tag{7.5}
\end{equation*}
$$

and define $\omega^{*}$ by

$$
\begin{equation*}
\left(\omega^{*}\right)^{2}=\omega^{2}-m^{2} c^{4} \hbar^{-2} \tag{7.6}
\end{equation*}
$$

the resulting equations are the same as (3.2a) when $\omega$ in (3.2) is replaced by $\omega^{*}$, that is, if the lattice phonons are given a mass $m$.

It was shown at the end of Sec. 5 that the source defect is equivalent to a hole in the lattice if one considers the interaction of defects separated by a large number of lattice spacings. As the lattice spacing diminishes, this number increases for holes a fixed
distance apart. Hence the Hamiltonian (7.1) can be interpreted either as that of the continuum limit of a set of holes in a simple cubic lattice (with nearestneighbor interactions due to central and noncentral forces of equal magnitude) or of a set of particles interacting through a meson pair field.

When the mass $m$ is included, our inverse

$$
a^{(-1)}\left(r_{1}, r_{2}, r_{3} ; i \omega\right)
$$

given by (3.17a) must have $\omega$ replaced by $\omega^{*}$. Then

$$
\begin{align*}
& a^{(-1)}\left(r_{1}, r_{2}, r_{3} ; i \omega\right)=a^{(-1)}(R ; i \omega) \\
& =-\frac{a}{\gamma R(2 \pi)^{\frac{1}{2}}}\left(\frac{\pi}{2}\right)^{\frac{1}{2}} \exp \left\{-a^{-1} R\left[\left(\omega^{2}+\mu^{2} c^{2}\right) M / \gamma\right]^{\frac{1}{2}}\right\}, \tag{7.7}
\end{align*}
$$

where

$$
\begin{equation*}
R^{2}=r_{1}{ }^{2}+r_{2}{ }^{2}+r_{3}{ }^{2} \quad \text { and } \quad \mu=m c / \hbar . \tag{7.8}
\end{equation*}
$$

The interaction energy between two defects $\kappa$ and $\kappa^{\prime}$ at two points separated by a distance $R=a\left|m-m^{\prime}\right|$ is given by substituting (7.7) into (5.3c). This reduces the calculation of the interaction energy to quadratures for all degrees of coupling. In the weak coupling limit we can rederive Wentzel's result as follows:

$$
\begin{align*}
\Delta E_{I} \sim-\frac{\hbar \kappa \kappa^{\prime}}{(2 \pi)^{4}} & \frac{a^{2}}{R^{2}}\left(\frac{\pi}{2}\right) \int_{0}^{\infty} \\
& \quad \exp \left\{-2 a^{-1} R\left[\left(\omega^{2}+\mu^{2} c^{2}\right) M / \gamma\right]^{\frac{1}{2}}\right\} d \omega . \tag{7.9}
\end{align*}
$$

This integral can be expressed in terms of the modified Bessel function of the third kind, $K_{1}$. If we let

$$
\omega=\mu c \sinh x
$$

and use the formula

$$
K_{1}(z)=\int_{0}^{\infty} \exp (-z \cosh x) \cosh x d x
$$

we find

$$
\Delta E_{1} \sim-\frac{\hbar_{\kappa \kappa^{\prime}} a^{2} \mu c}{4(2 \pi)^{3} R^{2}} K_{1}\left(2 R a^{-1} \mu c[M / \gamma]^{\frac{1}{2}}\right)
$$

or after employing (7.8) and (7.2) we find

$$
\begin{equation*}
\Delta E_{I} \sim-\frac{\lambda \lambda^{\prime} m c^{2}}{32 \pi^{3} R^{2}} K_{1}(2 R \mu) \tag{7.10}
\end{equation*}
$$

This is exactly Wentzel's ${ }^{5}$ result (with the exception of a factor of $\frac{1}{2}$ which was left out of his paper since he set $E=\sum \hbar \omega$ rather than $\left.\sum \frac{1}{2} \hbar \omega\right)$. The two limiting results follow:

$$
\begin{align*}
& \Delta E_{I} \sim-\frac{\lambda \lambda^{\prime} \hbar c}{64 \pi^{3} R^{3}} \text { if } R \ll \mu^{-1},  \tag{7.11}\\
& \Delta E_{I} \sim-\frac{\lambda \lambda^{\prime} \hbar c}{64 \pi^{5 / 2}}\left(\frac{\mu}{R}\right)^{\frac{1}{2}} \frac{e^{-2 \mu R}}{R^{2}} \text { if } R \gg \mu^{-1} . \tag{7.12}
\end{align*}
$$

These finite convergent results are unique to a threedimensional space. If we employ our $n$-dimensional inverse [Eq. (5.4)], we can show that in the $n$-dimensional case the weak-coupling approximation yields

$$
\begin{aligned}
\Delta E_{I}=-\frac{\hbar \lambda \lambda^{\prime} a^{2 n-6}}{(2 \pi)^{n+1} R^{n-2}} \int_{0}^{\infty} & {\left[c^{-2}\left(\omega^{2}+\mu^{2} c^{2}\right)\right]^{\frac{1}{2}(n-2)} } \\
& \times K_{\frac{1}{2}(n-2)^{2}}\left[R c^{-1}\left(\omega^{2}+\mu^{2} c^{2}\right)^{\frac{1}{2}}\right] d \omega,
\end{aligned}
$$

so that the lattice spacing $a$ occurs only as a coefficient $a^{2 n-6}$ while all other parameters in the equation represent macroscopic properties of the medium or defect. When $n<3$, the continuum limit $a \rightarrow 0$ gives an infinite interaction energy at all separation distances between sources. On the other hand, when $n>3$ the interaction vanishes identically in the limit. Hence, if one were to take pair theory of nucleon forces seriously, one would have to conclude that only a three-dimensional universe could contain condensations of nucleons as we know them in atomic nuclei.

The continuum theory of the interaction of point defects in solids has been discussed by Eshelby. ${ }^{10}$

## APPENDIX I. THE MATRICES $A$ AND $B$ OF EQ. (5.33)
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